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Probing different spin states in xylyl radicals and ions

Mathias Steglich,a Andras Bodi,a John P. Maier,b and Patrick Hembergera

Resonant one-color two-photon ionization spectroscopy and mass-selected threshold photoelec-
tron spectroscopy were applied to study the electronic doublet states of the three xylyl (methyl-
benzyl) radicals above 3.9 eV as well as the singlet and triplet states of the cations up to 10.5 eV.
The experiments are complemented by quantum chemical calculations and Franck-Condon sim-
ulations to characterize the transitions and to identify the origin bands, allowing a precise deter-
mination of singlet-triplet splittings in the cations. Torsional motions of the methyl group notably
affect the D0→D3 transition of m-xylyl. All other investigated transitions either lead to electronic
states with very low rotational barriers or suffer from spectral broadening in excess of methyl tor-
sional energy levels. The methyl internal rotational potential is faithfully reproduced with the most
basic ab initio methods, yet hyperconjugation could not be identified as a significant force shaping
them. Time-dependent density functional theory describes the excited electronic states better
than wave function theory approaches, notably EOM-CCSD.

1 Introduction
Xylenes are used as fuel additives to improve the antiknock per-
formance of combustion engine fuels because of their high octane
ratings.1,2 The first step upon decomposition is the formation of
the resonantly stabilized xylyl radicals shown in Fig. 1, which are
key species that determine the subsequent combustion processes,
especially the formation and emission of harmful PAHs.3 Several
experimental studies dealt with the decomposition dynamics of
these radicals on µs and ns time scales.3–16 It was found that the
closed-shell species p- and o-xylylene are directly created via H
abstraction from the respective xylyl doublets, whereas m-xylyl
rearranges to the ortho or para radical isomer prior to hydrogen
elimination in model flames and microreactors.15,17 Therefore,
different synthesis routes have to be employed to generate and
characterize the highly reactive diradical m-xylylene.18–25 In or-
der to understand the dynamics of the xylyl radicals, it is of funda-
mental interest to explore their electronically excited states, since
internal energy needs to be efficiently deposited to trigger, e.g.,
unimolecular decomposition reactions. To this end, femtosecond
laser pulses are usually applied in pump-probe experiments to
explore the ultrafast evolution of electronic and vibrational en-
ergy.26,27 Investigating electronic spectra of benzylic radicals and
ions is furthermore motivated by quantum chemistry. Especially
the methyl group has been shown to influence electronic spectra
notably28–31 and may act as a sensitive probe providing bench-
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marks for the accuracy of theoretical predictions. Methyl sub-
stitution of benzyl induces electronic state energy shifts that are
different for each of the three isomers. Internal rotational min-
ima and transition states can also relocate upon excitation or ion-
ization, which may have a profound effect on the spectrum by
affecting Franck-Condon (FC) factors even if the electronic struc-
ture changes are minimal.32 Such phenomena can conveniently
be probed by UV and photoelectron (PE) spectroscopy.

Fig. 1 Molecular structures of resonantly stabilized xylyl radicals.

Regarding spectroscopic investigations of the xylyl radicals, the
literature is limited to a few studies of the first electronic transi-
tion D0→D1 around 2.7 eV. Vibrational frequencies and rotational
constants in both electronic states were determined.28,33–46 Very
recently, these transitions were monitored by resonant two pho-
ton ionization and laser-induced fluorescence spectroscopy to in-
vestigate the interconversion of xylyl and formation of methyl-
tropyl radicals in toluene and xylene discharge sources.47 To
study decomposition dynamics in pump-probe laser experiments,
yet unexplored higher excitations need to be utilized because the
energetically low-lying D1 state cannot trigger unimolecular dis-
sociation processes due to thermodynamic reasons. Recently, the
hydrogen loss dynamics of o- and p-xylyl were investigated, albeit
details on the electronic structure remained unexplored.16 In ad-
dition, the ground states of the xylyl cations have been probed
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by PE spectroscopy48 and, more accurately, by threshold photo-
electron (TPE) spectroscopy,15 yielding ionization energies and
vibrational frequencies. In order to understand the fast deactiva-
tion mechanisms in flames and reactors, a more profound picture
of the electronic structure, including high lying excited states, has
to be established if laser excitation is used to trigger chemical re-
actions. Motivated by these aspects, the present study describes
the electronic spectra of the xylyl radicals up to 5 eV, obtained by
resonant one-color two-photon ionization (R2PI). The electronic
structure of the xylyl cations was explored by TPE spectroscopy
up to 4 eV above the ionization energy.

2 Methods

R2PI spectroscopy

Ortho-, meta-, or para-xylene was evaporated in 5 bar helium at
room temperature and discharged at the exit nozzle of a pulsed
solenoid valve to produce the corresponding xylyl radicals in a
supersonic jet. A molecular beam was created by skimming the
supersonic expansion at 40 mm distance from the exit of the dis-
charge source. A +300 V potential applied to the skimmer re-
moved the ions created in the discharge before the neutral species
entered the ionization region of a time-of-flight mass spectrome-
ter. Spectral scans applying an R2PI scheme were realized by
counter-propagating the radiation of an optical parametric laser
(210-700 nm, 5−10 ns, 20 Hz, 0.1 nm bandwidth) into the molec-
ular beam. Resulting ions were extracted into a time-of-flight
spectrometer and detected by a micro-channel plate. The mass-
selected spectra were corrected for wavelength-dependent power
variations and photon energies were calibrated with an external
spectrometer (±3 meV at 4 eV). The ionization energies of the xy-
lyl radicals are 6.94–7.11 eV.15,48 R2PI signals can therefore be
expected for photon energies above 3.47–3.56 eV.

TPE spectroscopy

TPE experiments were carried out at the photoelectron photoion
coincidence (PEPICO) endstation49 of the VUV beamline50 at the
Swiss Light Source. Synchrotron radiation was collimated, dis-
persed by a 150 mm−1 grating in grazing incidence and focussed
at the exit slit, achieving an energy resolution of 5 meV at 8 eV. An
MgF2 window absorbs higher diffraction orders, and the second
order free VUV beam entered the PEPICO setup. Flash vacuum
pyrolysis of ortho-, meta-, or para-xylyl bromide was applied to
create the xylyl radicals. The precursors were kept at 15–40◦C
and, together with 300 mbar Ar buffer gas, expanded through a
100 µm pinhole into a resistively heated SiC tubular reactor. The
reactor temperature was optimized at up to 900◦C to give a strong
signal in the mass spectrum at m/z = 105, while minimizing the
precursor signal as well as fragment peaks at lower masses. The
molecular beam formed at the reactor exit was skimmed before
entering the ionization region. A constant field of 250 V cm−1 ex-
tracted ions and electrons into the double velocity map imaging
(VMI) spectrometer of the PEPICO endstation. For the photoions,
both VMI and Wiley-McLaren space focussing conditions could be
achieved. Threshold electrons were selected with a resolution of
5 meV from the central part of the PE image. The hot electron

background was subtracted as described elsewhere.51 Photoion
mass-selected TPE spectra were acquired by scanning the photon
energy in steps of 5 or 10 meV and corrected against the photon
flux.

Continuous flash vacuum pyrolysis was used in the synchrotron
experiments instead of discharge because of duty cycle consider-
ations and also because the molecular beam is void of unwanted
ions and electrons using this technique, which cause an unstable
background in PEPICO. On the other hand, cooling of the radi-
cals is more efficient in the pulsed discharge source because the
expansion into vacuum has a higher effective backing pressure
leading to more efficient supersonic jet formation.

Quantum chemical calculations

Most computations presented throughout this manuscript were
obtained using the Gaussian1652 implementation of density func-
tional theory (DFT) and its time-dependent variant (TDDFT). The
ωB97XD functional was applied in conjunction with the cc-pVTZ
basis set. The numbering of electronic states is based on the state
order calculated by TDDFT. FC simulations were performed with
Gaussian16 and PGOPHER53 using vibrational frequencies scaled
by a factor of 0.954, as it was suggested for this DFT method.54

For comparison, coupled cluster singles and doubles (CCSD) as
well as equation-of-motion (EOM) coupled cluster calculations
were carried out using Q-Chem 4.355 to compute ionization and
excitation energies, as well as spin-flip states and electron affini-
ties using the EOM-IP/EE/SF/EA-CCSD methods, respectively.

3 Results and Discussion

Electronic absorptions of the neutral radicals

The R2PI spectra of the neutral xylyl radicals are depicted in
Fig. 2. The spectrum of benzyl recorded in the same setup and
using toluene as precursor is shown for comparison. It was mea-
sured in gas phase before and further discussions can be found in
the literature.26,45,56–58 The D1 and D2 states of benzyl are cou-
pled with each other via vibronic interaction (calculated oscilla-
tor strength fcalc(D1) = 3 · 10−4 and fcalc(D2) = 4 · 10−3). They
produce some weak absorptions at 2.7-2.8 eV,45 which is out-
side the R2PI detection window. The origin band of the D3 state
( fcalc = 4 · 10−2) at 4.062 eV and the corresponding vibrational
progression up to 4.27 eV were already observed and assigned by
Margraf et al.26 in another R2PI study using a high-resolution
dye laser and flash vacuum pyrolysis to generate benzyl in the
gas phase. No rotational structure could be resolved due to life-
time and/or temperature-related broadening. In agreement with
low-resolution studies,56,57 the strongest vibrational excitation
in D3, the ν5 fundamental (C–C valence mode) at 4.177 eV, is
about five times weaker than the origin band, signifying little ge-
ometry change upon electronic excitation. The strong D4 state
( fcalc = 0.35) with maximum absorption at 4.89 eV appears broad,
without analyzable structure, and is probably mixed with nearby
Rydberg states, whose presence was suggested by complete active
space (CAS) calculations.27

Substitution of one hydrogen on the aromatic ring by a methyl
group can be seen as gentle perturbation of the electronic struc-
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Fig. 2 R2PI spectra of xylyl radicals and benzyl (black and grey traces).
Data points have been removed where strong absorptions of the
precursor molecules appeared on the spectra. FC simulations of
D0→D3 using calculated harmonic frequencies (scaled by 0.954) 54 at
Tvib = 0 K and Tvib = 150 K are displayed in red and green, respectively.

Fig. 3 Calculated molecular orbitals, occupation of the neutral radicals,
and basic excitation schemes of investigated transitions.

ture. The transitions observed in this study are characterized by
π→ π∗ electron promotion, and the main influences of the methyl
group are expected to come from electrostatic interactions and
electron exchange between the methyl C–H bonds and benzyl
ring bond orbitals. These usually cause π → π∗ excitations to
redshift and transition probabilities to alter slightly. The D0→D1

transition of the xylyls, for example, is 37–81 meV lower in en-
ergy than in benzyl.28,33 The D0→D2 origin has not been deter-
mined yet, as it is likely vibronically coupled into the D1 state.
Both transitions are calculated within <0.2 eV distance from each
other with weak oscillator strengths ( fcalc < 6 · 10−3). The ex-
citations involved are predicted by TDDFT as mainly HOMO-
1→HOMO, HOMO-2→HOMO (β electrons), with additional con-
tributions from HOMO→LUMO, HOMO→LUMO+1 promotions
(α electrons). The calculated molecular orbitals are visualized in
Fig. 3.

The stronger D0→D3 ( fcalc = 0.03− 0.05) and D0→D4 ( fcalc =

0.3−0.4) transitions, on the other hand, are characterized by sim-
pler electron promotion schemes in the molecular orbital picture
and follow HOMO→LUMO and HOMO→LUMO+1 excitations,
respectively. This was confirmed by a natural transition orbital
analysis as implemented in Gaussian16.59 In both cases, the tran-
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sition dipole moments are oriented in the plane of the aromatic
ring (Fig. 4). The D0→D3 vector points perpendicular and the
D0→D4 vector parallel to the methylene group, indicating differ-
ent directions of charge density separation. The experimental red-
shift of the xylyl D0→D3 transition is 50–85 meV when compared
to benzyl and is caused by stabilization of the involved orbitals
upon methyl substitution. In the case of m-xylyl, the exact state
energy, however, is not as straightforward to determine as for the
other two isomers because the spectrum is void of a single strong
origin band. A progression of three equally intense bands and
9 meV spacing is observed instead. Two of those bands basically
coincide with the D0→D3 origin bands of the ortho and para iso-
mer, but a contribution of these species to the m-xylyl spectrum
can be excluded because the experimental conditions, especially
the discharge ones, were identical in all three cases and the en-
ergy barriers to methyl migration along the ring perimeter is the
same for all isomers.15 Since the ortho and para spectra are ob-
viously clean from spectral contamination by other isomers, the
same is presumed for the meta spectrum. Consequently, we ex-
clude isomerization of the three xylyl radicals under our exper-
imental conditions.47 The D0→D3 multiplet structure of m-xylyl
was similarly observed in the D0→D1 laser induced fluorescence
excitation and D1→D0 dispersed fluorescence spectra.28 It can
be explained by excitation of a low frequency torsional mode of
the methyl group, owing to an internal rotational barrier prevent-
ing free CH3 rotation, yet supporting only few bound states. The
hindered methyl rotation in the ground and first excited state of
resonance stabilized radicals has been subject of a few investi-
gations.28–30,37 Upon electronic excitation, the potential energy
surface minimum can shift thanks to presence or absence of elec-
tronic stabilization effects, which can have a pronounced effect on
the absorption spectra. For the xylyl radicals, it has been found
that the torsional barrier height in the ground state is lowest in
the para and highest in the ortho isomer and that they change
considerably in the D1 state.28

For symmetry reasons, two different methyl orientations, sep-
arated by a 60◦ torsional motion, are possible stationary points
for the ortho and meta isomers; the in-plane C–H bond is either
directed towards the methylene group or away from it. One of
these orientations will be a minimum on the potential energy sur-
face and the other a transition state. The para isomer behaves
differently, since the Cs symmetry plane of the ground state is per-
pendicular to the aromatic ring. The two possible methyl orienta-
tions, now separated by a 30◦ torsional angle, are those with one
C–H bond parallel or perpendicular to the aromatic ring plane. In
general, bond rotation barriers are determined by a balance be-
tween orbital and electrostatic interactions.60 However, a quan-
tification of the different effects based on a natural bond orbital
analysis,61 as discussed further below, has proven to be largely
ineffective in predicting the effects of excitation and ionization
on the torsional energy surface. More qualitatively, whether or
not the methyl group prefers to change its orientation upon elec-
tronic excitation may be understood by subtracting the calculated
electron density in the ground state from the one in the excited
state (evaluated at the ground state geometry). The thus obtained
difference electron densities are plotted in Fig. 4. For the D0→D3

Fig. 4 Calculated D0 charge densities of the neutral species,
normalized transition dipole vectors and difference electron densities for
D0→D3 and D0→D4 vertical transitions.

transition of o- and m-xylyl, an asymmetric change of electron
density on the part of the aromatic ring where the methyl group
is attached can be noticed, which affects the intramolecular sta-
bilization mechanisms and potentially causes the methyl group
to flip around in the excited state. No such change appears in
p-xylyl, which is therefore predicted to keep its methyl group ori-
entation in D3.

A quantitative view is provided by calculating the relaxed po-
tential energy surfaces along the −CH3 torsional angle φ , which
is plotted in Fig. 5. The curves can be approximated by cosine
functions of the form V (φ) = Epot(cosnφ−1), with n = 3 for o-, m-
xylyl, or n = 6 for p-xylyl. In agreement with previous qualitative
predictions, the barrier to rotation Epot changes its height consid-
erably, i.e., by more than 50 meV, and its minimum coordinate by
60◦ when going from D0 to D3 in the ortho and meta isomers.
In contrast, p-xylyl keeps the −CH3 orientation (structure c) and
is essentially a free rotor since the corresponding PE surfaces are
shallow (<1 meV).

To characterize the D0→D3 transition in more detail, FC sim-
ulations using calculated geometries and scaled harmonic fre-
quencies were carried out as displayed as red traces in Fig 2.
For o-xylyl, excitations of the –CH3 torsional mode ν44(a′′) had
to be suppressed to achieve good agreement with the experi-
mental data, because no low-energy progression attributable to
such vibration is present in the measured spectrum. The cor-
responding calculated potential energy surface in D3 is rather
flat (16 meV; Fig. 5) and, at the anharmonic level,62 not even
the fundamental of ν44(a′′) fits in the potential well. No transi-
tion into localized torsional levels can be observed as the methyl
group is essentially a free rotor and contributions to the spectrum
can thus be excluded. The strong band at 3.99 eV is therefore
assigned as the origin transition. The weak vibronic structure
up to 4.2 eV is due to single excitations of totally symmetric in-
plane C–C bending/stretching and C–H bending modes account-
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Fig. 5 Calculated potential energy surfaces for rotation of the methyl
group in different electronic states of xylyl radicals and cations.

ing for the structural relaxation in D3. Near the origin, weak hot
and sequence bands involving out-of-plane C–C bendings might
contribute, causing additional broadening of this band. Similar
modes are calculated to determine the D0→D3 progressions of
p- and m-xylyl. The latter one, however, features further struc-
ture around the origin caused by excitations of the –CH3 torsional
mode ν45(a′′). Harmonic and anharmonic frequency calculations
were unable to predict vibrational energies in good agreement
with the observed spacing of this structure, which is not surpris-
ing considering the cosine shaped potential energy curves of Fig. 5
and the high electronic excitation (D3), which is even difficult
to describe using state-of-the-art EOM and CIS calculations (see
below). The origin band is modelled to correspond to the first
resolved resonance in the spectrum, but since hot bands can con-
tribute with similar intensity, an assignment to either the 3.966 eV
or the 3.977 eV band is tentative at the moment. More insights
may be gained by applying narrow-band dye lasers.

FC simulations of the D0→D4 transition were not attempted
due to the broad and largely unstructured appearance in all three
isomers. In p-xylyl, three peaks with ≈ 17 meV spacing are ob-
served, that cannot be attributed with confidence to any vibra-
tion in D4. Contributions from other electronic states, e .g., via
vibronic coupling, are possible, similarly to the case of benzyl.27

Such intermediate level structure can also take part in the broad-
ening of the ortho and meta spectra, which may additionally be
affected by more complex structural relaxations in D4, including
an out-of-plane deformation of the methylene group, as suggested
by TDDFT optimizations.

Performance of TDDFT, CIS, and EOM-CCSD

The electronic structure of the benzyl radical was studied by
Werner Bingel in 1955, who proposed the ordering of the
electronic states as D0(2B2), D1(2A2), D2(2B2), D3(2A2), and
D4(2B2).63 Although Johnson and Albrecht suggested a slightly
different ordering of B2, B2, ?, B2, and A2 based on a three-step
photoselection experiment 13 years later,64 the Bingel ordering
has generally been accepted since,26 notwithstanding the exact
nature of the close-lying D1 and D2 states. Tonokura and Koshi
used TDDFT calculations with a double-ζ basis set and confirmed
Bingel’s results even if the B1 and B2 symmetries are exchanged
in their work due to their choice of principal plane,45 an appar-
ently recurring source of confusion in the study of C2v species.
Recently, Röder et al. applied cutting-edge wave function theory
methods, among them EOM-EE-CCSD and CASSCF(7,11)+MRCI
calculations using a double-ζ basis set augmented with s and p
Rydberg orbitals, and arrived at a significantly different order-
ing of B2, B2, A2, A1, A1, with the totally symmetric D3 and D4

states having strong Rydberg state character.27 Methyl substitu-
tion in benzyl reduces the symmetry to Cs and only perturbs the
electronic structure slightly, which means that electronic struc-
ture insights into one species may be relevant for the other, as
well. The fact that the Franck-Condon simulation reproduces the
fine structure of the xylyl D3 states in a satisfactory manner indi-
cates that the underlying TDDFT results are reliable. In line with
the HOMO−2 to LUMO+1 orbitals all being of a” symmetry (o-
and m-xylyl; see Fig. 3), TDDFT predicts that at least the first five
electronic states are of A” symmetry, and the D3 state in benzyl
is of A2 symmetry, corroborating Bingel’s original semi-empirical
calculations. Although the standard cc-pVTZ basis set lacks dif-
fuse or Rydberg-type basis functions, it was sufficient for the FC
simulations. While there could be Rydberg states in this energy
range, which cannot be described without such diffuse functions,
this suggests that the spectroscopically observed D3 state is not
one of them.

In addition to TDDFT calculations, we have applied wave
function theory, i.e., configuration interaction singlets (CIS) and
various equation-of-motion coupled cluster singles and doubles
(EOM-CCSD) approaches, using the cc-pVTZ basis set. In the
electron affinity (EA), ionization potential (IP), excitation energy
(EE), and spin-flip (SF) EOM calculations, the singlet cation, sin-
glet anion, doublet radical, and quartet radical states, respec-
tively, were used as reference at the optimized D0 geometry. The
vertical excitation energies were referenced to the doublet radi-
cal energy to obtain the energy levels shown in Fig. 6. CIS ex-
citation energies are all above 5.5 eV and are not plotted, which
also confirms that singly excited Hartree-Fock determinants de-
scribe the excited electronic states very poorly. EOM-IP-CCSD and
EOM-EA-CCSD calculations suffer from ‚ferocious‘ orbital relax-
ation associated with the removal or addition of an electron as
well as the absence of triples corrections to account for electron
excitation in concert with, e.g., electron addition in the case of
EOM-EA-CCSD.65 The excited state energies are, thus, severely
overestimated, and the xylyl D3 state, i.e., 4 A”, is predicted at 6.4
and 7.7 eV using EOM-EA-CCSD and EOM-IP-CCSD, respectively.
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Fig. 6 Computed vertical excitation energies in o-xylyl at different levels
of theory using the cc-pVTZ basis set. Arrows indicate observed
transitions (origin bands) and dotted lines indicate computed quartet
ground state energies.

The failure of EOM-SF-CCSD to even qualitatively reproduce the
energy levels may be related to the inadequacy of the quartet
reference wave function to describe these states. While the dou-
blet Hartree-Fock wave function is also affected by considerable
spin contamination (< S2 >= 1.39), which may compromise wave
function theory approaches that use it as a reference, the EOM-
EE-CCSD excitation energies at least qualitatively reproduce the
experimentally observed level spacings, albeit still overestimat-
ing the excitation energies more than TDDFT. Because the D3

and Q0 (ground state quartet) states are both of A” symmetry
and rather close in energy in the xylyl radical, complicating their
separation based on symmetry, whereas they are of 2A2 and 2B2

symmetry in the benzyl radical, respectively, we have optimized
the D3 state of benzyl using EOM-EE-CCSD/cc-pVDZ. The result-
ing FC simulation is almost identical to the one obtained from
ωB97XD/cc-pVTZ (Fig. 2), confirming the identity of the EOM-
EE-CCSD D3 state, although the calculated excitation energy is
more than 0.6 eV higher than experimentally observed.

Electronic states of the cations
The TPE spectra for ionization into the ionic ground state15

(D0→S+
0 ) are shown along with energetically higher transitions

up to 10.5 eV in Fig. 7. Assignments of the main spectral features
to the two singlet (S+

0 , S+
1 ) and two triplet states (T+

0 , T+
1 ) are

based on DFT and TDDFT energies. The subtracted electron den-
sities for the vertical D0→S+

0 and D0→T+
0 ionization processes

in Fig. 8 are straightforward to interpret as they resemble the
squared molecular orbitals of Fig. 3 from which ionization took
place, i.e., Koopmans’ theorem holds. In case of S+

0 , ionization
is caused by removal of the single HOMO electron, while ioniza-
tion from HOMO-1 gives rise to the lowest triplet state. The first
excited singlet state S+1 is also derived by electron removal from
HOMO-1, but with total spin S = 0 as a result, whereas ionization
from HOMO-2 gives rise to the T+

1 state.
FC simulations at 0 K (red trace) and 400 K (green trace) vibra-

tional temperature have been realized to identify the origin bands
and strongest vibrational excitations. The singlet and triplet
ground states feature strong and isolated origin bands, from
which accurate ionization energies and singlet-triplet splittings
can be derived. The former were given before as Eortho

ion = (7.08±
0.01) eV, E para

ion = (6.94±0.01) eV, Emeta
ion = (7.11±0.01) eV,15 while

7 . 0 7 . 2 8 . 5 9 . 0 9 . 5 1 0 . 0 1 0 . 5

D 0 →T +1D 0 →S +1D 0 →T +0D 0 →S +0

7 . 0 7 . 2 8 . 5 9 . 0 9 . 5 1 0 . 0 1 0 . 5

7 . 0 7 . 2 8 . 5 9 . 0 9 . 5 1 0 . 0 1 0 . 5
p h o t o n  e n e r g y  ( e V )

Fig. 7 TPE spectra of the xylyl radicals. FC simulations at Tvib = 0 K are
displayed in red and at Tvib = 400 K in green. Note the slightly different
energy scales for S+

0 and T+
0 .

Fig. 8 Calculated difference electron densities for D0→S+
0 and D0→T+

0
vertical ionization.
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the latter are determined herein as ∆Eortho
T0−S0

= (1.76± 0.02) eV,
∆E para

T0−S0
= (2.08±0.02) eV, and ∆Emeta

T0−S0
= (1.66±0.02) eV, respec-

tively. For comparison, the corresponding values of benzyl were
measured66 as Eion = 7.252 eV, ∆ET0−S0 = 1.928 eV. The addition
of the methyl group apparently causes a lowering of the singlet
and triplet ground state energies in the xylyl cations. Although
the singlet-triplet gaps of the ortho and meta isomers are also
lowered, the highest ∆ET0−S0 value can be found in p-xylyl. Fol-
lowing Koopmans’ theorem, this may be traced back to the energy
difference between the HOMO and HOMO-1 molecular orbitals
(Fig. 3), which is found with DFT to be largest in the para iso-
mer; the HOMO-1 is about 0.2 eV lower and the HOMO 0.1 eV
higher in energy when compared to the other two isomers. The
higher HOMO-1 electron bonding energy in p-xylyl is graphically
explained by the fact that, in general, the energy of a molecular
orbital decreases as the number of nodes decrease (2 for meta and
ortho vs. 1 node for para), which leads to a more efficient elec-
tron delocalization on the aromatic ring (and vice versa for the
HOMO). This energy difference can be recovered in the differ-
ent D0→D1 transition energies of the neutrals,28 which, as men-
tioned before, are partly described by HOMO-1→HOMO electron
promotion.

The vibrational excitations within the S+
0 structure can be as-

sociated with in-plane C–C ring deformation and in-plane C–H
bending motions. As can be seen in Fig. 5, the orientation of the
methyl group in all three isomers is predicted to be the same as
in the neutral ground states. Progressions from –CH3 torsional
vibrations are therefore not to be expected in the D0→S+

0 TPE
spectra. In the T+

0 state of p- and m-xylyl, the fully relaxed struc-
tures (d,e) are those with the methyl group rotated by 30◦ and
60◦, respectively, compared to D0. However, spectral broadening
prevents the corresponding low-energy progressions from being
resolved. Instead, the main observable vibrational features are
similar to those in S+

0 and are composed of in-plane ring defor-
mation and C–H bending modes. The comparatively strong PE
intensity on the red tail of the T+

0 origin bands is not accounted
for by the FC simulations, and can probably be explained by hot
bands and autoionization resonances. This applies also to the
first excited singlet state, which appears broad and without dis-
cernible vibrational structure in all three isomers. The FC simula-
tions are merely plotted to distinguish the S+

1 state at 9.5–9.6 eV
from the T+

1 state at 10.0–10.1 eV. The broadening, which is prob-
ably explained by short excited state lifetimes, hampers a precise
location of the origin bands.

Role of hyperconjugation in the methyl rotor barrier

We have evaluated the ionization energies and methyl internal
rotational barriers at six levels of theory for the three xylyl iso-
mers computing the neutral doublet and the ionic singlet and
triplet ground states, namely at the (U)HF/6-31G(d), (RO)HF/6-
31G(d), ωB97X-D/cc-pVTZ, CCSD/cc-pVTZ//CCSD/cc-pVDZ,
CBS-QB3, and G4 levels of theory. When comparing the re-
sults for the ionization energies between different levels of the-
ory, the hierarchy of quantum chemical approaches becomes ev-
ident. Restricted and unrectricted Hartree-Fock ionization ener-

gies disagree with each other and also with the other methods
most. DFT and CCSD methods agree quite well with each other
and approach the composite method results. Finally, G4 and CBS-
QB3 ionization energies are practically indistinguishable. How-
ever, when rotational barriers are compared, even the most ba-
sic (RO/U)HF/6-31G(d) calculation reproduces them well, and
the hierarchy of quantum chemical approaches disappears. This
leads us to conclude that the methyl rotational barriers are the re-
sult of interactions that are easy to calculate with the most basic
quantum chemical approaches, even without electron correlation.
One potential driving force could be hyperconjugation, previously
proposed to play a determining role in similar internal rotational
barriers.29,30

Concepts such as hyperconjugation or steric hindrance are of-
ten applied to explain bond rotational barriers. A recent theoret-
ical assessment of small non-aromatic compounds suggests that
it is in fact the electrostatic interaction that mainly determines
the barrier heights.60 However, all these interactions have their
fundamental origin in the electron density of the system and are
often difficult to disentangle from each other. The xylyl radicals
show markedly different methyl group rotational barriers in the
various electronic states. Here, we used a natural bond analy-
sis (NBO v.3.161 implemented in Gaussian16) to obtain the en-
ergies from quantummechanical donor/acceptor interactions be-
tween the methyl group and the benzyl ring in the two possi-
ble methyl group positions for each isomer and electronic state.
It is found that the main contribution to this hyperconjugation
comes from filled C–H bond orbitals of the methyl group donat-
ing part of their occupation into empty C–C bond orbitals on
the nearby part of the benzyl ring. The summed magnitude of
these exchange energies ∑i E i

xc depends on the methyl orienta-
tion. The difference between the minimum and maximum energy
structure ∆Eh = ∑

min
i E i

xc−∑
max
i E i

xc then contributes to the rota-
tional barrier Epot . If we neglect effects from steric hindrance,
the potential well depth is basically the sum of the hyperconju-
gation energy difference and contributions from electrostatic in-
teractions Epot = ∆Eh +∆Ee. The calculated values of Epot and
∆Eh are compared with each other in Table 1. In the ground state
of o-xylyl, for example, hyperconjugation favors the methyl po-
sition a over b (Fig. 5) by 176 meV, whereas the total rotation
barrier is only 84 meV deep, i.e., the electrostatic interactions are
such that structure b is preferred. In all states of p-xylyl, ∆Eh

and ∆Ee basically balance each other, resulting in almost flat PE
surfaces. On the other hand, hyperconjugation favors the sad-
dle points (negative ∆Eh values) of the methyl torsional potential
energy surface for p-xylyl in D0 and S+

0 , for m-xylyl in D0, and
for o-xylyl in the S+

0 and T+
0 states. These findings indicate that

hyperconjugation cannot be singled out as responsible for the sta-
bilization/destabilization of the methyl conformers and, thus, for
the depth of the potential well. As indicated in the literature,
the latter involves effects of electrostatic, steric, kinetic and ex-
change correlation, as well as Fermionic quantum contributions,
which contribute differently as the chemical bond rotates. While
in the case of 5-methyl-2-furanyl-methyl and α-methylbenzyl rad-
icals29,30 hyperconjugative effects seem to mirror the stability of
the methyl conformation in the ground and excited state, it is the
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Table 1 Calculated methyl rotor potentials Epot in comparison to methyl
group – benzyl ring hyperconjugation energy difference ∆Eh (values in
meV).

o-xylyl p-xylyl m-xylyl

state Epot ∆Eh Epot ∆Eh Epot ∆Eh

D0 84 176 <1 -23 9 -75

D3 16 – 1 – 61 –

S+
0 40 -8 <1 -16 20 33

T+
0 45 -23 3 108 16 102

balance of all mentioned effects that determine the orientation of
the methyl group in the xylyl radicals and ions.

4 Summary
The strong electronic absorptions of the xylyl radicals between
3.9 and 5 eV have been explored by R2PI and characterized using
quantumchemical calculations. The D0→D3 and D0→D4 excita-
tions are redshifted compared to those in benzyl. Torsional vi-
brations of the methyl group were observed to affect the D0→D3

origin of m-xylyl, which is split into three almost equally intense
bands with 9 meV spacing. The two lowest singlet and triplet
states of the xylyl cations were probed by TPE spectroscopy up to
10.5 eV. The measured state energies of the neutrals and cations
are summarized in Table 2. All transitions are characterized by
promotions of π electrons from the aromatic ring. Vibronic bands
observed in the spectra originate therefore mainly from excita-
tions of in-plane ring deformation modes. Calculated rotation
barriers of the methyl group are different in each isomer and
electronic state. While the respective PE surface is basically flat
in all states of p-xylyl, it depends heavily on the specific elec-
tronic excitation in the ortho and meta isomers. Intramolecular
donor-acceptor electron exchange competes with electrostatic re-
pulsion to form the potential well for torsional motions of the
methyl group. Surprisingly, all tested flavors of EOM-CCSD cal-
culations compared worse with experimental electronic excited
state energies than TD-DFT methods. On the other hand, the
rotational barriers were well reproduced by even the most rudi-
mentary Hartree-Fock ground state calculations, and correlated
poorly with changing hyperconjugation contributions, which sug-
gests that singling out hyperconjugation as the driving force for
conformational change may be questionable unless validated on
a suitably large set of conformers.
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