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Abstract 13 
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Through the Convention on Biological Diversity (CBD) 2010 and 2020 biodiversity targets, nations 15 

committed to reducing the rate of loss of biodiversity.  This requires calculating the biodiversity 16 

trends in nations, whereas previously, most academic research on quantifying biodiversity 17 

concerned communities within relatively small sites. We consider design and analysis issues that 18 

CBD targets raise and explore the potential pitfalls for managers of monitoring schemes when 19 

statistical principles yield to practical constraints.  We list five main criteria that well-designed 20 

monitoring programmes should meet: representative sampling locations, sufficient sample size, 21 

sufficient detections of target species, a representative sample of species, and a sound temporal 22 

sampling scheme. We examine the implications of biodiversity assessments that fail to meet these 23 

criteria and suggest ways to alleviate these implications through analytical approaches. We discuss 24 

the remarkable potential for wide-scale biodiversity monitoring offered by technological advances 25 

and by the rise of citizen science.   26 
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1. Introduction 34 
 35 
The 2010 Biodiversity Target of the Convention on Biological Diversity (CBD), set in 2002, had far-36 
reaching consequences for how biodiversity is measured (Butchart et al., 2010). It was superseded 37 
by 20 targets for 2020, which have an overall mission to “take effective and urgent action to halt the 38 
loss of biodiversity” (CBD, 2011).  Thus, long-term biodiversity monitoring programmes are needed, 39 
together with effective measures of biodiversity trends, to assess success or failure in meeting the 40 
targets (Pereira and Cooper, 2006; Mace and Baillie, 2007; Magurran et al., 2010).  Because targets 41 
are agreed by nations, it is necessary to measure the biodiversity of nations;  that is, we need 42 
programmes that allow quantification of biodiversity trends across large geographic regions 43 
(Buckland et al., 2011, 2012a, in press).  Rodrigues et al. (2014) estimate that most loss of global 44 
biodiversity is concentrated in just eight countries (Australia, China, Colombia, Ecuador, Indonesia, 45 
Malaysia, Mexico, and the United States), which highlights the need for effective monitoring by 46 
nation. 47 
 48 
Ideally, robust and long-term monitoring programmes would enable assessment of changes of 49 
biodiversity within countries or large regions. However, many monitoring programmes are targeted 50 
towards small spatial areas, or have other drawbacks such as no clear monitoring target, low power 51 
to detect change, or biased selection of sites or species (Yoccoz et al., 2001; Peireira and Cooper, 52 
2006; Legg and Nagy, 2006). Although there are many books and articles with guidelines for 53 
statistical principles of sampling (e.g. Sutherland, 1996; Manly and Navarro Alberto, 2014), there are 54 
various reasons why these principles are often not applied in ecological surveys of nations or large 55 
regions. Firstly, several long-term monitoring programmes were established many years ago when 56 
principles of survey design were less well-established and when technology and funding landscapes 57 
were very different. Ecological inferences from these long-term schemes may be limited by the 58 
precision achieved at the start of the survey, even if sample size has subsequently expanded. 59 
Secondly, the financial resources, number of surveyors or technology may limit robust inference to a 60 
small region, or low power over a large region (Legg and Nagy, 2006; Taylor et al., 2006). Lastly, 61 
samples are often spatially or temporally biased, perhaps due to using citizen scientists or the 62 
expense of surveying certain areas (Stolar and Nielsen, 2015). All these differences between the 63 
ideal statistical sampling protocol and the realised sampling scheme can cause problems when using 64 
these data to infer change in biodiversity across a wide region.  65 
 66 
In this paper we outline the ideal requirements for large-scale monitoring programmes and discuss 67 
the implications for estimates of biodiversity when these are not met. We reference some example 68 
surveys that meet criteria for robust ecological inference and some surveys that do not. We discuss 69 
the trade-offs between inference from sub-optimal sampling regimes that can be applied widely and 70 
inference from ideal sampling regimes that may be restricted to a very few regions or species. We 71 
also discuss the conservation implications of sub-optimal sampling regimes to estimate trends in 72 
biodiversity.  73 
 74 
2. Five criteria for effective monitoring programmes 75 
 76 
To estimate biodiversity across broad spatial extents, monitoring programmes are needed that allow 77 
temporal trends of multiple species to be estimated for large regions.  Well-designed monitoring 78 
programmes should meet the following criteria: 1) representative sampling locations, 2) sufficient 79 
sample size, 3) sufficient detections of target species, 4) representative sample of species (or all 80 
species), 5) a temporal sampling scheme designed to aid valid inference.  To assess whether a 81 
particular scheme meets these criteria, it is important to have clear monitoring goals.  These will 82 
include specification of the region, species and timescale that a scheme is designed to monitor. 83 
 84 
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Firstly, representative sampling locations are needed to ensure that the estimated trends in 85 
biodiversity are representative of the region of interest and not biased towards particular habitats or 86 
locations. Representative estimates can be achieved in two ways: design-based or model-based. 87 
Design-based representativeness requires the sampling locations to be representative and this is 88 
often achieved by simple random or stratified random site selection (Buckland et al., 2012a). Model-89 
based representativeness corrects for sampling locations that are not representative by reweighting 90 
the contribution of each sample, such that the contribution of samples to the overall trend estimate 91 
are representative.  For example, reweighting can account for habitats that are sampled in different 92 
proportions to the total environment (van Swaay et al., 2008) or countries that contain different 93 
proportions of an overall population (Gregory et al., 2005). When a randomized sampling scheme 94 
(whether stratified or not) is not feasible, non-representative sampling locations are chosen either 95 
by design (for example to target a rare species or an accessible locale) or implicitly (for example by 96 
the accumulated decisions of many individual citizen scientists). This non-representative sample 97 
generally results in false inferences, because we cannot assume that the sampling location is chosen 98 
independently of the trend at that location.  However, if care is taken in the selection of sites, then it 99 
may be possible to develop model-based analysis methods that account for bias in the sampling.   100 
 101 
Secondly, sufficient sample size is required to estimate biodiversity trends with a reasonable 102 
precision. If too few sites are sampled, estimates of biodiversity trends will be imprecise, and 103 
estimates of the precision may be poor (Carlson and Schmiegelow, 2002; Nielsen et al., 2009). In 104 
order to detect changes in the rate of change of biodiversity or a cessation of biodiversity loss, 105 
monitoring programmes need to estimate trends with high precision and low bias.  106 
 107 
The third criterion for monitoring programmes is that they require sufficient detections of target 108 
species. Assuming there are sufficient geographical samples (criterion 2), the number of detections 109 
for a given species may be low because it is rare, or because it has low detectability.  While it may be 110 
more cost-effective to implement a single survey for all species in the community of interest, it may 111 
be necessary to have separate schemes for key species, for example to ensure that the range of a 112 
rare and restricted species is adequately sampled, or to allow different field methods for those 113 
species whose individuals have low detectability under the standard protocol. Ideally, analytical 114 
methods will estimate detectability, for example using distance sampling methods (Buckland et al., 115 
2015), double-observer methods (Nichols et al., 2000) or repeat visits and occupancy modelling 116 
(MacKenzie et al., 2006).  117 
 118 
Fourthly, those species monitored should be representative of all species in the community of 119 
interest.  Ideally, all species in the target group would be monitored, but if this is not feasible, then 120 
careful consideration should be given to selecting species for monitoring;  if only common and easily 121 
detectable species are monitored, we can have no confidence that biodiversity trend estimates 122 
reflect trends in the wider community of interest. 123 
 124 
Finally, careful consideration should be given to the temporal element of the survey design.  The 125 
ideal design might be annual surveys, conducted at the same time each year.  A time of year should 126 
be selected when rapid change, for example due to migration or appearance of young, is unlikely.  127 
For example, songbird numbers in temperate regions tend to be stable early in the breeding season, 128 
when males are holding territories and young have not yet fledged.  In this case, precision of a given 129 
annual estimate is largely a result of sampling variance, and not of short-term population changes, 130 
and thus trends are estimated with higher precision.  The possibility of phenological changes should 131 
be considered, as there may be a trend towards earlier breeding as a result of climate change.  132 
Sampling at a fixed time each year may estimate a declining or increasing trend, due to change in 133 
time of migration or breeding (Dennis et al., 2013). If it is not possible to survey all sampled locations 134 
annually, then a rolling survey might be adopted in which every site is surveyed say every three 135 
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years, with a third of the sites surveyed each year.  Another option is to do a complete survey every 136 
few years and there are various other options for temporally unbiased survey designs, such as 137 
rotating panel designs, in which a proportion of sites is retained from the previous year (McDonald, 138 
2003).  See Duncan and Kalton (1987) and Binder and Hidiroglou (1988) for reviews, and Underwood 139 
(2012) for a proposed framework for adapting survey design through time. 140 
 141 
Well-designed monitoring programmes will have a clear target ecological community and monitoring 142 
region, so that the criteria can be assessed against these targets. Monitoring objectives generally fall 143 
into two categories: to describe the trend or explain the trend (or both). Here we focus on surveys 144 
that are designed to describe the trend in biodiversity as this directly relates to the CBD targets. 145 
Schemes to estimate the drivers of trends or other explanations will have different optimal survey 146 
designs, although the principles outlined here will be similar (Hirzel and Guisan, 2002; Maggini et al., 147 
2002).  148 
 149 
Once clear objectives have been defined, simulations can be used to assess the ability of a proposed 150 
programme to meet the stated objectives. In traditional power analyses, the power is the proportion 151 
of simulations that correctly identify a significant trend for a species or community (correctly reject 152 
the null hypothesis). Outside of a hypothesis testing framework, simulations can also be used to 153 
compare the estimated trends and precision for a range of different survey designs. For example, the 154 
proportion of simulated surveys that identify a trend with a given precision (related to the 155 
monitoring objectives) might be compared across designs. These comparisons can also account for 156 
constraints such as finances or number of surveyors (e.g. Teilmann et al., 2010; Field et al., 2005; 157 
Sanderlin et al., 2014). However, we caution that it can be challenging to simulate a realistic 158 
community of species across a landscape and overly-simplified simulations of a community may give 159 
a false impression of the power of a particular design. Therefore we advocate the use of simulations 160 
for comparing survey designs rather than assessing the power directly. 161 
 162 
The UK Breeding Bird Survey (BBS, Newson et al., 2005) is an example of a survey that comes closer 163 
than most to meeting the above criteria.  It aims to survey common breeding birds in the UK, and is 164 
based on a stratified random sample of 1km squares, where strata correspond approximately to 165 
administrative regions and the sampling intensity in each stratum is in proportion to the number of 166 
available observers. This is a design-based sampling strategy and the variation in sampling intensity 167 
across strata is accounted for using weights in the analysis;  thus the sample is representative and 168 
the survey satisfies criterion 1. The survey protocol is that in each sampled square, two transects, 169 
each 1km long, are walked, and each detected bird is assigned to one of four categories denoting the 170 
distance from the transect:  0-25m, 25-100m, >100m and flying.  Approximately 3000 squares are 171 
now surveyed twice during each breeding season. The sample size enables reasonably precise 172 
annual estimates of population trend for approximately 100 species, or 40% of the UK’s breeding 173 
birds. The protocol is designed for birds that vocalise or are visible during daylight hours. It is not 174 
well-suited to nocturnal species, those that are hard to detect, or those which have a very restricted 175 
range (sample size becomes low as there are too few sites that detect the species).  The standard 176 
trend analyses assume that within any given species, detectability is constant over time so that the 177 
counts can be considered to be relative abundance estimates, which was found to be a reasonable 178 
assumption for the majority of species (Newson et al., 2013). A further compromise is that the 179 
nominal transect line cannot always be followed, and so there tends to be a bias towards placing 180 
transects along edge habitats, especially in areas of arable farming, where observers cannot walk 181 
through crops. The UK BBS began in 1994 as a replacement for the Common Bird Census (CBC).  182 
From 1994–2000, both schemes were run in parallel, allowing calibration of the estimates from the 183 
two surveys (Freeman et al., 2007). Together these annual surveys provide estimates of breeding 184 
bird population trends from the 1960s to the present day, providing a temporally rich dataset 185 
(criterion 5).  The CBC was replaced because CBC sites were not selected according to a randomized 186 
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scheme, and precise trend estimates were restricted to southern Britain, as there were too few CBC 187 
sites in the north. 188 
 189 
3. Widening the scope of biodiversity monitoring through technological advances 190 
 191 
The UK BBS uses knowledgeable birdwatchers as surveyors and it is an example of a citizen science 192 
project that is well-designed to allow high-quality inference on species and biodiversity trends. By 193 
contrast, many citizen science monitoring projects generate large sample sizes (aiding criterion 2), 194 
but have poor representativeness of samples (making criterion 1 more challenging) (Dennis and 195 
Thomas, 2000; Tulloch and Szabo, 2012) and possibly low detectability for many species, because 196 
not all surveyors from the wider pool are experts at detecting and identifying species (detrimentally 197 
affecting criterion 3) (Bird et al., 2014; Kelling et al., 2015; Johnston et al., in press).  Further, they 198 
may preferentially record some species over others (thus compromising criterion 4) (Boakes et al., 199 
2010). Citizen science monitoring schemes therefore traditionally have a trade-off between number 200 
of participants and ability to provide high-quality data to estimate biodiversity trends. However, the 201 
trade-off is not as stark as it was previously and schemes similar in standard to the UK BBS can now 202 
be contemplated in many more countries, and on more taxa.  One change is that more citizen 203 
scientists are now available, because inexperienced wildlife watchers can access information on the 204 
web to help identify and record species.  Another is that good quality digital photos can be taken 205 
with relatively inexpensive and small cameras.  Such photos can be submitted to an online forum or 206 
app specialising in identification of species in the taxon of interest, and either experts or other users 207 
of the forum (an example of ‘crowdsourcing’) can help with identification.  In the latter case, 208 
reliability of identifications can be assessed according to number of respondents and the degree of 209 
agreement (e.g. ispotnature.org). There is also a rapidly-developing ability for automatic 210 
identification of species in photographs (e.g. http://merlin.allaboutbirds.org/photo-id/).  211 
 212 
The feasibility of large-scale monitoring schemes is also improving with advancing technology.  For 213 
example camera-traps are being increasingly used to record terrestrial mammals, and methods are 214 
being developed to convert such data to abundance estimates, using spatially-explicit capture-215 
recapture methods (Borchers and Efford, 2008) or distance sampling methods (Howe et al., 2017).  216 
Acoustic detectors can be used in a similar way, and have considerable potential for example for 217 
surveys of birds or amphibians in difficult-to-survey habitats such as rain forest (Leach et al., 2016) 218 
and for nocturnal species such as bats (e.g. Britzke et al., 2011; Walters et al., 2012).  In inaccessible 219 
terrestrial environments, acoustic detectors could be placed and collected by drones.  The acoustic 220 
approach will become more feasible as software is developed to pick out relevant noises from the 221 
recordings and automate species identification (Walters et al., 2012; Stowell and Plumbley, 2014; 222 
Kalan et al., 2015).  Again, crowdsourcing might be at least an interim solution to identifying species 223 
in large numbers of audio recordings or images (Swanson et al., 2015). These methods often have 224 
only a small number of sensors (e.g. camera traps or acoustic detectors) and locations are often non-225 
random. This makes it challenging to meet criteria 1 and 2.  However, the passive monitoring devices 226 
record for a long period of time and without the presence of humans, so these methods have high 227 
detectability for many vocalising (acoustic) or moving (photographic) species, fulfilling criterion 3.  228 
 229 
Swanson et al. (2015) show that it is feasible to carry out a camera trap survey over a large area – 230 
Serengeti National Park in Tanzania in the case of that study.  As the technology advances and costs 231 
reduce, it becomes feasible to implement monitoring surveys in countries with limited resources, 232 
especially when the surveys are supported by international agencies.  To implement a scheme to 233 
monitor regional biodiversity trends in a community across a broad spatial extent, a modest number 234 
of sensors will often be sufficient.  If a pilot survey is conducted, power analyses can be applied to 235 
estimate the number of sensors required for a given level of precision (Legg and Nagy, 2006).  If 236 
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there is interest in quantifying how temporal trends vary spatially, or how they vary by habitat, then 237 
substantially more sensors are required. 238 
 239 
In marine environments, acoustic detectors can be placed on underwater gliders (autonomous 240 
underwater vehicles), which require very little power and can travel thousands of kilometres.  241 
Alternatively acoustic detectors can be fixed to drifters, which drift through the ocean with the 242 
current.  Given the difficulty of following designed transects, spatio-temporal modelling will be 243 
required to estimate trends over the survey region from data gathered from such platforms, 244 
requiring potentially complex model-based solutions to meet criterion 1 for representativeness.   245 
 246 
High-resolution photographic imagery is also becoming a new and useful technique for monitoring 247 
biological communities. This approach is already widely used with piloted aircraft (e.g. Buckland et 248 
al., 2012b).  As long-range drones become more widely available, and restrictions on their use 249 
relaxed, they might be used to conduct strip transect surveys, recording high-resolution imagery. 250 
This method is particularly useful for animals that stand out from their environment, for example 251 
bears in the tundra (e.g. Stapleton et al., 2016), seals hauled out on coastlines (e.g. Conn et al., 252 
2014), or mammals and birds in marine environments (e.g. Johnston et al., 2015).  Satellite images 253 
also have potential for monitoring biodiversity (e.g. Convertino et al., 2012).  Software to identify 254 
sections of images that have objects of interest, and possibly also to provide species identification 255 
(e.g. Mata-Montero and Carranza-Rojas, 2016; Martineau et al., 2017), make it more feasible to 256 
process the data from surveys that generate large numbers of high-resolution images. With this 257 
surveying method, it is easy to achieve large samples (criterion 2) and detectability can be high for 258 
many species if all images are processed and a high-resolution camera is used (criterion 3), but this 259 
method is most suitable in open and uniform habitats, for example marine environments; it cannot 260 
be used to achieve a representative sample of heterogeneous terrestrial environments (criterion 1) 261 
due to large differences in detectability by habitat.   262 
 263 
Another technology that opens up new possibilities for biological monitoring is analysis of 264 
environmental DNA (eDNA). Small amounts of DNA are naturally released into the environment, for 265 
example from scales, skin, saliva or faeces. Modern techniques enable samples from environments 266 
to identify the species that have recently been present and therefore create a species list and 267 
potentially species abundances for the site. To date this technique has been most useful in 268 
freshwater environments (Thomsen et al., 2012), but there is also scope for it to be used in marine 269 
and terrestrial habitats (Foote et al., 2012, Bohmann et al., 2014). In suitable environments, this 270 
method of sampling has high detectability of many species (fulfilling criterion 3), but for some taxa 271 
little is known about the uncertainty in species identification (Somervuo et al., 2017) and therefore 272 
the relative numbers of false presences and false absences. eDNA sampling also has potential for 273 
estimating abundance through capture-recapture of individual genetic identifiers. eDNA is not yet 274 
conducted at large enough scales to achieve a high sample size across a large area (challenging 275 
criterion 2); however the development of technology or use of citizen science (Biggs et al., 2015) 276 
may make this more feasible in the future.  Other issues that would need to be considered are that 277 
DNA can be transported over long distances (Deiner and Altermatt, 2014), and may still be detected 278 
after many decades (Yoccoz et al., 2012). 279 
 280 
There is a final category of biodiversity assessment that, unlike those above, does not require 281 
identification of species. Technology is providing methods to assess diversity in acoustic landscapes. 282 
This is potentially a powerful technique, for example estimating phylogenetic biodiversity (Gasc et 283 
al., 2013) or ecological condition (Tucker et al., 2014) without identifying individual species and only 284 
assessing the complexity of the overall acoustic soundscape. These methods potentially yield large 285 
sample sizes and it would be possible to create representative sampling strategies (criteria 1 and 2). 286 
However the detectability criterion is harder to assess, because often it will be challenging to know 287 
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which portion of a biological community is being assessed with the acoustic soundscape and it is also 288 
difficult to know whether or not this sampled community is representative of the entire community 289 
(criterion 4). For example, a family of birds with complex song and mimicry may be over-represented 290 
in an analysis of acoustic biodiversity from soundscapes. Until more research is conducted, it is 291 
difficult to assess whether this monitoring method will meet criterion 4.  292 
 293 
Issues for monitoring biodiversity of large marine regions differ from those for terrestrial regions and 294 
in many cases are more complex, due to the issues of low detectability and paucity of marine citizen 295 
scientists.  The one marine environment in which citizen science programmes have contributed 296 
substantially is monitoring coral reefs.  For example, programmes have utilised volunteer divers to 297 
monitor corals (e.g. Done et al., 2017) and volunteers on computers to classify photographs of reefs 298 
(e.g. Parkinson et al., 2016; Raoult et al., 2016).  However, in offshore marine environments, survey 299 
ships are needed; even if the species of interest can be detected from the air, survey aircraft do not 300 
have the range to survey large regions.  Given the costs of large-scale surveys, any assessment of 301 
biodiversity trends is likely to be an addition to surveys that are being conducted for another 302 
purpose. For example, shipboard line transect surveys were conducted over two decades in the 303 
Eastern Tropical Pacific, to estimate trends in stocks of dolphins affected by the tuna purse-seine 304 
fisheries (Gerrodette et al., 2008), and international trawl surveys have been conducted for over 305 
four decades in the North Sea to assess abundance of commercial fish stocks 306 
(http://ocean.ices.dk/Project/IBTS/). Both databases offer the potential for estimating biodiversity 307 
trends.  However, there is a need to develop robust monitoring programmes to assess biodiversity 308 
trends of marine fauna (Greenstreet, 2008; Edgar et al., 2016). 309 
 310 
 311 
4. Estimating biodiversity trends 312 
 313 
Biodiversity is a multivariate concept, and any single measure will fail to summarize all the 314 
information in the time series of species abundance estimates (Buckland et al., in press).  For 315 
example, McGill et al. (2015) identify fifteen forms of biodiversity change.  While a single headline 316 
indicator can be useful for highlighting biodiversity changes for policymakers, analysts tend to 317 
compensate for the loss of information when species trends are amalgamated into a composite 318 
index by providing additional plots as for example in Fig. 1, which shows estimated trend in 319 
biodiversity for priority species in the UK.  The left-hand plot shows separate trends for different 320 
taxa, allowing more informed interpretation of the headline trend. 321 
 322 
Here we focus on the headline measure that is typically used for assessing progress towards CBD 323 
targets: the geometric mean of species indices.  Usually, the species indices would be a measure of 324 
abundance of each species, relative to that species’ abundance in a baseline year.  The merits of 325 
using the geometric mean rather than any of the more classical measures are discussed by Buckland 326 
et al. (2011).  Because the baseline year typically corresponds to the first year of data, for which 327 
sample size is often low, estimation is likely to be improved by smoothing the time series of 328 
abundance estimates for each species.  This has the added advantage that any zero estimates arising 329 
from failing to record a species in a given year are replaced by smoothed non-zero estimates.  (A 330 
geometric mean cannot be calculated if any estimate is zero, unless an arbitrary value is added to it.)  331 
A further advantage of a smoothed estimate of the trend is that spatial variation in temporal 332 
biodiversity trends becomes more evident, as most of the fluctuation arising from sampling error is 333 
removed (Harrison et al., 2014;  Massimino et al., 2015a). 334 
 335 
Turnover measures summarize a different aspect of biodiversity and quantify how community 336 
composition is changing.  Most turnover measures are based on changing ranges of species, but 337 
when interest is in large regions, as for CBD targets, it is difficult to establish when a species 338 

http://ocean.ices.dk/Project/IBTS/
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becomes extinct or colonizes, and such events are typically fairly rare (Buckland et al., in press).  339 
When monitoring provides multi-species data from which abundance can be estimated, we can 340 
instead base turnover measures on the changing species proportions in the community (Harrison et 341 
al., 2016;  Yuan et al., 2016).  Such measures are more sensitive to changes arising for example from 342 
climate change, because gradual shifts of range will be reflected in changing species proportions 343 
long before regional extinctions occur (Massimino et al., 2015b; Harrison et al., 2016). 344 
 345 
The precision of biodiversity trend estimates is often calculated using bootstrapping methods 346 
(Buckland et al., 2005).  When the data arise from a designed and randomised survey, it is natural to 347 
resample locations in a way that respects the design.  For example in the case of the UK BBS, a 348 
stratified random sample of 1km squares is selected.  In this case, to generate a bootstrap resample, 349 
for each geographic stratum, we would select a sample of the surveyed squares in that stratum with 350 
replacement, keeping the sample size fixed.  Thus if there were 20 surveyed squares in a given 351 
stratum, we would select 20 with replacement from that stratum.  In any given bootstrap replicate, 352 
some squares are selected more than once, while others are not selected at all.  We repeat this 353 
process for all strata.  The bootstrap resample is analysed for each species in the same way as for the 354 
real data, and the whole process repeated a large number of times.  The variability in estimated 355 
trends from the bootstrap resamples is used to estimate confidence limits for trend estimates 356 
(Buckland et al., 2005).  However, data are often collated from a range of surveys and the resampling 357 
cannot follow the same formal structure. For example, the Living Planet Index (LPI, Loh et al., 2005) 358 
has no underlying design, and datasets from multiple sources are used.  Thus the bootstrap cannot 359 
be implemented in the same way.  Instead, we might resample species, or, as there are multiple 360 
datasets on many species in the LPI, we might resample datasets. An assumption for this 361 
bootstrapping technique (as well as for the main indicator) is that the species set is representative of 362 
all the species in the community of interest (criterion 4). For any scheme based on a randomized 363 
design, resampling should be based on the sampling units that are randomized;  only when this is 364 
not an option should resampling of species or datasets be considered. When locations are 365 
resampled, inference is restricted to those species included in the analysis.  By contrast, when 366 
species are resampled, inference is on a wider community that the species are assumed to 367 
represent.  Because different species may show very different trends, the latter approach tends to 368 
generate wider confidence intervals (Buckland et al., 2005). 369 
 370 
 371 
5. Monitoring programme pitfalls 372 
 373 
Various issues arise that might compromise biodiversity trend estimates when monitoring 374 
programmes are established, when data are gathered, or when trends are estimated.  Several of 375 
these issues and their implications for conservation management are discussed here.  376 
 377 
5.1 Poor estimation in baseline year 378 
 379 
Biodiversity monitoring often relies on measuring trends from an initial baseline year.  Examples 380 
include the Living Planet Index (Loh et al., 2005) and the UK’s Wild Bird Indicators (Gregory and van 381 
Strien, 2010).  Inaccurate estimates in the baseline year will usually lead to inaccurate estimates of 382 
the population trend. Fig. 1 shows estimated trends in relative abundance of priority species 383 
included in an indicator used to report on progress with international commitments on biodiversity 384 
(Burns and Eaton, 2014).  The separate trends for four species groups are shown in the left-hand 385 
plot.  Two of these (moths and butterflies) each show a 40% drop in abundance from the first year 386 
they enter the indicator to the second, for reasons that are unclear.  A third group (mammals) shows 387 
a 40% increase in the first four years that they are included.  In the first two years (1993-1995) the 388 
trend is determined solely by the dormouse survey (Burns and Eaton, 2014), so that the estimated 389 
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trend is unrepresentative of the whole group of mammals (criterion 3).  It is evident that measuring 390 
a trend relative to a baseline year is problematic if there are large annual fluctuations in an index, or 391 
if the baseline year is the first year of a time series, when there are possibly comparability issues 392 
until a scheme has ‘settled down’, or if the baseline year has a low sample size and is therefore 393 
subject to greater sampling variation (failure to meet criterion 2), or if the baseline year has a small 394 
number of species (failure to meet criterion 4). 395 
 396 
Sensitivity to choice of baseline year can be reduced by smoothing the index, for example using 397 
generalized additive models (Buckland et al., 2005).  Also, the first year of the time series need not 398 
be the baseline year;  choosing a year for which there are more data will tend to reduce bias and 399 
increase precision.  Fig. 2 illustrates both strategies;  smoothed trends have been fitted to the point 400 
estimates, and the high variance in the early roost count indices is not reflected in the later years 401 
because a baseline year has been selected for which precision is good (Barlow et al., 2015).  Another 402 
option is to have say a ten-year moving window, so that the baseline year advances by one each 403 
year.  Dependence on the baseline year can be removed entirely by estimating the second derivative 404 
of the smoothed index.  If this derivative is significantly greater than zero for a given year, then this 405 
is evidence of a reduction in the rate of loss of biodiversity, or an increase in the rate of gain 406 
(Buckland et al., 2005).  Harrison et al. (2014) exploited this approach to quantify changes in the UK 407 
breeding bird communities. 408 
 409 
Poor estimation in the baseline year could impact conservation biology by leading to imprecise 410 
trends with wide confidence intervals. This could lead to biodiversity declines being overlooked, 411 
because they are not identified with confidence. Additionally, many conservation applications ignore 412 
the uncertainty around estimates of species trends, and imprecise trends can mislead when they are 413 
assumed to be known with certainty. This could lead to false classification of the status of species or 414 
communities.  415 
 416 
5.2 Species selection 417 
 418 
A non-representative set of monitored species can lead to estimates of biodiversity that do not 419 
accurately reflect the true community biodiversity.  Fig. 1 illustrates the issue of species selection.  420 
The ‘priority species – relative abundance’ indicator features 213 species but is intended to 421 
represent 2890 priority species (many of which are priority species due to population declines). The 422 
selection of the 213 species is largely determined by availability of time series of estimates.  The 423 
2890 species include a wide range of plants, vertebrates and invertebrates, whilst the indicator is 424 
dominated by birds and moths (Fig. 3).  Fig. 1 shows that different taxa have quite different trends, 425 
and the long-term decline in the overall index is largely driven by moths.  This can be seen as a 426 
failure to meet criterion 4, as the species of interest are not well monitored by the survey methods. 427 
This indicator clearly cannot be considered a good guide to trends across the full set of 2890 priority 428 
species.  To correct for this biased sampling of species, we can theoretically weight the index to 429 
reflect the proportion of species from each taxon that are included (Buckland et al., 2012a).  430 
However, the index cannot reflect trends within the taxa that are not included in the index (e.g. 431 
plants), and also there is no guarantee that within a taxon, those species included in the index are 432 
representative of the full set of species from that taxon. 433 
 434 
Due to the limitations of the above index, a second index is produced in the UK that is based on 435 
occurrence data. The requirement for only occurrence data (rather than abundance data) makes it 436 
possible for a wider range of species to be included in the index. The ‘priority species – frequency of 437 
occurrence’ index is a composite indicator of 111 species, including:  bees, wasps, ants, dragonflies, 438 
grasshoppers and related insects, ground beetles, moths, bryophytes, and freshwater fish. Using 439 
occurrence rather than abundance allows a more representative species sample, but the metric now 440 



10 
 

measures a different quantity.  This has not stopped authors from taking the geometric mean of 441 
trends based on the two different strategies, despite the difficulty in interpreting resulting trend 442 
estimates (van Strien et al., 2016).  This is an example of the kind of trade-offs that are often made in 443 
producing biodiversity indices.  444 
 445 
The conservation implications are most severe if the trends of the monitored species are more 446 
positive than the trends of the other species and the index of biodiversity will therefore be positively 447 
biased.  Conservation measures may be designed to target the species included in the indicator. 448 
Particularly in situations with limited resources, it may be politically strategic to target efforts 449 
towards species in which the impact of conservation policies will be measurable. To improve the 450 
representativeness of multi-taxa indices, we recommend that at least a few species are monitored 451 
from each taxon. This would enable the index to be weighted to account for biased species 452 
selection; this is not possible if there are none or very few species monitored from a given taxon. 453 
Simulations could be used to assess how many species of each taxon should be monitored to achieve 454 
the desired precision in the weighted index.  455 
 456 
 457 
5.3 Monitoring known colonies 458 
 459 
Monitoring species that occur in large colonies can be challenging. Monitoring sites are usually 460 
selected based on known colonies, which can introduce an element of bias into the estimates of 461 
population trend if there is turnover of colonies. As existing colonies become extinct and new 462 
colonies establish, we see a downward trend in surveyed colonies as some of them are lost, but we 463 
fail to measure the corresponding increase resulting from the appearance of new colonies.  This can 464 
lead to negatively biased estimates of population trends as declining sites or sites that go extinct 465 
tend to be over-represented, while increasing sites or newly-established sites are under-466 
represented. This is a failure to meet criterion 1 as the colonies monitored at any given time are not 467 
representative of the whole population. 468 
 469 
In the case of bat monitoring in the UK, bias of this type can arise for summer roost counts.  With the 470 
development of bat detectors, many species are now monitored by field survey, and provided 471 
representative sites are surveyed, these surveys are free of such bias.  There is however the 472 
potential for positive bias in such surveys, as technological advances in bat detectors increase 473 
detectability.  Barlow et al. (2015) included detector type in their models of trend, to adjust for such 474 
advances. 475 
 476 
‘Roost-switching’ refers to when some or all bats in a roost move to another location.  This can cause 477 
bias in the estimated trends (Barlow et al., 2015). We pick out results for the common pipistrelle bat 478 
in the UK, which has been surveyed using summer roost counts (affected by roost-switching) and 479 
field surveys (which are not affected).  The smoothed index for common pipistrelles shows an 82% 480 
increase from 1999 to 2015 based on field counts using bat detectors, while similar analyses of 481 
summer roost counts show a decline of 58% (Fig. 2);  the respective confidence bands indicate that 482 
the difference is much greater than can be explained by chance.  There are three species with both 483 
field survey and roost count data, and the soprano pipistrelle shows a similar discrepancy to the 484 
common pipistrelle, while any effect for the serotine is relatively small.  Pipistrelle bats have a high 485 
degree of roost-switching in the UK, which is particularly likely to lead to non-representative 486 
monitoring and a biased trend estimate. For species that have a high degree of fidelity to summer 487 
roost sites (such as greater and lesser horseshoe bats), bias introduced from monitoring known 488 
roosts will be small.  489 
 490 
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The potential pitfall of monitoring known colonies is a failure of the monitoring methods to meet 491 
criterion 1 – at any one point in time, the trends within monitored sites are not representative of the 492 
trends at all sites, because colony abandonments are monitored whilst colony establishments are 493 
often missed. 494 
 495 
The conservation implications of monitoring known colonies are that estimated population trends 496 
may be negatively biased and conservation resources may be focussed on species or regions where 497 
they are not needed. This highlights the need for representative sites. Even a small sample of 498 
representative sites may be sufficient to assess the degree of bias in a scheme based on monitoring 499 
known colonies. It is also important to add new sites when they are first identified, particularly if 500 
they are identified early in their growth. However, adding previously unmonitored established sites 501 
should be done with caution. Introducing new sites only when they have high abundance is 502 
statistically known as ‘preferential sampling’ (e.g. Shaddick and Zidek, 2014). Further, even if at the 503 
outset of a sampling programme, a simple random sample of colonies is selected for monitoring, a 504 
strategy of monitoring those colonies for as long as they exist will generate downward bias in trend 505 
estimates unless there is a mechanism for adding a representative sample of new colonies each 506 
year. 507 
 508 
5.4 Measuring trends at atypical locations 509 
 510 
There are many examples of surveys in which the locations sampled are unlikely to exhibit trends 511 
that are representative of the community for which inferences are required, violating criterion 1 of 512 
the criteria for designing monitoring surveys.  The Living Planet Index is taken as an indicator of 513 
global biodiversity trends.  Its geographic coverage is shown in Fig. 4, from which it is evident that 514 
some regions are very over-represented relative to others.  McRae et al. (2017) developed a 515 
diversity-weighted version of the index in an attempt to eliminate taxonomic and geographic bias, 516 
‘by accounting for the estimated number of species within biogeographical realms, and the relative 517 
diversity of species within them’ (Fig. 5).  While their analysis is a large step in the right direction, 518 
many subjective decisions are made in determining the weighted index, and the large difference in 519 
the two trend estimates of Fig. 5, with widely-separated confidence bands, should be seen as a 520 
warning – other plausible choices of weighting may generate quite different trend estimates.  For 521 
example, the Palearctic is a single geographic stratum in their weighted analysis, yet sampling in this 522 
region is heavily biased towards the western quarter of the region (i.e. Europe).  Within regions, 523 
there is more sampling in areas of higher population density, where anthropogenic effects on 524 
biodiversity are likely to be greater, yet the weighted analyses assume representative sampling of 525 
locations within a region.  Similarly, in oceanic strata, sampling is heavily biased towards continental 526 
shelves, where the effects of commercial fisheries, disturbance and pollution are likely to be greater 527 
than in the open ocean.  As a consequence, it seems unlikely that even the biodiversity-weighted 528 
trends shown in Fig. 5 accurately quantify loss of biodiversity globally.  In principle, model-based 529 
methods could be developed to attempt to adjust for these spatial biases.  530 
 531 
The survey routes in the North American Breeding Bird Survey follow tracks and roads, a form of 532 
preferential sampling.  Peterjohn and Sauer (1994) estimated trends of woodland birds from these 533 
data.  They concluded that, while most woodland communities were doing reasonably well, in the 534 
period 1982-1991, Neotropical migrants had fared badly.  While this may well be true, we cannot 535 
have full confidence in the conclusion because sampling is along roads and tracks where disturbance 536 
and loss of habitat are likely to be greater than for more representative locations (Keller and Scallan, 537 
1999).  Further, increasing traffic volumes and noise over time may lead to reduced densities along 538 
the routes (e.g. Summers et al., 2011), and reduced detectability of singing and calling birds (e.g. 539 
Pacifici et al., 2008).  540 
 541 
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The UK’s Butterfly Monitoring Scheme (BMS) is another example in which atypical locations are 542 
monitored.  Sites tend to be selected because they provide good butterfly habitat, and then 543 
transects are placed through the best habitat within the sites.  This might bias trends either way.  544 
First, trends in abundance may be more favourable in the best sites, which are often protected and 545 
managed for conservation, than in the wider countryside.  Second, if transects are placed through 546 
the best habitat within each site, and the location of the best habitat changes over time while the 547 
transects are fixed, then declines may be observed in the counts which are not indicative of trends 548 
within the sites.  Similarly, if the best sites are selected for monitoring, and there is turnover in 549 
which the best sites are, monitored sites might show declines, while comparable, unmonitored sites 550 
might show increases (similar to the colony count issue outlined above).  These effects are examples 551 
of ‘regression to the mean’:  top-ranked sampling units tend to fall in the ranks, while low-ranked 552 
units tend to improve on average.  If units are selected at random, this does not bias trends, but if 553 
top-ranked units are more likely to be sampled, it does.  Furthermore, if citizen scientists surveying 554 
sites that are no longer good sites are more likely to stop surveying, and new participants are more 555 
likely to join the scheme at good sites, this could exacerbate the regression-to-the-mean effect.  556 
 557 
In recognition of the possible non-representativeness of BMS sites, the Wider Countryside Butterfly 558 
Survey was established in 2009, in which two 1km transects are surveyed in selected 1km squares 559 
(Brereton et al., 2011).  The number of sites surveyed annually is in the high hundreds, roughly the 560 
same as for BMS (Roy et al., 2015).  The squares are selected according to a stratified random 561 
sampling scheme, and the idealized route is independent of habitat.  Roy et al. (2015) compared the 562 
two schemes, and found broad agreement in trends, although two species showed significant trends 563 
in opposite directions for the two schemes.  They found that precision was appreciably higher for 564 
BMS, which was attributed to the fact that BMS involves a number of visits each year spread through 565 
the whole season. 566 
 567 
There are two potential pitfalls of the above approach for wider countryside monitoring.  Firstly, 568 
most squares were originally selected for the UK’s Breeding Bird Survey, and observers were given 569 
the option of also recording butterflies (on additional visits).  Thus there is an element of selection 570 
(observers may be less inclined to record butterflies in sites where few butterflies occur for 571 
example), thus compromising the random design.  Further, it is usually not possible to follow the 572 
idealized route, and the transects are shifted for example so that they run along field edges, rather 573 
than through crops.  This may generate relatively little bias for bird count trends, given that birds out 574 
to 100m either side of the transect are included in analyses, but for butterflies, a 2m-wide box is 575 
used, and so butterfly counts are heavily biased towards edge habitats.  The degree of bias depends 576 
on the habitat;  in grazed grassland and in natural or semi-natural habitats, it is often possible to 577 
follow the idealized route quite closely, while in arable crops, it is not.  578 
 579 
Thus the BMS constructs population trends using data from atypical locations, which does not meet 580 
criterion 1 of representative sites in the monitoring scheme. However, Dennis et al. (2013, 2016) 581 
have analysed the data from the BMS accounting for phenology of the butterfly flight period and 582 
missing visits, using model-based approaches to account for some of the biases in the data and the 583 
potential impact of phenological changes on trends.  584 
 585 
For circumstances in which trends are similar across the whole area, then the bias in estimated 586 
trends from sampling non-representative sites may be small and the conservation implications 587 
correspondingly small.  Dennis et al. (in press) for example found that trends estimated from the UK 588 
Big Butterfly Count data were consistent with those estimated in the BMS, despite the fact that both 589 
schemes survey a non-representative set of sites.  However, for many taxa, the bias produced by 590 
non-representative sites is likely to vary across species and regions and it is difficult to generalize 591 
concerning the likely impact. To address the issues inherent in non-representative samples, various 592 
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options are available. In some cases, smaller representative samples could be used for comparison; 593 
however for estimating trends, it is important that these cover the same time frame as the whole 594 
sample.  Alternatively, model-based approaches could be used to account for bias introduced by 595 
non-representative samples (e.g. Stolar and Neilsen, 2015; Kéry et al., 2010; Dennis et al., in press).  596 
 597 
5.5 Reliance on relative measures of abundance 598 
 599 
When quantifying biodiversity trends of a large region, ideally measures would be based on absolute 600 
estimates of abundance in the region. If resources are insufficient to allow reliable estimation of 601 
abundance, sample counts for a given amount of effort (e.g. time in the field, number of traps or 602 
length of transect) are often assumed to be proportional to abundance.  When detectability varies 603 
by species, this may generate bias in trends if biodiversity measures based on species proportions 604 
are used, but not when the geometric mean of relative abundance is used (Buckland et al., 2010).  605 
However, if there is a trend in detectability over time, and it is not modelled, then estimates of trend 606 
will be biased.  This has been identified as a problem in the North American BBS, for which the 607 
average age of observers has increased appreciably since its inception in the early 1960s.  Farmer et 608 
al. (2014) found substantial evidence of declines in detectability with observer age, concluding that 609 
observer aging can negatively bias long-term monitoring data for some species. They recommended 610 
that survey designers and modellers should account for observer age.  Other possible causes of bias 611 
in trends arising from changing detectability include habitat succession, improvements in technology 612 
for detection over time (e.g. improved bat detectors, digital images or acoustic recordings), 613 
phenological changes (e.g. earlier leaf unfolding), species behavioural changes (which might be 614 
linked to phenological changes), and observer learning (Kelling et al., 2015). 615 
 616 
If relative abundance trends are assumed to reflect trends in absolute abundance, conservation 617 
managers will be misled when detectability changes over time. Ideally, field methods would be used 618 
that enable the estimation of detectability, for example distance sampling or occupancy modelling. 619 
In these cases, detectability can be incorporated into trends and changes to detectability tested and 620 
accounted for in subsequent trends. However, monitoring data often do not allow the estimation of 621 
detectability (Watson, 2017). In these cases, the effect of changing detectability can be partially 622 
accommodated in the model by including covariates that describe factors associated with 623 
detectability. For example, improving acoustic technology could be included by a covariate 624 
describing the equipment type (e.g. Barlow et al., 2015), or the aging of observers could be modelled 625 
by a covariate of observer age. Such modelling will go some way towards accounting for the effect of 626 
changing detectability, even in a model where detectability is not explicitly estimated. The effect of 627 
changing technology or a pool of observers that age (Farmer et al., 2014) or learn (Kelling et al., 628 
2015) will be particularly important in surveys that span a long time frame as the changes are likely 629 
to be more significant. Often the assumption of constant detectability will be reasonable (e.g. 630 
Newson et al., 2013). In summary, when there are known or suspected sources of variation in 631 
detectability, the best course of action is to estimate detectability, and failing this, to include 632 
variables in the model that describe the key sources of variation.   633 
 634 
5.6 Monitoring sample plots within colonies 635 
 636 
Here we present another problem with monitoring densely populated colonies. The example of bats 637 
above surveyed all individuals within a roost. However, colonies of breeding seabirds are often 638 
surveyed by monitoring sample plots within the colony (Walsh et al., 1995). Subject to overcoming 639 
the difficulty of counting random plots, and defining plots on what may be very steep and irregular 640 
ground, the method should give unbiased estimates of time trends, if population size changes as a 641 
result of increasing or decreasing density across the colony.  However, there is a potential pitfall if 642 
density stays constant and population size changes by expansion or contraction of the colony. In this 643 
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case, colony expansion will not be detected by sample plots that were designed on the previous 644 
colony extent. It is therefore important that the sampling scheme is designed to expand with the 645 
colony, maintaining the same sampling rate across the colony (Walsh et al., 1995).  If there are 646 
sufficient surveyed plots randomly placed across the colony, contraction will not create bias, as the 647 
counts in plots that are beyond the new boundaries are simply recorded as zero, thus reflecting the 648 
decline. However, if plots are selected that are entirely internal to the old colony (i.e. avoid the 649 
colony edge), the failure to sample colony edges means that contraction will take longer to detect. 650 
Haines and Pollock (1998) outline a method for surveying eagle nests where a larger area is 651 
randomly sampled to detect new nests and assess the completeness of a more focussed survey. For 652 
some taxa and species, a similar method could be employed, where an area larger than the colony is 653 
defined at the start of the survey and randomly sampled each year, in addition to the regular 654 
surveys, in order to detect colony expansions. For example, for species expanding as a result of 655 
climate change, a standardised survey such as BBS could be used as the random samples from a 656 
larger area.   657 
 658 
Colony contraction is easier to accommodate in a good sampling design and is more important for 659 
conservation.  Plots that used to be within the colony can be monitored as the colony is declining 660 
(and recorded as zero count once they are entirely outside the colony). Colony expansion is more 661 
difficult to accommodate in hindsight. Plots should be added as soon as possible and ideally in 662 
anticipation of colony expansion. In the absence of adequate planning, these situations will usually 663 
lead to population increases that are not fully captured by the estimated trend. This error will 664 
usually not be a problem for conservation decisions, for which failure to detect declines and falsely 665 
detecting declines are more critical errors.  666 
 667 
5.7 Over-ambitious objectives 668 
 669 
Site-based biodiversity monitoring often focuses on understanding communities, so that large 670 
volumes of detailed data are recorded, such as at Barro Colorado Island, which was ‘constructed 671 
specifically to allow long-term observation of tropical organisms:  their complex behaviors, life 672 
histories, population dynamics, and changing species composition’ (Raby, 2015).  This is not 673 
achievable when the objective is to monitor regional or national biodiversity trends.  First, a large 674 
sample of representative sites is required (criterion 1).  Second, field methods must be sufficiently 675 
simple for large numbers of volunteers to be able and willing to record useful data (criterion 2).  676 
Thus the focus should be exclusively on gathering data that allow reliable quantification of species-677 
specific trends in abundance (absolute or relative) within the region. Waldon et al. (2011) called for 678 
the adoption of a simple sampling scheme that can be applied throughout a region for monitoring 679 
tropical forests.  While the details of their proposals are subject to debate (Harrison et al., 2012), the 680 
principles are sound.  A regional scheme does not need to be capable of reliably quantifying 681 
biodiversity trends at each sampled site. Instead, their importance arises from the fact that they are 682 
representative sites of the region, and enable regional trends to be accurately quantified.  683 
 684 
There are several methods to assess whether a sampling scheme is capable of accurately monitoring 685 
the biodiversity within a region. In straightforward scenarios, we advocate the use of power 686 
analyses. However, in complex situations it may be challenging to produce a realistic power analysis. 687 
Several assumptions are required to use the biodiversity trend as indicative of the trend in a wider 688 
region or a wider set of species. We suggest that these assumptions are explicitly stated and that 689 
trends are interpreted with caution and with regard for the uncertainty in the trends. This will 690 
enable conservation managers who use these trend estimates, to consider the implications of 691 
violated assumptions. Overall, to ensure that conservation management is based on honest 692 
assessments of biodiversity, we promote candid presentations of the assumptions used to 693 
extrapolate trends to large regions or sets of species and explicit presentation of uncertainty.  694 
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 695 
 696 
6. Discussion 697 
 698 
In some cases, regional monitoring involves large-scale surveys, such as the ship surveys conducted 699 
in the eastern tropical Pacific (Gerrodette et al., 2008).  More commonly, regional monitoring is 700 
achieved by conducting small-scale surveys at a number of locations spread through the region, as in 701 
the UK Breeding Bird Survey.  Technology that to date has mostly been used for small-scale surveys, 702 
such as camera traps, acoustic detectors and drones, is improving and becoming more accessible, 703 
and will be key to generating more reliable data from large-scale regional surveys.  Technology also 704 
provides practical options for conducting citizen-science regional surveys on a range of taxa. 705 
 706 
Rigorously-designed monitoring schemes will usually produce estimated trends in biodiversity that 707 
have low bias and good precision.  However, often monitoring schemes are compromised in their 708 
sampling design; whilst it is still possible to generate trend estimates, their interpretation is much 709 
more challenging, and the implications for biodiversity often unclear. A scheme that fails to meet 710 
only one of these criteria might, depending on the objectives and the nature of the failure, have 711 
unusable biodiversity trends with extreme bias. Alternatively, a scheme may fail several criteria, and 712 
yet still be useful with respect to its stated objectives. As the impact of failing each criterion will vary 713 
considerably with objectives and situations, it is important to assess each survey design and 714 
investigate the violation of assumptions and power of the design for the purposes of the target 715 
biodiversity monitoring. 716 
 717 
There is inevitably a trade-off between ideal sampling designs and designs that are realistic and 718 
achievable.  At one extreme is the ideal of a large scheme, with many sampling locations selected 719 
according to a randomised design, and with adequate resources and expertise to ensure that sound 720 
data are collected on all species, or a representative sample of species, in the community of interest.  721 
This ideal must be assessed against reality.  Which compromises are likely to have small impacts and 722 
retain the fundamental principles of sampling, and which compromises would result in a scheme 723 
that simply is not fit for purpose?  The answer to this will vary according to circumstances.  It may be 724 
that a design-based inference scheme is too unreliable given the compromises (such as sampling 725 
non-random sites, or a non-representative set of species) that must be made.  In this case, can 726 
model-based methods be implemented to eliminate, or at least reduce, the bias present in design-727 
based trends?  For example, if detectability is affected by the amount of effort put into sampling, 728 
and it is not possible to ensure that the same sampling effort is carried out at each site, modelling 729 
detectability as a function of effort should reduce bias.  Occupancy modelling methods have been 730 
used to good effect to estimate distribution trends from opportunistic citizen science data (Kéry et 731 
al., 2010; van Strien et al., 2013).  Walker and Taylor (2017) used binomial generalized linear mixed-732 
effects models to estimate trends in bird numbers from the North American citizen-science bird 733 
observation network, eBird (Sullivan et al., 2009).  When proposing new surveys, we advocate the 734 
use of simulations, power analyses and advice from statisticians experienced in survey design.  735 
Together with very clear survey goals, these mechanisms will assist in assessing whether a proposed 736 
monitoring programme meets the criteria outlined above and whether it will be fit for purpose.  737 
 738 
Biodiversity loss is often considered to be more rapid in developing countries (although Rodrigues et 739 
al. (2014) identify substantial loss in two of the most developed nations: the United States and 740 
Australia). The best schemes for monitoring biodiversity are mostly in developed countries that have 741 
adequate resources devoted to monitoring. Proponents of improved schemes are frequently 742 
criticised for failing to recognise the realities faced in developing countries, or the difficulties of 743 
monitoring more challenging taxa, perhaps with access to very few experts.  As noted by Yoccoz et 744 
al. (2003), in countries with fewer financial resources, it is more critical that monitoring schemes are 745 
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efficiently designed for the target objectives.  Further, many opportunities are now opening up 746 
through technological developments.  Consider for example a small group of enthusiasts who wish 747 
to set up a recording system for butterflies in a developing country. It is now a simple matter to set 748 
up a website that large numbers can access.  Cameras are now ubiquitous in mobile phones, and it is 749 
possible for volunteer contributors to take adequate photos, which can be uploaded to the site.  The 750 
site can provide reference material and photo galleries, and the group of enthusiasts can tutor 751 
contributors in identification. If the volume of submissions becomes too large, then the wider 752 
community can be called upon to identify species in images. If sufficient interest is generated, then 753 
participants can contribute to more formal surveys, for example walking transects or setting baits, 754 
with data entered online. 755 
 756 
If such an approach is not feasible, technology might offer alternatives. For example acoustic 757 
detectors could be deployed across a region, possibly using drones where access might otherwise be 758 
problematic. If visual images are likely to give better data, then camera traps might be deployed 759 
instead. Automated identification of individuals from images or recordings would substantially 760 
reduce the cost of processing the data, or interested individuals from around the world might be 761 
trained online, and allocated images or recordings to process. As the statistical models adapt to new 762 
technologies, and become more sophisticated, then reliable inference on biodiversity trends will 763 
increasingly become feasible even for many of the more difficult taxa in remote parts of the world. 764 
 765 
The world is currently in the middle of a biodiversity crisis, with substantial reductions in biodiversity 766 
in many regions (Butchart et al., 2010). To understand the changes in biodiversity and develop 767 
conservation programmes that will be suitable to mitigate or reverse the losses, it is critical to have 768 
good quality surveys that produce reliable trends in biodiversity. Although the number of monitoring 769 
programmes across the world is increasing rapidly, many of these do not produce trends that are 770 
robust or representative. Survey design can often be overlooked or rushed, yet we have 771 
demonstrated here that good survey design is critical to producing robust biodiversity indicators. 772 
Poorly designed surveys can result in indices that are substantially different from the true underlying 773 
trends. The five key criteria presented here are guidelines for those designing new surveys. We also 774 
present suggestions for analysing data from sub-optimal surveys, which are the only data available in 775 
many regions of the world and for many species groups. Robust indicators of biodiversity can only be 776 
produced from good surveys and appropriate and careful analysis.  777 
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 1141 

 1142 
Fig. 1.  Index of trends in priority species, split by taxa (left).  The 213 separate species trends are 1143 
combined using a geometric mean of the relative abundance estimates, to form the “priority species 1144 
– relative abundance” trend used by Defra as a biodiversity indicator (right).  Source:  Burns and 1145 
Eaton, 2014. 1146 
 1147 
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 1150 

 1151 
  1152 
Fig. 2.  Method of surveying affects estimated bat population trends of the common pipistrelle in the 1153 
UK.  Smoothed trends have been fitted to the point estimates.  The left-hand plot is the trend 1154 
estimated from roost count data, while the right-hand plot is estimated from summer field survey 1155 
data.  Although the time series of estimates from roost counts starts in 1988, precision was poor in 1156 
the early years.  By taking the baseline year to be 1999, this poor precision does not adversely affect 1157 
the width of the confidence intervals in later years.  This contrasts with the confidence intervals for 1158 
the field surveys, where the baseline year (again taken to be 1999) is near the start of the time 1159 
series, and precision is poor on comparisons between that year and subsequent years, resulting in 1160 
relatively wide confidence intervals.   Source:  http://www.bats.org.uk/pages/-common_pipistrelle-1161 
821.html  1162 
  1163 
 1164 
 1165 
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 1168 

 1169 
Fig. 3.  Proportion of species by taxon in the priority species community, and in the sample used for 1170 
the relative abundance index. 1171 
 1172 
 1173 
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 1176 

 1177 
Fig. 4.  Global vertebrate richness map overlaid with populations recorded in the Living Planet 1178 
Database.  Reproduced from McRae et al. (2017). 1179 
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 1184 
 1185 
Fig. 5.  The global Living Planet Index, 1970 to 2012.  The red curve is unweighted, while the green 1186 
curve is the biodiversity-weighted index of McRae et al. (2017).  Reproduced from McRae et al. 1187 
(2017). 1188 
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