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Summary

We consider several first passage problems for stable processes, giving explicit
formulas for hitting distributions, hitting probabilities and potentials of stable
processes killed at first passage. Our principal tools are the Lamperti representa-
tion of positive self-similar Markov processes and the Wiener–Hopf factorisation
of Lévy processes. As part of the proof apparatus, we introduce a new class of
Lévy processes with explicit Wiener–Hopf factorisation, which appear repeatedly
in Lamperti representations derived from stable processes. We also apply the
Lamperti–Kiu representation of real self-similar Markov processes and obtain re-
sults on the exponential functional of Markov additive processes, in order to find
the law of the first time at which a stable process reaches the origin.
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Chapter 1

Introduction

In probability theory, we are often concerned with models representing the result
of a series of small events or influences. It is a remarkable feature of such models
that, even when very little is known about the precise nature of these small
effects, we can often say a great deal about the overall result. Indeed, it is this
‘universality at large scales’ which accounts for much of the success of probabilistic
methods in the natural and social sciences.

As an illustration, consider the following toy model. Suppose that we have
a collection of real-valued random variables X1, X2, . . . , which are independent
and all have the same distribution, and should model small-scale events. Denote
by Sn the sum of the first n of these, that is, Sn = X1 + · · · + Xn. We are then
interested in the behaviour of Sn when n is very large. In particular, suppose
there exist sequences a1, a2, . . . and b1, b2, . . . such that the rescaled, recentered
sums

a−1
n Sn − nbn

converge in distribution to a random variable U . What distributions can U
possess?

It emerges that only very few distributions can arise in this manner; they are
called the normal distribution and stable distributions, and they occupy a central
position in probability theory.

On the other hand, if we wish to capture in the limit not only the final sum
Sn, but also the whole path (S1, S2, . . . , Sn), we require the theory of stochastic
processes. A stochastic processX is a collection of random variables (Xt)t≥0, with
each Xt representing the position of X at time t. The natural processes which
arise as limits in this context are Brownian motion and stable processes. In fact,
the distribution of a Brownian motion at any time is a normal distribution, while
the distribution of a stable process at any time is a stable distribution.

Brownian motion has been extensively studied for many decades, and there
is a huge body of research on a great many aspects of the process. This is due
in part to the wide variety of mathematical tools which may be applied to its
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1. Introduction

study, such as analysis via its generator, potential theory and connections to dif-
ferential equations, excursion theory, martingale theory and stochastic calculus.
Stable processes have proven more difficult to analyse by these means, and have
therefore historically taken second place to Brownian motion, in spite of their
central importance in the theory of stochastic processes. The contribution of this
thesis is to shed light on certain aspects of stable processes via the ‘Lamperti
representation’, which has in recent years shown itself to be a very useful tool in
the analysis of stable processes.

We will now go into more detail on the topic of Brownian motion and stable
processes, highlighting their relationship to one another and their key proper-
ties. We begin by presenting a mathematical definition of Brownian motion. A
stochastic process W is said to be a Brownian motion if it satisfies the following
conditions.

(si) Stationary increments. Fix two times s < t. Then the distribution of the
increment Wt −Ws depends only on the value t − s. This means that, if
you start at time s and wait a certain time, the change in position of the
‘particle’ depends only on how long you waited, and not on the value of s.

(ii) Independent increments. Fix a collection of times 0 ≤ t1 < · · · < tn.
Then the increments Wtn −Wtn−1 , . . . ,Wt2 −Wt1 are independent of one
another. This property essentially guarantees that sections of the path of
W that do not overlap in time may be made independent of each other by
recentering them in space.

(2-ss) Self-similarity. Fix any c > 0 and define W̃t = cWtc−2 for each t ≥ 0.
Then the random process W̃ has the same distribution as the process W .
This is known as self-similarity or the scaling property with parameter
2, and the result is that one may ‘zoom in’ on a Brownian motion by
rescaling space and time appropriately, and retain the characteristic features
of Brownian motion.

One of the most important features of Brownian motion, which follows from the
above three, is that almost every path of Brownian motion is continuous, that
is, has no jumps. This may be seen in Figure 1-1, which shows a sample path of
Brownian motion.1

Brownian motion is an example of a Lévy process. A random process X is called
a Lévy process if it satisfies the properties (si) and (ii) above, written with X
in place of W . Lévy processes form a wide class of random models, and are
more flexible than Brownian motion since the path of a Lévy process X need

1 All simulations in this thesis were performed by the author using Python and the numpy
and matplotlib libraries. Stable distributions were simulated using the algorithm of Chambers
et al. [19].
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Figure 1-1: The graph of a Brownian motion in one dimension. The path is very
rough, but does not contain any jumps.

not be continuous; that is, it may contain jumps. Remarkably, many features
of these processes can be derived from nothing more than the stationarity and
self-similarity of their increments. However, the property (2-ss) is a rather useful
one, and we would like to find some sort of replacement for it. This leads us to
stable processes, which are the main focus of this thesis.

A stable process is a Lévy process X which additionally satisfies the following
property, for some choice of α such that 0 < α < 2.

(α-ss) Fix any c > 0 and define X̃t = cXtc−α for each t ≥ 0. Then the random
process X̃ has the same distribution as the process X.

This scaling property with parameter α is very similar to that of Brownian motion,
except that the spatial scale at which one ‘zooms in’ is different.

When studying stable processes, we have access to the rich literature on gen-
eral Lévy processes, but do not restrict ourselves to continuous paths as in the
case of Brownian motion. In fact, any stable process has infinite jump activity,
in that it is guaranteed to have an infinite number of (mostly very small) jumps
in any finite time period. Figure 1-2 depicts sample paths of stable processes for
several choices of α.

The reader may notice the presence of very large jumps in Figure 1-2, partic-
ularly when α is small. This is related to the so-called ‘heavy tailed’ property of
stable processes. In particular, for any t, the expectation E|Xt|β is finite when
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Figure 1-2: Graphs of stable processes for varying choices of α. Plots (a) through
(c) show symmetric stable processes, while (d) shows a stable process which only
jumps upwards. Note the scale in plot (a).
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1.1. Outline

0 ≤ β < α, but when β ≥ α, it is infinite; in particular, when α ≤ 1, even the ex-
pected value of Xt is not well-defined. The upshot of this is that a stable process
may exhibit large-magnitude, low-intensity jumps which are very rare but whose
size forces the expectation to be infinite.

Taken together, these properties have led many to incorporate stable processes
when modelling situations which feature rare but significant events. Furthermore,
perhaps due to the scaling property already discussed, distributions associated
with stable processes have appeared in many models in the physical sciences,
including in classical and quantum physics, signal processing and biology; see
chapter 1 of the book of Zolotarev [83] for several examples.

1.1 Outline

This thesis is dedicated to the computation of explicit identities for spatial and
temporal aspects of stable processes. As part of the apparatus of proof, we also
define and study a new class of Lévy processes of independent interest.

We now give a detailed summary of the main body of this thesis.

Chapter 2. Preliminaries. Here we review definitions and results which will
be of use. Firstly, we give more detailed definitions of Lévy processes and stable
processes, and review some of their key properties.

We then define positive self-similar Markov processes (pssMps), which loosely
speaking are Markov processes with positive values, satisfying a property similar
to (α-ss) above. If Y is a pssMp, then by a remarkable transformation due
to Lamperti [58], Y may be represented by a Lévy process ξ; such a process
ξ is sometimes called a Lamperti–Lévy process. We therefore give details of
the Lamperti representation, and describe explicitly several known examples of
Lamperti–Lévy processes which are obtained by starting with the stable process
X, transforming its path to obtain a pssMp Y , and then looking at its Lamperti
representation ξ.

We then return to the theory of Lévy processes, giving first some results
related to the so-called Wiener–Hopf factorisation, and then reviewing a certain
‘hypergeometric class’ of Lévy processes. We shall bring these tools to bear on the
new examples of Lamperti–Lévy processes that we encounter in the remainder of
the thesis.

Chapter 3. The extended hypergeometric class. Our approach in this
thesis will be roughly as follows. We intend to study stable processes via the
theory of self-similar Markov processes, in the following way. Suppose we wish
to compute the distribution of some function f(X) of the stable process X. Our
technique is to construct a suitable positive self-similar Markov process Y out

11



1. Introduction

of X in some way, and then to consider the Lamperti representation ξ of Y . If
we have chosen our construction correctly, there will be some function g such
that f(X) = g(ξ), and so we only need to compute the distribution of g(ξ); it
frequently turns out to be considerably simpler to work with the Lamperti–Lévy
process ξ in this way than to perform computations directly with the original
stable process.

For this scheme to be effective, we will need some results about the Lamperti–
Lévy processes we expect to encounter. It is already known that many of the
processes derived from stable processes via the Lamperti transformation fall into
the ‘hypergeometric class’ as defined in section 2.7. In the course of this thesis,
we will obtain several Lamperti–Levy processes, derived from transformations of
stable processes, which are indeed hypergeometric Lévy processes when α ≤ 1,
but which fall outside this class when α > 1. We therefore introduce an ‘extended
hypergeometric class’, which will encompass these cases. We derive several results
about this general class, and then consider two relevant examples.

Chapter 4. Hitting distributions and path censoring. The efforts of
mathematicians over the years have produced many distributional identities for
Brownian motion, some found by probabilistic arguments, and some via potential
theory and connections with partial differential equations, among other methods.
A large sample of quantities which have been computed explicitly may be found
in the book of Borodin and Salminen [13]. To give a simple example which is
close in spirit to our work, consider a Brownian motion started at the point 0,
and an interval [a, b] such that a ≤ 0 ≤ b. We define the exit time

σ = inf{t ≥ 0 : Wt /∈ [a, b]},

and ask for the distribution of the random variable Wσ. Since W has continuous
paths, it is sufficient to decide whether the process exits the interval [a, b] by
hitting the lower boundary a or the upper boundary b, and there is an elegant
martingale method for settling this question; see [71, Proposition 7.3]. The prob-
lem becomes dramatically different if one replaces W with an α-stable process
X, primarily because X may very well jump over the boundary: the law of Xσ is
determined not solely by whether the exit is over the upper or lower boundary,
but also by how far the process overshoots.

The law of Xσ was computed explicitly by Rogozin [73] in 1972, by means
of solving a system of coupled integral equations. A similar approach was taken
by Blumenthal et al. [11] in considering the following related hitting problem.
Suppose that we define the hitting time

τ = inf{t ≥ 0 : Xt ∈ (a, b)},

and ask for the distribution of Xτ when started from some point not in [a, b].

12



1.2. Publication and collaboration details

For a Brownian motion, the absence of jumps means the problem is entirely
trivial, but for a stable process it appears to be rather difficult. The question
was resolved in [11] for X a symmetric stable process in one or more dimensions,
but in the asymmetric case the problem has remained open for several decades.
In chapter 4, we solve the hitting problem in one dimension, by means of looking
at the Lamperti representation of a path transformation of X which we called
‘path censoring’. We also compute the probability that X hits the point 0 before
passing above the level 1, and characterise the distribution of the time that X
spends in (0,∞) before hitting zero.

Chapter 5. Potentials of killed processes. Potentials of stochastic pro-
cesses are closely related to hitting problems. Suppose that ζ is a random time,
and define the potential measure of X killed at ζ:

Uζ(x, dy) = Ex

∫ ζ

0

1{Xt∈dy} dt,

where Ex indicates expectation when X starts at the point x. If σ and τ are
the random exit and entrance times alluded to above, we note that both of the
measures Uσ and Uτ can be connected to certain simpler potentials for Lévy
processes obtained through the Lamperti transformation. In chapter 5, we com-
pute Uσ and Uτ , along with closely related quantities, including potentials for the
stable process reflected in its infimum.

Chapter 6. The hitting time of zero. The final chapter is dedicated to the
only temporal identity in this thesis. Since the Lamperti representation involves
a time-change, spatial identities of X are easily related to spatial identities of
Lamperti–Lévy processes; but the presence of time makes matters more difficult.
We consider the law of the hitting time of zero, which is related to the so-called
exponential functional of a Lévy process. Indeed, the Lamperti transformation
alone proves insufficient for our purposes, and we turn to the recent Lamperti–Kiu
transformation, which yields a Markov additive process instead of a Lévy process.
We present a number of applications, including to the process conditioned to avoid
zero. Inspired by the methods in this chapter, we also suggest future work on
conditionings of self-similar processes at zero.

1.2 Publication and collaboration details
Much of the work in this thesis is the result of collaboration.
Chapter 3 is joint work with Andreas E. Kyprianou (AEK) and Juan-Carlos

Pardo (JCP), and a modified version is in preparation as a paper. Parts of
sections 3.3 and 3.4 also appear in [49].
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Chapter 4 is also joint work with AEK and JCP. This has been accepted for
publication, and forms reference [56].

Chapter 5 is also joint work with AEK and JCP, and parts of it are included
in [56], the remainder being prepared for submission separately.

Chapter 6 is joint work with Alexey Kuznetsov, AEK and JCP, and the ma-
jority of it has been submitted as [49].
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Chapter 2

Preliminaries

The purpose of this chapter is to make this thesis as self-contained as is reasonably
possible by introducing definitions and results which we work with in the rest of
the text.

We set out to answer questions about the way in which stable processes hit sets.
Since stable processes are self-similar Lévy processes, we begin by defining first
Lévy processes, then stable processes, and then positive self-similar Markov pro-
cesses. We then outline the connection between the first and third of these by
discussing the Lamperti representation, and offer three important special cases,
each derived from the stable process. We then commence our study of the fluc-
tuations of Lévy processes by introducing the Wiener–Hopf factorisation, which
will be our main probabilistic and analytic tool. The Wiener–Hopf factorisation
facilitates both decomposition and synthesis of Lévy processes, and we explore
useful classes of subordinators as well as the theory of philanthropy, in order to
exploit this. Finally, we review a class of ‘hypergeometric Lévy processes’, which
will encompass many of the processes we meet in the remaining chapters.

2.1 Lévy processes

Lévy processes have two roles in this work. On the one hand, our basic object
of study is the stable process, which is a Lévy process satisfying a certain self-
similarity property; on the other hand, a major component of our analysis is
the Lamperti representation, which is a bijection between Lévy processes and
certain self-similar processes. We therefore begin by defining Lévy processes and
reviewing some fundamental results about their structure. For more details, we
refer the reader to the books of Bertoin [6], Doney [31], Kyprianou [51] and Sato
[74].

A Lévy process is a stochastic process issued from the origin with stationary and
independent increments and càdlàg paths, with state space R∪{∂}. The state ∂
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2. Preliminaries

is a cemetery state in which the process is absorbed.
If X := (Xt)t≥0 is a one-dimensional Lévy process with law P, then the

classical Lévy–Khintchine formula states that for all t ≥ 0, the characteristic
exponent Ψ, given by e−tΨ(θ) = E(eiθXt) for θ ∈ R, satisfies

Ψ(θ) = iaθ +
1

2
σ2θ2 +

∫
R

[
1− eiθx + iθl(x)

]
Π(dx) + q,

where a ∈ R is known as the centre, σ ≥ 0 is the Brownian coefficient, and Π is a
measure (the Lévy measure) with no atom at 0 such that

∫
R(1 ∧ x2)Π(dx) <∞.

The value q ≥ 0 is the killing rate of the Lévy process. When q = 0, the
process never reaches ∂, and is said to be unkilled . When q > 0, the process
X remains in the set R until an exponentially distributed time, of rate q and
independent of the path of X, is reached; at that point, X is sent to ∂. Such a
process is referred to as a killed Lévy process.

The function l is known as a cutoff function, and should satisfy

l(x)/x = 1 + o(x), x→ 0,

l(x)/x = O(1/x), |x| → ∞.

An extremely common choice of cutoff function is l(x) = x1[−1,1](x), and we will
use this unless otherwise specified. Alternatives include l(x) = x/(1 + x2) and
l(x) = sinx; see also [74, §8]. The choice of l affects only the value of a, and not
any other parameters in the Lévy–Khintchine representation.

The meaning of the terms in the Lévy–Khintchine representation is loosely as
follows: the parameter σ is the volatility of a Brownian motion; the integral with
respect to Π is the combination of a large-jump compound Poisson process and
an L2 limit of compensated small-jump compound Poisson processes; and the
quantity a is a combination of deterministic linear drift and compensation terms.
The precise statement of this discussion is known as the Lévy–Itō decomposition,
and may be found in, for example, Sato [74, Chapter 4].

One may ask when the drifting and jumping behaviours of a Lévy process X
can be separated, and this question leads to the notion of bounded variation. A
càdlàg function f : [0, t]→ R is said to be of bounded (or finite) variation if

sup
s1,...,sn

n∑
j=1

|f(sj)− f(sj−1)| <∞,

where the supremum is over all finite partitions of [0, t]. Then, it is known (see
[74, Section 21]) that a Lévy process X has paths which are almost surely of
bounded variation on every set [0, t] if and only if σ = 0 and either Π(R) < ∞,

16



2.2. Stable processes

or
∫
|x|≤1
|x|Π(dx) <∞. In this case, one may write

Ψ(θ) = −idθ +

∫
R
(1− eiθx) Π(dx) + q, θ ∈ R,

and d ∈ R is known as the drift of the Lévy process X.
A particular case of bounded variation occurs when X has paths which are

increasing almost surely. In this case, X is known as a subordinator, and instead
of the characteristic exponent Ψ, it is more common to work with the Laplace
exponent ψ, given by

Ee−λXt = e−tψ(λ). (2.1)

Then, one has

ψ(λ) = dλ+

∫
(0,∞)

(1− e−λx) Π(dx) + q,

and once again d is called the drift of the subordinator X. Subordinators occupy
a special role in the theory of Lévy processes, as many more general theorems
can be reduced to the study of carefully chosen subordinators.

Let us make a remark about sign convention. When we speak about a Laplace
exponent, we will always mean a function defined as in (2.1) above. There will
be several occasions on which we wish to discuss an analogous function, but
with signs of both the exponents in (2.1) reversed. Such a function is also often
known as a Laplace exponent in the literature, but we will make an effort to
distinguish the two, calling the latter a Laplace+ exponent. As to the sign on
the characteristic exponent, we follow [51], but many authors refer to −Ψ as the
characteristic exponent.

2.2 Stable processes

A process X with law P is said to be a (strictly) α-stable process, or just a stable
process, if it is a Lévy process which also satisfies the scaling property: under P,
for every c > 0, the process (cXtc−α)t≥0 has the same law as X. It is known that
α ∈ (0, 2], and the case α = 2 corresponds to Brownian motion, which we exclude.
The Lévy-Khintchine representation of such a process is as follows: σ = 0, and
the Lévy measure Π is absolutely continuous with density given by

c+x
−(α+1)

1{x>0} + c−|x|−(α+1)
1{x<0}, x ∈ R,

where c+, c− ≥ 0, and c+ = c− when α = 1. It holds that a = (c+ − c−)/(α− 1)
when α 6= 1; however, if α = 1, we specify that a = 0, which is a restriction
ensuring that the only 1-stable process we consider is the symmetric Cauchy
process.
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2. Preliminaries

These choices mean that, up to a multiplicative constant c > 0, X has the
characteristic exponent

Ψ(θ) =

{
c|θ|α(1− iβ tan πα

2
sgn θ) α ∈ (0, 2) \ {1},

c|θ| α = 1,
θ ∈ R, (2.2)

where β = (c+ − c−)/(c+ + c−) and c = −(c+ + c−)Γ(−α) cos
(
πα
2

)
. For more

details, see Sato [74, §14].
For consistency with the literature we appeal to, we shall always parameterise

our stable process such that

c+ =
Γ(α + 1)

Γ(αρ)Γ(1− αρ)
and c− =

Γ(α + 1)

Γ(αρ̂)Γ(1− αρ̂)
,

where ρ = P(Xt ≥ 0) = P(Xt > 0) is the positivity parameter, and ρ̂ = 1 − ρ.
This corresponds to

β =
tan(πα(ρ− 1/2))

tan(πα/2)
and c = cos(πα(ρ− 1/2)).

We take the point of view that the class of stable processes, with this normal-
isation, is parameterised by α and ρ; the reader will note that all the quantities
above can be written in terms of these parameters. We shall restrict ourselves
a little further within this class by excluding the possibility of having only one-
sided jumps. Together with our assumption about the case α = 1, this gives us
the following set of admissible parameters:

Ast =
{

(α, ρ) : α ∈ (0, 1), ρ ∈ (0, 1)
}

∪
{

(α, ρ) : α ∈ (1, 2), ρ ∈ (1− 1/α, 1/α)
}
∪
{

(α, ρ) = (1, 1/2)
}
.

For each x ∈ R, we shall denote by Px the law of X + x under P.

Remark 2.1. We comment on the three ‘gaps’ in our collection of stable processes.
The first is the Brownian case α = 2. This is easily justified, for most of the
hitting results we prove are trivial for Brownian motion, and the other results are
already known, and may be found, for example, in [13].

The second gap is the case where X jumps only in one direction. Such a
process is either a subordinator or the negative of a subordinator, if α ≤ 1, or a
totally asymmetric Lévy process, that is, one with only negative or only positive
jumps but which does not have monotone paths, if α > 1. In this case our results
can be proved fairly simply with standard techniques, and we will remark on this
again at the appropriate points in the text; see Proposition 4.3 and Remarks 4.22,
4.23, 5.2, 5.4 and 6.9.

The third gap is the case of 1-stable processes which are not symmetric; such
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processes are the sum of a symmetric Cauchy process and a deterministic drift.
The reason for this omission is our use of the Lamperti representation, and the
paper of Caballero and Chaumont [14], which we rely on, omits this case also.

Remark 2.2. Let us also mention the following properties of X, which may be
found, for example, in [6]: namely Proposition VIII.8 and the discussion immedi-
ately preceding it, and the remarks on page 34. When α ∈ (0, 1], points are polar
for X, while when α ∈ (1, 2), every point is recurrent almost surely. On the other
hand, when α ∈ (0, 1), the process X is transient a.s., while when α ∈ [1, 2) the
process is recurrent almost surely, in the sense that, with probability 1, it returns
to every compact set infinitely often. Combining these two observations allows
us to make the following remark.

If we define
T0 = inf{t ≥ 0 : Xt = 0},

then the following holds under Px, for any x 6= 0.

(i) If α ∈ (0, 1), T0 =∞ and X is transient almost surely.

(ii) If α = 1, T0 = ∞ and every neighbourhood of zero is an a.s. recurrent set
for X.

(iii) If α ∈ (1, 2), T0 <∞ and X hits zero continuously, by means of an infinite
number of jumps on either side.

2.3 Positive, self-similar Markov processes
A positive self-similar Markov process (pssMp) with self-similarity index α > 0
is a standard Markov process Y = (Yt)t≥0 with filtration (Gt)t≥0 and probability
laws (Px)x>0, on [0,∞), which has 0 as an absorbing state and which satisfies the
scaling property, that for every x, c > 0,

the law of (cYtc−α)t≥0 under Px is Pcx. (2.3)

Here, we mean “standard” in the sense of [10], which is to say, (Gt)t≥0 is a complete,
right-continuous filtration, and Y has càdlàg paths and is strong Markov and
quasi-left-continuous.

2.4 The Lamperti representation
In the seminal paper [58], Lamperti describes a bijective correspondence between
pssMps and Lévy processes, which we now outline. It may be worth noting that
we have presented a slightly different definition of pssMp from Lamperti; for the
connection, see [80, §0].
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Let

S(t) =

∫ t

0

(Yu)
−α du. (2.4)

This process is continuous and strictly increasing until Y reaches zero. Let
(T (s))s≥0 be its inverse, and define

ξs = log YT (s) s ≥ 0.

Then ξ := (ξs)s≥0 is a Lévy process started at log x, possibly killed at an inde-
pendent exponential time; the law of the Lévy process and the rate of killing do
not depend on the value of x. The real-valued process ξ with probability laws
(Py)y∈R is called the Lévy process associated to Y , or the Lamperti transform of Y .
We will sometimes refer to a Lévy process arising in this way from the Lamperti
transform as a Lamperti–Lévy process.

An equivalent definition of S and T , in terms of ξ instead of Y , is given by
taking

T (s) =

∫ s

0

exp(αξu) du

and S as its inverse. (Note that here and elsewhere, all functions are considered
to evaluate to zero when applied to the cemetery state ∂.) Then,

Yt = exp(ξS(t)) (2.5)

for all t ≥ 0, and this shows that the Lamperti transform is a bijection.
Let T0 = inf{t > 0 : Yt = 0} be the first hitting time of the absorbing state

zero. Then the large-time behaviour of ξ can be described by the behaviour of Y
at T0, as follows:

(i) If T0 =∞ a.s., then ξ is unkilled and either oscillates or drifts to +∞.

(ii) If T0 <∞ and YT0− = 0 a.s., then ξ is unkilled and drifts to −∞.

(iii) If T0 <∞ and YT0− > 0 a.s., then ξ is killed.

It is proved in [58] that the events in (i)–(iii) above satisfy a zero-one law inde-
pendently of x, and so the three possibilites above are an exhaustive classification
of pssMps.

It is immediate that

T0 = T (∞) =

∫ ∞
0

exp(αξu) du.

The latter quantity is known as the exponential functional of the Lévy process
αξ, and we will denote it I(αξ). More will be said about exponential functionals
in chapters 3 and 6.

20
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2.5 Three examples: killed and conditioned stable
processes

In this section, we describe three basic examples of pssMps and their Lamperti
representations. All three are obtained from the stable process: as we have seen,
this process is self-similar, but unless it is a subordinator, it is certainly not
[0,∞)-valued; moreover, when α > 1, the process may very well hit zero and
exit again. Nonetheless, certain transformations of stable processes are indeed
pssMps; following Caballero and Chaumont [14], where their Lamperti represen-
tations were first described, we call them killed and conditioned stable processes.

Our motivation is threefold: firstly, we provide interesting and immediate ex-
amples of the Lamperti representation; secondly, we introduce processes which
we will use in the sequel; and thirdly, we motivate the introduction of the hyper-
geometric class of Lévy processes in section 2.7.

2.5.1 The stable process killed on exiting [0,∞)

For our first case, we start with the stable process X, and define

τ−0 = inf{t ≥ 0 : Xt < 0},

the first hitting time of (−∞, 0) for the process X. Then, let

X∗t = Xt1{t<τ−0 }
.

We will denote the laws of this process by (P∗x)x>0. It is clear that this process
is a pssMp; we call it the stable process killed on exiting [0,∞). We will denote
the Lévy process associated to X∗ in the Lamperti representation by ξ∗, and its
laws by (P∗y)y∈R.

It is shown in [14] that the characteristic exponent of ξ∗ is given by the Lévy–
Khintchine representation

Ψ∗(θ) = iaθ +

∫
R

[
1− eiθx + iθ(ex − 1)1{|ex−1|<1}

]
π∗(x) dx+ c−/α, θ ∈ R.

where a is as in section 2.2, and the Lévy density π∗ is given by

π∗(x) = c+
ex

(ex − 1)α+1
1{x>0} + c−

ex

(1− ex)α+1
1{x<0}, x ∈ R. (2.6)

We draw attention to the unusual cutoff function x 7→ (ex − 1)1{|ex−1|<1} in the
Lévy–Khintchine representation; this is an artifact of the Lamperti transform’s
effect on the generator of X∗, and has the effect of keeping the centre of the
Lévy–Khintchine representation equal to the familiar quantity a.

21



2. Preliminaries

Note that the pssMp X∗ reaches zero by a jump, and is therefore in the class
(iii) of section 2.4. This is reflected in the killing rate c−/α = Γ(α)

Γ(αρ̂)Γ(1−αρ̂)
seen in

the characteristic function Ψ∗.

2.5.2 The stable process conditioned to stay positive

It is known (see [21, 14]) that the function

h↑(x) = xαρ̂1{x>0} x ≥ 0,

is invariant for the stable process killed on exiting [0,∞), in the sense that for
every x ≥ 0 and t ≥ 0,

Ex[h
↑(Xt); t < τ−0 ] = h↑(x).

It follows that, for each x > 0, the process (h↑(Xt)/h
↑(x))t≥0 is a martingale with

mean one under the law Px[·; t < τ−0 ]. We may therefore define a collection of
probability laws via the Doob h-transform, as follows:

P↑x(Λ) =
1

h↑(x)
Ex

[
h↑(Xt)1Λ; t < τ−0

]
, x > 0, t ≥ 0, Λ ∈ Ft, (2.7)

where, here and in the sequel, (Ft)t≥0 is the standard filtration associated with
the stable process X. The canonical process associated with these laws is called
the stable process conditioned to stay positive, and it is a strong α-self-similar
Markov process which remains in the set (0,∞) at all times and drifts to +∞
almost surely. In particular, it is a pssMp with index α. We will denote it by X↑.

The Lamperti representation of X↑ is calculated in [14]. We will denote it ξ↑.
It has characteristic exponent

Ψ↑(θ) = ia↑θ +

∫
R

[
1− eiθx + iθ(ex − 1)1{|ex−1|<1}

]
π↑(x) dx,

where a formula for the centre is given by

a↑ = a− c+

∫ 1

0

(1 + x)αρ̂ − 1

xα
dx− c−

∫ 1

0

(1− x)αρ̂ − 1

xα
dx

and the Lévy density is given by

π↑(x) = c+
e(αρ̂+1)x

(ex − 1)α+1
1{x>0} + c−

e(αρ̂+1)x

(1− ex)α+1
1{x<0}, x ∈ R.
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2.5.3 The stable process conditioned to hit zero continu-
ously

Another conditioned stable process is given by a different choice of harmonic
function. It is known (see [20, 14]) that the function

h%(x) = xαρ̂−1, x > 0,

is harmonic for the stable process killed on exiting [0,∞), and so as before we
may define

P%
x(Λ) =

1

h%(x)
Ex

[
h%(Xt)1Λ; t < τ−0

]
, x > 0, t ≥ 0, Λ ∈ Ft.

The canonical process associated with these laws, which we will write X%, is
called the stable process conditioned to hit zero continuously , and it is a pssMp
with index α which in finite time reaches the point zero continuously, in the sense
that

P%
x(X%

T0− = 0, T0 <∞) = 1.

The Lamperti representation of X% is calculated in [14], and we denote it ξ%.
The process ξ% has characteristic exponent

Ψ%(θ) = ia%θ +

∫
R

[
1− eiθx + iθ(ex − 1)1{|ex−1|<1}

]
π%(x) dx,

where a formula for the centre is given by

a% = a− c+

∫ 1

0

(1 + x)αρ̂−1 − 1

xα
dx− c−

∫ 1

0

(1− x)αρ̂−1 − 1

xα
dx

and the Lévy density is given by

π%(x) = c+
eαρ̂x

(ex − 1)α+1
1{x>0} + c−

eαρ̂x

(1− ex)α+1
1{x<0}, x ∈ R.

2.6 Wiener–Hopf factorisation

In this section, we describe the Wiener–Hopf factorisation of a Lévy process
and related topics. This factorisation decomposes the process into two so-called
ladder height processes, which are subordinators (that is, increasing Lévy pro-
cesses). The factorisation will prove extremely useful; however, in order to ap-
ply it, one needs to recognise which subordinators come into play through their
Laplace exponents. We therefore consider a class of subordinators which will
appear frequently when describing ladder height processes. We look also at two
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transformations of subordinators, and discuss so-called special and complete sub-
ordinators. We then turn the situation on its head, and ask when one may build
a Lévy process out of two desired ladder height processes. Finally, we describe
a class of processes with semi-explicit Wiener–Hopf factorisation, known as the
‘meromorphic class’.

We begin with a short sketch of the Wiener–Hopf factorisation. For further
details, see [51, Chapter 6] and [6, §VI.2].

The Wiener–Hopf factorisation describes the characteristic exponent of a Lévy
process in terms of the Laplace exponents of two subordinators. Recall that a
subordinator is an increasing Lévy process, possibly killed at an independent
exponentially distributed time and sent to the cemetery state ∂ (which may be
identified with +∞). If H is a subordinator with expectation operator E, we
define its Laplace exponent ψ by the equation

E
[
exp(−λH1)

]
= exp(−ψ(λ)), λ ≥ 0.

Indeed, the function ψ may even be analytically extended to the positive half-
plane {λ ∈ C : Reλ ≥ 0}. Similarly, let ξ be a (possibly killed) Lévy process,
again with expectation E, and denote its characteristic exponent by Ψ, so that

E
[
exp(iθξ1)

]
= exp(−Ψ(θ)), θ ∈ R.

The Wiener–Hopf factorisation1 of ξ consists of the decomposition

kΨ(θ) = κ(−iθ)κ̂(iθ), θ ∈ R, (2.8)

where k > 0 is a constant which may, without loss of generality, be taken equal to
one, and the functions κ and κ̂ are the Laplace exponents of certain subordinators
which we denote H and Ĥ.

Any decomposition of the form (2.8) is unique, up to the constant k, provided
that the functions κ and κ̂ are Laplace exponents of subordinators. The exponents
κ and κ̂ are termed the Wiener–Hopf factors of ξ.

The subordinator H can be identified in law as an appropriate time change
of the running maximum process ξ̄ :=

(
ξ̄t
)
t≥0

, where ξ̄t = sup{ξs, s ≤ t}. In
particular, the range of H and ξ̄ are the same. Similarly, Ĥ is equal in law to an
appropriate time-change of −ξ :=

(
−ξt
)
t≥0

, with ξt = inf{ξs, s ≤ t}, and they

1 The name ‘Wiener–Hopf factorisation’ encompasses several decompositions of stochastic
processes. The factorisation we present is purely spatial. However, to give a result which
also involves time, it is also known that, if ep is an independent exponentially distributed
random variable of rate p, one may decompose E

[
eiϑep+iθξep

]
as the product of two characteristic

functions of bivariate (space-time) infinitely divisible distributions; see [51, Theorem 6.16(i)].
One may also view the Wiener–Hopf factorisation as the decomposition of the path of a Lévy
process into a Poisson point process of marked excursions from the maximum.
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2.6. Wiener–Hopf factorisation

have the same range. Intuitively speaking, H and Ĥ keep track of how ξ reaches
its new maxima and minima, and they are therefore termed the ascending and
descending ladder height processes associated to ξ.

Remark 2.3. Occasionally, in deference to cited works, we will find it more conve-
nient to express the Wiener–Hopf factorisation in terms of the Laplace+ exponent
of ξ. If we write this as φ, that is eφ(z) = Eezξ1 , then (2.8) reads

φ(z) = −κ(−z)κ(z),

and this holds for all z ∈ C where the left-hand side is defined. In principle,
the domain of definition need not be any larger than the imaginary axis, but in
sections 2.7 and 3.1 we shall see examples where the domain is a vertical strip in
the complex plane.

2.6.1 Lamperti-stable subordinators

A Lamperti-stable subordinator is characterised by parameters in the admissible
set {

(q, a, b, c, d) : a ∈ (0, 1), b ≤ 1 + a, q, c, d ≥ 0
}
,

and it is defined as the (possibly killed) subordinator with killing rate q, drift d,
and Lévy density

c
ebx

(ex − 1)a+1
, x > 0. (2.9)

It is simple to deduce from [16, Theorem 3.1] that the Laplace exponent of such
a process is given, for λ ≥ 0, by

ψ(λ) = q + dλ− cΓ(−a)

(
Γ(λ+ 1− b + a)

Γ(λ+ 1− b)
− Γ(1− b + a)

Γ(1− b)

)
. (2.10)

Lamperti [58, pages 223–224] proved that, if one treats an α-stable subordi-
nator as a pssMp and finds the Lévy process associated with it, this is precisely a
Lamperti-stable subordinator with a = α, b = 1 and q = d = 0. This motivates
the name Lamperti-stable.2

2Indeed, in [16], a more general class of Lamperti-stable Lévy processes is defined, and the
processes ξ∗, ξ↑ and ξ% of section 2.5 belong to this class. We do not discuss this further,
since we will find it more convenient to identify ξ∗, ξ↑ and ξ% as members of the class of
hypergeometric Lévy processes.
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2.6.2 Special and complete Bernstein functions and trans-
formations of subordinators

The Lamperti-stable subordinators we have just encountered will not suffice to
disentangle the Wiener–Hopf factors in chapters 3 and 4. We therefore intro-
duce two transformations of subordinators in order to expand our repertoire of
processes.

The first of these is the classical Esscher transformation. The second, the
Tβ transformation, is more recent, but we will see that, in the cases we are
concerned with, it is closely connected to the Esscher transform. We refer the
reader to [51, §3.3] and [54, §2] respectively for details. In connection with the
second transformation, we introduce the notion of special and complete Bernstein
functions and conjugation of subordinators, which may also be seen as a type of
transformation.

The following result is classical.

Lemma 2.4. Let H be a subordinator with Laplace exponent ψ, and let β > 0.
Define the function

Eβψ(λ) = ψ(λ+ β)− ψ(β), λ ≥ 0.

Then, Eβψ is the Laplace exponent of a subordinator, known as the Esscher trans-
form of H (or of ψ).

The Esscher transform of H has no killing and the same drift coefficient as H,
and if the Lévy measure of H is Π, then its Esscher transform has Lévy measure
e−βxΠ(dx).

Before giving details of the Tβ transform, we review the notions of special and
complete Bernstein functions and subordinators. A detailed account of the theory
we are about to sketch may be found in Song and Vondraček [78], Schilling et al.
[75] and Jacob [41].

A function ψ : [0,∞) → R is called a Bernstein function if it is the Laplace
exponent of a subordinator. Consider a function ψ, and define ψ∗ : [0,∞) → R
by

ψ∗(λ) = λ/ψ(λ).

The function ψ is called a special Bernstein function if both ψ and ψ∗ are Bern-
stein functions; the subordinator associated to ψ is then called a special subor-
dinator. In this case, ψ and ψ∗ are said to be conjugate to one another, as are
their corresponding subordinators.

An alternative criterion for a subordinator to be special, which is often easier
to verify, is given (see [78, Theorem 2.1]) as follows. The renewal measure of a
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subordinator H is the measure

V (A) = E
∫ ∞

0

1{Ht∈A} dt,

defined on the Borel sets of [0,∞). A subordinator H is a special subordinator
if and only if the measure V possesses a density on (0,∞) which is integrable at
zero and decreasing. (V may have an atom at zero, however.)

An important subclass of special Bernstein functions consists of complete
Bernstein functions. We say that a function ψ is a complete Bernstein func-
tion if it admits the representation

ψ(λ) = λ2

∫ ∞
0

e−λxχ(x) dx, λ > 0,

where χ is also a Bernstein function. If H is the subordinator associated to a
complete Bernstein function ψ, then H is called a complete subordinator. There
are several alternative definitions:

Lemma 2.5 ([41, Theorem 3.9.29] and [75, Chapter 6]). The following conditions
are equivalent:

(i) ψ is a complete Bernstein function;

(ii) the conjugate function ψ∗, given by ψ∗(λ) = λ/ψ(λ), is a complete Bernstein
function;

(iii) ψ is a Bernstein function, and the Lévy measure Υ of its associated subor-
dinator has a density υ which is completely monotone, in the sense that υ
is infinitely differentiable and its derivatives satisfy (−1)nυ(n) ≥ 0 for every
integer n ≥ 0;

(iv) ψ is a Bernstein function, and the Lévy measure Υ of its associated subor-
dinator has a density υ given by

υ(x) =

∫
(0,∞)

e−xy γ(dy), x > 0,

where γ is a measure on (0,∞) which satisfies∫
(0,1)

y−1 γ(dy) +

∫
(1,∞)

y−2 γ(dy) <∞.

In particular, any complete Bernstein function is a special Bernstein function.

As a complement to this discussion, we give the following example.

27



2. Preliminaries

Lemma 2.6. Let ψ be given by

ψ(λ) =
Γ(λ+ 1− b + a)

Γ(λ+ 1− b)
, λ ≥ 0,

where a ∈ (0, 1) and b ≤ 1; this is the Laplace exponent of a Lamperti-stable
subordinator with parameters(

Γ(1− b + a)

Γ(1− b)
, a, b, − 1

Γ(−a)
, 0

)
.

Then ψ is a complete Bernstein function.

Proof. In [55, Example 2] it is shown that the conjugate function ψ∗ is a Bernstein
function whose associated Lévy density is completely monotone. Using criteria
(ii) and (iii) of Lemma 2.5, we see that this is sufficient for ψ to be a complete
Bernstein function.

We now give our second transformation of subordinators.

Proposition 2.7. Let H be a subordinator with Laplace exponent ψ, and let
β > 0. Define

Tβψ(λ) =
λ

λ+ β
ψ(λ+ β), λ ≥ 0. (2.11)

Then Tβψ is the Laplace exponent of a subordinator with no killing and the same
drift coefficient as H.

Furthermore, if ψ is a special (resp., complete) Bernstein function conjugate
to ψ∗, then Tβψ is a special (resp., complete) Bernstein function conjugate to

Eβψ∗ + ψ∗(β). (2.12)

Proof. The first assertion is proved in Gnedin [37, page 124] as the result of a
path transformation, and directly, for spectrally negative Lévy processes (from
which the case of subordinators is easily extracted) in Kyprianou and Patie [54,
Lemma 2.1]. The killing rate and drift coefficient can be read off as Tβψ(0) and
limλ→∞ Tβψ(λ)/λ.

If ψ is a special Bernstein function, the second claim can be seen immediately
by rewriting (2.11) as

Tβψ(λ) =
λ

ψ∗(λ+ β)

and observing that ψ∗(λ+ β) = Eβψ∗(λ) + ψ∗(β) for λ ≥ 0.
If ψ is additionally a complete Bernstein function, we proceed via Lemma 2.5:

it follows that ψ∗ is also a complete Bernstein function, and hence its associated
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subordinator has a completely monotone Lévy density, say πψ∗ . Using the rep-
resentation (2.12), we see that that the subordinator conjugate to Tβψ has Lévy
density x 7→ e−βxπψ∗(x). Since the product of two completely monotone functions
is again completely monotone, and it follows that Tβψ is a complete Bernstein
function.

2.6.3 Friendship and philanthropy

The theory we have so far encountered allows us to decompose a Lévy process
into a pair of subordinators. An equally interesting question is whether one
can manufacture a process out of two subordinators, thereby obtaining a Lévy
process with a Wiener–Hopf factorisation chosen in advance. Vigon [79] calls this
le problème des amis, the problem of friends, and provides an elegant solution,
which we now present. The following results may be found in chapter 7 of [79]; the
forthcoming [53] provides an English-language reference upon which the following
presentation is based.

Let H and Ĥ be two subordinators with respective Laplace exponents κ and κ̂.
Suppose that κ has the following Lévy–Khintchine representation:

κ(λ) = δλ+

∫
(0,∞)

(1− e−λx) Υ(dx) + p, λ ≥ 0,

and define the symbols δ̂, Υ̂ and p̂ similarly. One says that H and Ĥ are friends
if the equation

Ψ(θ) = κ(−iθ)κ̂(iθ), θ ∈ R,

holds, where Ψ is the characteristic exponent of a (possibly killed) Lévy process
ξ. The central theorem is as follows.

Theorem 2.8 (Theorème des amis). Suppose that H and Ĥ are friends. Then
Υ and Υ̂ are absolutely continuous and possess densities υ and υ̂, such that the
Lévy measure of ξ, say Π, has tails

Π(x,∞) =

∫
(0,∞)

Υ̂(u,∞)Υ(x+ du) + δ̂υ(x) + p̂Υ(x,∞), (2.13)

Π(−∞,−x) =

∫
(0,∞)

Υ(u,∞)Υ̂(x+ du) + δυ̂(x) + pΥ̂(x,∞), (2.14)

for x > 0.
Conversely, if Υ and Υ̂ are absolutely continuous and possess densities υ and

υ̂, such that the expressions on the right-hand sides of (2.13) and (2.14) are both
decreasing in x, then H and Ĥ are friends.

Since the expressions in (2.13) and (2.14) are not particularly simple, another
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criterion for friendship is useful. One says that a subordinator H is a philan-
thropist if its Lévy measure admits a decreasing density. Vigon shows that a
subordinator is a philanthropist if and only if it is the friend of a unkilled pure
drift subordinator; but more important to us is the following result.

Proposition 2.9. Any two philanthropists are friends.

This simple criterion for friendship will prove very useful to us in chapter 3.
It is worth noting that any complete subordinator is a philanthropist.

2.6.4 Meromorphic Lévy processes

In this section we introduce the meromorphic class of Lévy processes first defined
by Kuznetsov, Kyprianou and Pardo [48]. This is a large class of processes whose
Wiener–Hopf factors may be written in semi-explicit form. We shall apply the
theory in chapter 3, but it is worth noting that, although we do not exploit the
fact, every Lamperti–Lévy process in the remainder of the text falls within the
meromorphic class.

An unkilled Lévy process ξ is said to be in the meromorphic class of Lévy pro-
cesses if its Lévy measure Π is absolutely continuous with density given by

Π(dx)/dx =


∑
n≥1

anρne
−ρnx, x > 0,∑

n≥1

ânρ̂ne
ρ̂nx, x < 0,

for some positive sequences (an)n≥1, (ân)n≥1 and positive, strictly increasing se-
quences (ρn)n≥1 and (ρ̂n)n≥1, such that limn→∞ ρn = limn→∞ ρ̂n = +∞. The
processes in this class are a subset of the Lévy processes with completely mono-
tone jump density considered in Rogers [70], which have Lévy measure

Π(dx)/dx =

∫
R
e−t|x| µ(dx), x ∈ R,

for some measure µ. Such a process is in the meromorphic class precisely when
the measure µ is purely atomic. The paper of Rogers gives results on the Wiener–
Hopf factors of Lévy processes with completely monotone jump density; we shall
shortly see similar results for processes in the meromorphic class.

The article [48] gives several equivalent definitions of the meromorphic class,
one of which is as follows.

Proposition 2.10 ([48, Theorem 1(v)]). A Lévy process ξ is in the meromorphic
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class if and only if for some q > 0 its Laplace+ exponent φ admits the factorisation

φ(z)− q = −q
∏
n≥1

1− z/ζn(q)

1− z/ρn

∏
n≥1

1 + z/ζ̂n(q)

1 + z/ρ̂n
, z ∈ C, (2.15)

holds, where the ζn(q) and −ζ̂n(q) are all the zeroes of φ(z) − q and the ρn and
−ρ̂n are its poles, with the sequences satisfying the interlacing condition

· · · −ρ̂2 < −ζ̂2(q) < −ρ̂1 < −ζ̂1(q) < 0 < ζ1(q) < ρ1 < ζ2(q) < ρ2 < · · · .

If (2.15) holds for some q > 0, then it holds for all q > 0.

The factorisation (2.15) looks like a Wiener–Hopf factorisation of the process
ξ killed at rate q, and indeed it is; this is the content of [48, Theorem 2(i)], which
comes from [44, Theorem 1]. For the case q = 0, the following result is useful.

Proposition 2.11 ([48, Corollary 2(i)]). Suppose that ξ is a process in the
meromorphic class which drifts to +∞. Then its Laplace+ exponent admits the
Wiener–Hopf factorisation φ(z) = −κ(−z)κ(z), where

κ(z) = zE[ξ1]
∏
n≥1

1 + z/ζn+1(0)

1 + z/ρn
,

κ̂(z) =
∏
n≥1

1 + z/ζ̂n(0)

1 + z/ρ̂n
,

and ζn(0), ζ̂n(0), ρn and ρ̂n are as in the previous proposition.

A similar result holds when ξ oscillates, with a factor z in both κ and κ̂; see
[48, Corollary 2(ii)].

2.7 The hypergeometric class

Although the connection between the characteristics of the processes ξ∗, ξ↑ and
ξ% is evident at a glance, the structural similarities run deeper. We demonstrate
this by describing the hypergeometric class3 of Lévy processes given in Kuznetsov
and Pardo [46], to which each of these processes belongs.

The hypergeometric class will occur several times in the sequel: we will extend
the range of parameters in chapter 3, where the original class will also appear

3This designation is somewhat ambiguous. A class of ‘hypergeometric Lévy processes’ was
first defined in [57, §6.5], and expanded in [47, §3.2]. The class introduced by [46], which we
consider in this section, is larger than that of [57] but smaller than that of [47]. However, since
we use the class of [46] so frequently, we reserve the term for these processes.
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in an auxiliary role; and the Lamperti representation of both the radial part of
the stable process and the path-censored stable process will be of hypergeometric
class when α ∈ (0, 1]; see sections 3.3 and 4.4.1.

To begin with, define the set of admissible parameters

AHG =
{
β ≤ 1, γ ∈ (0, 1), β̂ ≥ 0, γ̂ ∈ (0, 1)

}
,

and consider the meromorphic function

φ(z) = −Γ(1− β + γ − z)

Γ(1− β − z)

Γ(β̂ + γ̂ + z)

Γ(β̂ + z)
, z ∈ C. (2.16)

It is then known that, providing the parameters are chosen from the set AHG,
the function φ is the Laplace+ exponent of a Lévy process, say ξ, in the sense
that eφ(z) = E[ezξ1 ]. First defining

η = 1− β + γ + β̂ + γ̂,

we have:

Proposition 2.12 ([46, Proposition 1]).

(i) The function φ is the Laplace+ exponent of a Lévy process ξ, with Wiener–
Hopf factorisation

κ(z) =
Γ(1− β + γ + z)

Γ(1− β + z)
, κ̂(z) =

Γ(β̂ + γ̂ + z)

Γ(β̂ + z)
, z ≥ 0.

(ii) The process ξ has absolutely continuous Lévy measure with density

π(x) =


− Γ(η)

Γ(η − γ̂)Γ(−γ)
e−(1−β+γ)x

2F1(1 + γ, η; η − γ̂; e−x), x > 0,

− Γ(η)

Γ(η − γ)Γ(−γ̂)
e(β̂+γ̂)x

2F1(1 + γ̂, η; η − γ; ex), x < 0,

where 2F1 is the Gauss hypergeometric function.

(iii) When β < 1 and β̂ > 0, the process ξ is killed at rate

q =
Γ(1− β + γ)

Γ(1− β)

Γ(β̂ + γ̂)

Γ(β̂)
.

Otherwise, q = 0. When β = 1 and β̂ > 0 (resp., β < 1 and β̂ = 0), ξ drifts
to +∞ (resp., −∞). When β = 1 and β̂ = 0 the process oscillates.
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We call the process ξ a Lévy process in the hypergeometric class, or a hyper-
geometric Lévy process, with parameters (β, γ, β̂, γ̂).

We remark that −ξ is also a hypergeometric Lévy process, with parameters
(1− β̂, γ̂, 1− β, γ).

The Wiener–Hopf factors κ and κ̂ are given in Proposition 2.12 in terms of Laplace
exponents of subordinators; but it is simple to identify precisely the ladder height
processes as members of the Lamperti-stable family of subordinators:

Corollary 2.13. The ascending ladder height process H is a Lamperti-stable
subordinator with parameters

(q, a, b, c, d) =

(
Γ(1− β + γ)

Γ(1− β)
, γ, β, − 1

Γ(−γ)
, 0

)
.

The ascending renewal measure V (dx) = E
∫∞

0
1{Ht∈dx} dt is

V (dx) =
1

Γ(γ)
e−(1−β)x(1− e−x)γ−1 dx.

The descending ladder height process Ĥ is a Lamperti-stable subordinator with
parameters

(q, a, b, c, d) =

(
Γ(β̂ + γ̂)

Γ(β̂)
, γ̂, 1− β̂, − 1

Γ(−γ̂)
, 0

)
.

The descending renewal measure V̂ (dx) = E
∫∞

0
1{Ĥt∈dx} dt is

V̂ (dx) =
1

Γ(γ̂)
e−β̂x(1− e−x)γ̂−1 dx.

Proof. Either substitute in (2.10), or see the proof of [46, Proposition 1] and
compare with the construction of the ‘general hypergeometric Lévy process’ of
[47]. The renewal measures may be verified via the Laplace transform identity∫

[0,∞)

e−λxV (dx) = 1/κ(λ).

We record for future use a result on the killed potential of hypergeometric
Lévy processes. Let

S−0 = inf{t ≥ 0 : ξt < 0},

and for x, y > 0, define

u(x, y) dy = Ex
∫ S−0

0

1{ξs∈dy} ds,
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the potential density of ξ killed outside [0,∞), provided this exists.

Proposition 2.14. Suppose that the killing rate q = 0, that is, either β = 1 or
β̂ = 0. Then for x, y > 0,

u(x, y) =



1

Γ(γ)Γ(γ̂)
e−β̂(x−y)(1− e−(x−y))γ+γ̂−1

×
∫ 1−e−y

1−e−x

0

sγ−1(1− s)(1−β+β̂)−1(1− e−(x−y)s)β−β̂−γ−γ̂ ds,

0 < y < x,
1

Γ(γ)Γ(γ̂)
e−(1−β)(y−x)(1− e−(y−x))γ+γ̂−1

×
∫ 1−e−x

1−e−y

0

sγ̂−1(1− s)(1−β+β̂)−1(1− e−(y−x)s)β−β̂−γ−γ̂ ds,

x < y.

Proof. The proof proceeds via Silverstein’s identity [6, Theorem VI.20]: since the
renewal measures of ξ are absolutely continuous, we find that the density u(x, ·)
exists for each x > 0, and

u(x, y) =


∫ x

x−y
v̂(z)v(z + y − x) dz, 0 < y < x,∫ x

0

v̂(z)v(z + y − x) dz, y > x,

where v and v̂ are the ascending and descending renewal densities of ξ. Inserting
the expressions from Corollary 2.13 and substituting in the integrals then yields
the result.

Clearly the formula simplifies considerably when 1 = β = β̂+γ+ γ̂, and when
we apply this result to the hypergeometric process appearing in chapter 4, this
will be the case.
The utility of the hypergeometric class for us is due primarily to the following
result, whose proof is assembled from Kuznetsov and Pardo [46], Kyprianou et al.
[57] and Chaumont et al. [24]. The following presentation is taken from [46].

Proposition 2.15 ([46, Theorem 1]). The processes ξ∗, ξ↑ and ξ% of section 2.5
are hypergeometric Lévy processes, with parameters as given in the following table.

β γ β̂ γ̂

ξ∗ 1− αρ̂ αρ 1− αρ̂ αρ̂

ξ↑ 1 αρ 1 αρ̂

ξ% 0 αρ 0 αρ̂
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2.7. The hypergeometric class

In the next chapter, we will be interested in computing the law of exponential
functionals of processes in the extended hypergeometric class, and our approach
relies upon similar results for the hypergeometric class given in [46]. We therefore
give a brief summary of these results.

We are interested in the exponential functional of the process ξ,

I(−ξ/δ) =

∫ ∞
0

e−ξt/δ dt,

for δ > 0, which is an a.s. finite random variable provided that β̂ > 0. We
characterise its law via the Mellin transform

M(s) = E[I(−ξ/δ)s−1],

defined for s in some subset of C to be determined.
[46] gives an expression for M in terms of the double gamma function of

Alexeiewsky and Barnes, which may be expressed, for z ∈ C and |arg(τ)| < π, as
the product

G(z, τ) =
z

τ
eaz/τ+bz2/(2τ)

∏
m≥0

∏′

n≥0

(
1 +

z

mτ + n

)
e−z/(mτ+n)+z2/(2(mτ+n)2),

where the prime on the second product indicates that the term corresponding to
m = n = 0 is omitted, and the functions a and b of τ are as chosen in Barnes
[3]. The function G(z; τ) is analytic with respect to z, and possesses certain
quasiperiodicity properties, which we now list for future reference:

G(z + 1; τ) = Γ

(
z

τ

)
G(z; τ), (2.17)

G(z + τ ; τ) = (2π)
τ−1
2 τ

1
2
−zΓ(z)G(z; τ). (2.18)

The proof of these identities may be found in [3].
We may now state the result of [46].

Proposition 2.16 ([46, Theorem 2]). Suppose that β̂ > 0. Then

M(s) = CΓ(s)
G((1− β)δ + s; δ)

G((1− β + γ)δ + s; δ)

G((β̂ + γ̂)δ + 1− s; δ)
G(β̂δ + 1− s; δ)

,

for Re s ∈ (0, 1 + β̂δ), where C is such thatM(1) = 1.

The proof of Proposition 2.16 is based upon the following ‘verification result’,
which will be fundamental to our approach in the next chapter and which we
therefore record here.
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Proposition 2.17 ([46, Proposition 2]). Let φ be the Laplace+ exponent of a Lévy
process ξ, such that either ξ is killed or Eξ1 > 0. Denote byM the Mellin trans-
form of the exponential functional I(−ξ/δ). Assume further that ξ satisfies the
Cramér condition with Cramér number −θ: there exist z0 < 0 and θ ∈ (0,−z0)
such that φ is defined on (z0, 0), and φ(−θ) = 0. Suppose there exists a function
f whose domain contains the vertical strip {s ∈ C : Re s ∈ (0, 1 + θ)}, and that
f satisfies the following properties:

(i) f is analytic and zero-free in the strip Re s ∈ (0, 1 + θ),

(ii) f(1) = 1, and

f(s+ 1) = −sf(s)/φ(−s/δ), s ∈ (0, θ), (2.19)

(iii) |f(s)|−1 = o(exp(2π|Im s|)) as |Im s| → ∞ uniformly in Re s ∈ (0, 1 + θ).

Then,M(s) = f(s) when Re s ∈ (0, 1 + θ).
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Chapter 3

The extended hypergeometric class

In this chapter, we present a class of Lévy processes whose Laplace+ exponent is
identical to that of the hypergeometric Lévy processes, but where the range of
admissible parameters is different; namely, instead of AHG, we consider

AEHG =
{
β ∈ [1, 2], γ, γ̂ ∈ (0, 1), β̂ ∈ [−1, 0]; 1−β+β̂+γ ≥ 0, 1−β+β̂+γ̂ ≥ 0

}
.

We will first prove that such processes exist, by means of synthesising them from
their Wiener–Hopf factors. Then we will find an expression for the exponential
functional of such a process, by connecting it to that of a related hypergeometric
Lévy process. Finally, we will justify our interest in this class of processes by
giving two examples which arise naturally from transformations of the symmet-
ric stable process in conjunction with the Lamperti representation. As a sample
application, we give a re-derivation of the law of the first time at which a sym-
metric stable process hits zero. A third example of an extended hypergeometric
Lévy process will feature in chapter 4 in the form of the Lamperti transform of
the ‘path-censored stable process’; see Theorem 4.18.

3.1 Existence and Wiener–Hopf factorisation

For parameters (β, γ, β̂, γ̂) ∈ AEHG, define

φ(z) = −Γ(1− β + γ − z)

Γ(1− β − z)

Γ(β̂ + γ̂ + z)

Γ(β̂ + z)
, (3.1)

as in the hypergeometric case of (2.16), and also define the auxiliary parameter

η = 1− β + γ + β̂ + γ̂,
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which again is the same as in the hypergeometric case. We begin with the fol-
lowing existence result.

Proposition 3.1. There exists a Lévy process ξ such that E(ezξ1) = eφ(z). Its
Wiener–Hopf factorisation may be expressed as

κ(z) = (−β̂ + z)
Γ(1− β + γ + z)

Γ(2− β + z)
, κ̂(z) = (β − 1 + z)

Γ(β̂ + γ̂ + z)

Γ(1 + β̂ + z)
.

The density of its Lévy measure is given by

π(x) =


− Γ(η)

Γ(η − γ̂)Γ(−γ)
e−(1−β+γ)x

2F1(1 + γ, η; η − γ̂; e−x), x > 0,

− Γ(η)

Γ(η − γ)Γ(−γ̂)
e(β̂+γ̂)x

2F1(1 + γ̂, η; η − γ; ex), x < 0,
(3.2)

where 2F1 is the Gauss hypergeometric function.
The behaviour at large times is as follows:

(a) ξ drifts to +∞ if β > 1, β̂ = 0.

(b) ξ drifts to −∞ if β = 1, β̂ < 0.

(c) ξ oscillates if β = 1, β̂ = 0. In this case, ξ is a hypergeometric Lévy process.

(d) X is killed if β ∈ (1, 2), β̂ ∈ (−1, 0). The killing rate is Γ(1−β+γ)
Γ(1−β)

Γ(β̂+γ̂)

Γ(β̂)
.

Proof. We remark that there is nothing to do in case (c) since such processes are
analysed in [46]; however, the proof below also works in this case.

We first identify the proposed ascending and descending ladder processes.
Once we have shown that φ really is the Laplace+ exponent of a Lévy process,
this will be the proof of the Wiener-Hopf factorisation.

Some simple algebraic manipulation shows that

κ =
(
T−β̂υ

∗)∗,
where T−β̂ is the transformation of section 2.6.2, and

υ∗(z) =
Γ(2− β + β̂ + z)

Γ(1− β + β̂ + γ + z)
,

provided that υ∗ is a special Bernstein function. In fact, under the constraint that
1− β + β̂ + γ ≥ 0, υ∗ is precisely the sort of function considered in Lemma 2.6,
and is therefore even a complete Bernstein function, and in particular a special
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Bernstein function. Furthermore, we may identify this υ∗ as the Laplace exponent
of a Lamperti-stable subordinator with parameters

(
q, a, b, c, d

)
=

(
Γ(2− β + β̂)

Γ(1− β + β̂ + γ)
, 1− γ, β − β̂ − γ, − 1

Γ(γ − 1)
, 0

)
,

with notation as in section 2.6.1.
For the descending factor, we see that

κ̂ =
(
Tβ−1υ̂

∗)∗,
with

υ̂∗(z) =
Γ(2− β + β̂ + z)

Γ(1− β + β̂ + γ̂ + z)
,

where, by the same reasoning as before, the function υ̂∗ is a complete Bernstein
function provided that 1− β + β̂ + γ̂ ≥ 0. Again, υ̂∗ is the Laplace exponent of
a Lamperti-stable subordinator with parameters

(
q, a, b, c, d

)
=

(
Γ(2− β + β̂)

Γ(1− β + β̂ + γ̂)
, 1− γ̂, β − β̂ − γ̂, − 1

Γ(γ̂ − 1)
, 0

)
.

Having identified the ladder height processes we are looking at, we use Vigon’s
theory of philanthropy to demonstrate the existence of a Lévy process with the
given Wiener–Hopf factorisation; see section 2.6.3.

We now make some deductions, using Lemma 2.5 several times. Since υ∗ is a
complete Bernstein function, it follows from Proposition 2.7 that both Tβ̂υ∗ and
its conjugate κ are also complete Bernstein functions. The subordinator corre-
sponding to κ therefore has a completely monotone Lévy density, and thus in
particular is a philanthropist. The same applies to κ̂. Thus by Proposition 2.9,
there exists a Lévy process ξ which, by construction, has the Wiener–Hopf fac-
torisation we claim.

The claim about the large time behaviour follows from the Wiener-Hopf fac-
torisation: κ(0) = 0 if and only if the range of ξ is a.s. unbounded above, and
κ̂(0) = 0 if and only if the range of ξ is a.s. unbounded below; so we need only
examine the values of κ(0), κ̂(0) in each of the four parameter regimes.

We now proceed to calculate the Lévy measure of ξ. A fairly simple way to
do this is to make use of the theory of the meromorphic class of Lévy processes,
which we discussed in section 2.6.4. We first show that ξ is in the meromorphic
class. Initially suppose that

1− β + β̂ + γ > 0, 1− β + β̂ + γ̂ > 0; (3.3)

we will relax this assumption later. Looking at the expression (3.1) for φ, we see
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that it has zeroes (ζn)n≥1, (−ζ̂n)n≥1 and (simple) poles (ρn)n≥1, (−ρ̂n)n≥1 given as
follows:

ζ1 = −β̂, ζn = n− β, n ≥ 2,

ρn = n− β + γ, n ≥ 1,

ζ̂1 = β − 1, ζ̂n = β̂ + n− 1, n ≥ 2,

ρ̂n = β̂ + γ̂ + n− 1, n ≥ 1,

and that they satisfy the interlacing condition

· · · < −ρ̂2 < −ζ̂2 < −ρ̂1 < −ζ̂1 < 0 < ζ1 < ρ1 < ζ2 < ρ2 < · · · .

We now give an infinite product representation of the Wiener–Hopf factors κ, κ̂.
Using the Weierstrass representation [38, 8.322] of the gamma function, we have,
for z ≥ 0,

κ(z) = (−β̂ + z)
Γ(1− β + γ + z)

Γ(2− β + z)

= (−β̂ + z)e−C(γ−1) 2− β + z

1− β + γ + z

∞∏
k=1

e(γ−1)/k 1 + 2−β+z
k

1 + 1−β+γ+z
k

= (−β̂)

[
2− β

1− β + γ
e−C(γ−1)

∞∏
k=1

e(γ−1)/k 1 + 2−β
k

1 + 1−β+γ
k

](
1 + z

−β̂

) ∞∏
n=1

1 + z
n+1−β

1 + z
n−β+γ

= (−β̂)
Γ(1− β + γ)

Γ(2− β)

∞∏
n=1

1 + z
ζn

1 + z
ρn

,

where C is the Euler–Mascheroni constant. By a very similar calculation,

κ̂(z) = (β − 1)
Γ(β̂ + γ̂)

Γ(1 + β̂)

∞∏
n=1

1 + z

ζ̂n

1 + z
ρ̂n

, z ≥ 0.

Now, if q > 0, we may compare these product representations with Proposi-
tion 2.10 to see that ξ is in the meromorphic class. If q = 0 we proceed differently.
Suppose that ξ drifts to +∞, so that β̂ = 0 and the linear factor in κ(z) is equal
to z. Modifying the calculation above to avoid incorporating that factor into the
product, we obtain

κ(z) = z
Γ(1− β + γ)

Γ(2− β)

∞∏
n=1

1 + z
ζn+1

1 + z
ρn

, κ̂(z) = (β − 1)Γ(β̂ + γ̂)
∞∏
n=1

1 + z

ζ̂n

1 + z
ρ̂n

.

Apart from the normalisation, this is precisely the representation given in Propo-
sition 2.11 of the Wiener–Hopf factors of a meromorphic Lévy process. Since
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3.1. Existence and Wiener–Hopf factorisation

ξ has the same Wiener–Hopf factorisation as a meromorphic Lévy process, it is
one. If ξ drifts to −∞, the proof is essentially the same, but with the factor z
appearing in κ̂ instead of κ, and if ξ oscillates, one uses [48, Corollary 2(ii)], and
a factor z appears in both κ and κ̂.

We now calculate the Lévy density. By the definition of the meromorphic
class, the Lévy measure of ξ has a density of the form

π(x) = 1{x>0}
∑
n≥1

anρne
−ρnx + 1{x<0}

∑
n≥1

ânρ̂ne
ρ̂nx, (3.4)

where (an)n≥1, (ân)n≥1 are some positive coefficients, and the ρn and ρ̂n are as
above. Furthermore, from [48, equation (8)], we see that

anρn = −Res(φ(z) : z = ρn),

with a similar expression also holding for ânρ̂n. (This remark is made on page 1111
of [48].) From here it is simple to compute

anρn = −(−1)n−1

(n− 1)!

1

Γ(1− γ − n)

Γ(η + n− 1)

Γ(η − γ̂ + n− 1)
, n ≥ 1,

and a similar identity for ânρ̂n. The expression (3.2) follows by substituting in
(3.4) and using the series definition of the hypergeometric function.

Suppose now that (3.3) fails, and that we have, say, 1− β + β̂ + γ̂ = 0. Then
ζ1 = ρ1, which is to say the first zero-pole pair to the right of the origin is removed.
It is clear that ξ still falls into the meromorphic class, and indeed, our expression
for π remains valid: although the initial pole ρ1 no longer exists, the corresponding
coefficient a1ρ1 vanishes as well. Similarly, we may allow 1 − β + β̂ + γ = 0, in
which case the zero-pole pair to the left of the origin is removed; or we may allow
both expressions to be zero, in which case both pairs are removed. The proof
carries through in all cases.

We propose to call this the extended hypergeometric class of Lévy processes.

Remark 3.2. If ξ is a process in the extended hypergeometric class, with pa-
rameters (β, γ, β̂, γ̂), then the dual process −ξ also lies in this class, and has
parameters (1− β̂, γ̂, 1− β, γ).

Remark 3.3. We remark here that, instead of adopting the parameters in AEHG

as we have, one could extend the parameter range AHG by moving only β, or only
β̂. To be precise, both

AβEHG =
{
β ∈ [1, 2], γ, γ̂ ∈ (0, 1), β̂ ≥ 0; 1− β + β̂ + γ ≤ 0, 1− β + β̂ + γ̂ ≥ 0

}
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3. The extended hypergeometric class

and

Aβ̂EHG =
{
β ≤ 1, γ, γ̂ ∈ (0, 1), β̂ ∈ [−1, 0]; 1− β + β̂ + γ ≥ 0, 1− β + β̂ + γ̂ ≤ 0

}
are suitable parameter regimes, and, as in the above proof, one may use the
meromorphic class of Lévy processes to develop a similar theory for parameters
in AβEHG or Aβ̂EHG; for instance, for parameters in AβEHG, one has the Wiener–Hopf
factors

κ(z) =
Γ(2− β + γ + z)

Γ(2− β + z)
, κ̂(z) =

β − 1 + z

β − 1− γ + z

Γ(β̂ + γ̂ + z)

Γ(β̂ + z)
.

However, we are not aware of any natural examples of processes in these classes.

3.2 The exponential functional

The exponential functional of a Lévy process has been studied extensively; the
paper of Bertoin and Yor [9] gives a survey of the literature. In the context of
self-similar Markov processes, the exponential functional appears in the entrance
law of a pssMp started at zero (see, for example, Bertoin and Yor [8]), and
Pardo [65] relates the exponential functional of a Lévy process to envelopes of
its associated pssMp. We are interested in the exponential functional because it
is related to the hitting time of points for the pssMp associated with it via the
Lamperti representation; and we will use the results of this section, in a special
case, for precisely this purpose in section 3.3.

Suppose that ξ is a Lévy process in the extended hypergeometric class with β > 1,
which is to say either ξ is killed or it drifts to +∞.

As in section 2.7, we seek to characterise the law of the exponential functional
of the process,

I(−ξ/δ) =

∫ ∞
0

e−ξt/δ dt,

for δ > 0, which is an a.s. finite random variable under the conditions we have
just outlined.

Define the Mellin transform of this quantity,

M(s) = E
[
I(−ξ/δ)s−1

]
.

As we explained in section 2.7, if ξ is a hypergeometric Lévy process, the function
M can be given in terms of gamma functions and double gamma functions. Our
goal in this section is the following result, which does the same for the extended
hypergeometric class.
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3.2. The exponential functional

Proposition 3.4. Suppose that ξ is a Lévy process in the extended hypergeometric
class with β > 1. Define θ = δ(β − 1).

Then, the Mellin transformM of I(−ξ/δ) is given, for Re(s) ∈ (0, 1 + θ), by

M(s) = cM̃(s)
Γ(δ(1− β + γ) + s)

Γ(−δβ̂ + s)

Γ(δ(β − 1) + 1− s)
Γ(δ(β̂ + γ̂) + 1− s)

, (3.5)

where M̃ is the Mellin transform of I(−ζ/δ), and ζ is an auxiliary Lévy process
in the hypergeometric class, with parameters (β − 1, γ, β̂ + 1, γ̂). The constant c
is such thatM(1) = 1.

Proof. The process ξ/δ has Laplace+ exponent φδ given by φδ(z) = φ(z/δ). The
relationship with ζ comes from the following calculation:

φδ(z) =
−β̂ − z/δ

1− β + γ − z/δ
β − 1 + z/δ

β̂ + γ̂ + z/δ

Γ(2− β + γ − z/δ)
Γ(2− β − z/δ)

Γ(1 + β̂ + γ̂ + z/δ)

Γ(1 + β̂ + z/δ)

=
−β̂ − z/δ

1− β + γ − z/δ
β − 1 + z/δ

β̂ + γ̂ + z/δ
φ̃δ(z), (3.6)

where φ̃δ is the Laplace+ exponent of a Lévy process ζ/δ, with ζ as in the state-
ment of the theorem.

Denote the right-hand side of (3.5) by f(s). The proof now proceeds via the
‘verification result’ which we quoted in Proposition 2.17.

Recall that a Lévy process with Laplace+ exponent φ is said to satisfy the
Cramér condition with Cramér number −θ if there exists z0 < 0 and θ ∈ (0,−z0)
such that φ(z) is defined for all z ∈ (z0, 0) and φ(−θ) = 0.

Inspecting the Laplace+ exponent φδ reveals that ξ/δ satisfies the Cramér
condition with Cramér number −θ, where θ = δ(β − 1).

Let θ̃ = δ(β̂+1). Then ζ/δ satisfies the Cramér condition with Cramér number
−θ̃. It follows from [69, Lemma 2] that M̃ is analytic for Re s ∈ (0, 1 + θ̃), and
since I(−ζ/δ)s−1 is a positive random variable, M̃ also has no zeroes in this
set. The constraints in the parameter set AEHG then ensure that θ̃ ≥ θ; this,
together with inspecting the right-hand side of (3.5) and comparing again with
the conditions in AEHG, demonstrates that f(s) is analytic and zero-free in the
strip Re(s) ∈ (0, 1 + θ).

We must then check the functional equation

f(s+ 1) = −sf(s)/φδ(−s),
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3. The extended hypergeometric class

for s ∈ (0, θ). Apply (3.6) to write

− s

φδ(−s)
= − s

φ̃δ(−s)
1− β + γ + s/δ

−β̂ + s/δ

β̂ + γ̂ − s/δ
β − 1− s/δ

=
M̃(s+ 1)

M̃(s)

δ(1− β + γ) + s

−δβ̂ + s

δ(β̂ + γ̂)− s
δ(β − 1)− s

=
M̃(s+ 1)

M̃(s)

Γ(−δβ̂ + s)

Γ(−δβ̂ + s+ 1)

Γ(δ(1− β + γ) + s+ 1)

Γ(δ(1− β + γ) + s)

× Γ(δ(β̂ + γ̂) + 1− s)
Γ(δ(β̂ + γ̂)− s)

Γ(δ(β − 1)− s)
Γ(δ(β − 1) + 1− s)

,

making use of the same functional equation for the Mellin transform M̃. It is
then clear that the right-hand side is equal to f(s+ 1)/f(s).

Finally, it remains to check that |f(s)|−1 = o(exp(2π|Im(s)|)), uniformly for
Re(s) ∈ (0, 1 + θ) as |Im(s)| → ∞.

We know from [46, proof of Theorem 2] that

log
(∣∣M̃(s)

∣∣−1)
=
π

2
(1− γ + γ̂)|Im s|+ o(Im s),

uniformly in the (wider) strip Re s ∈ (0, 1 + θ̃). Recall Stirling’s asymptotic
formula:

log Γ(z) =

(
z − 1

2

)
log(z)− z +

1

2
log(2π) +O(z−1), z →∞, (3.7)

which is uniform in |arg z| < π − ω for any choice of ω > 0; see [62, Chapter 8,
§4]. From this we derive the simpler

log Γ(z) = z log z − z +O(log z),

and when applied to the remaining terms in our expression for f this gives

log

∣∣∣∣Γ(δ(1− β + γ) + s)

Γ(−δβ̂ + s)

Γ(δ(β − 1) + 1− s)
Γ(δ(β̂ + γ̂) + 1− s)

∣∣∣∣−1

= O(log s) = o(Im s).

That is, we have

log|f(s)|−1 =
π

2
(1− γ + γ̂)|Im s|+ o(Im s).
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3.3. The radial part of the symmetric stable process

We make the following (standard) calculation, recalling that 1− γ + γ̂ ∈ (0, 2):

|f(s)|−1

exp(π|Im s|)
= exp

[
log|f(s)|−1 − π|Im s|

|Im s|
|Im s|

]
= exp

[(
log|f(s)|−1 − π

2
(1− γ + γ̂)|Im s|
|Im s|

− π
(
1− 1

2
(1− γ + γ̂)

))
|Im s|

]
,

and by picking |Im s| large in order to make the term in parentheses negative,
we obtain |f(s)|−1 = o(exp(π|Im s|)), uniformly in the strip Re(s) ∈ (0, 1 + θ), as
required.

Hence, f(s) =M(s) when Re(s) ∈ (0, 1 + θ).

Let us add that the domain Re(s) ∈ (0, 1 + θ) is delineated by poles ofM at
the points 0 and 1 + θ, and so in generalM is not defined in any strictly larger
strip. However, in the next section we shall see an example where β̂ = 0, causing
a pole–zero pair inM to cancel and allowing the domain ofM to be expanded.

We further remark on the powerful effect that the Cramér condition has on
the exponential functional. Let us denote by MHG the Mellin transform which
appeared in Proposition 2.16 for the hypergeometric class. Both our function
M and the functionMHG satisfy the functional equation (2.19) and the asymp-
totic growth which are necessary to be candidate Mellin transforms, but when
we are working in the extended hypergeometric class, the function MHG has
a pole at 1 + δβ̂ < 1, and hence is certainly not analytic in the whole strip
0 < Re s < 1 + δ(β − 1).

3.3 The radial part of the symmetric stable pro-
cess

Let X be the stable process as defined in section 2.2, and assume further that it
is symmetric; that is, ρ = 1/2. Recall the definition of the stopping time

T0 = inf{t ≥ 0 : Xt = 0},

which may be infinite. Then define the process R = (Rt)t≥0 by

Rt = |Xt|1{t<T0}.

It is not difficult to see that this process, equipped with probability laws (Px)x>0,
is a pssMp. Denote its Lamperti representation by ξR.
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3. The extended hypergeometric class

Caballero et al. [17] considered the Lévy process ξR associated to the radial
part of a d-dimensional stable process, and found the Wiener–Hopf factorisation
of ξR when α < d; it emerges that the process is a hypergeometric Lévy process.
However, the methods in [17] did not allow the authors to deal with the case
α ≥ d = 1.

In [17], Caballero et al. also showed that when α < d = 1, the process ξR could
be decomposed into a compound Poisson process and a Lévy process of infinite
jump activity. By observing that this decomposition holds also for α ≥ d = 1,
we give a new derivation of the characteristic exponent of ξR in one dimension.
The Wiener–Hopf factorisation of ξR is then clear, since it is a hypergeometric
Lévy process when α ≤ 1. Furthermore, since we also have the extended hyper-
geometric class at our disposal, we give the Wiener-Hopf factorisation of ξR when
α > d = 1, which is a new result.

Note that, when X is symmetric, the parameters c+ and c− coincide and have
the common value

c± =
Γ(α + 1)

Γ(α/2)Γ(1− α/2)
=

2α−1αΓ(1/2 + α/2)

Γ(1− α/2)Γ(1/2)
.

We mention the equivalent value on the right-hand side since this expression is
used in [17]. The proof of this equality is via the doubling formula [38, 8.335.1]
for the gamma function.

We prove a short lemma, and then begin to expose the structure of ξR. Define
the stopping time

τ = inf{t ≥ 0 : Xt < 0},

which is the killing time of X∗, the stable process killed upon passing below the
level 0.

Lemma 3.5. For any x > 0, the joint law of (Rτ , Rτ−) under Px is equal to that
of (xRτ , xRτ−) under P1.

Proof. The proof is an application of scaling; we give it only for the distribution
of Rτ , but the proof for the joint law is essentially identical.

Fix c > 0, and define the rescaled process (R̃t)t≥0 by R̃t = cRc−αt. Let
τ̃ = inf{t ≥ 0 : R̃t < 0}. Then,

cατ = inf{cαt : t ≥ 0, Rt < 0} = inf{t ≥ 0 : cRc−αt < 0} = τ̃ .

This implies that for every c, x > 0, the measures Px(Rτ ∈ ·) and Pcx(c
−1Rτ ∈ ·)

are equal. The claim follows by setting c = 1/x.

Proposition 3.6 (Structure of ξR). The Lévy process ξR is the sum of two in-
dependent Lévy processes, ξR,L and ξR,C, such that
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3.3. The radial part of the symmetric stable process

(i) The Lévy process ξR,L has characteristic exponent

Ψ∗(θ)− c±/α, θ ∈ R, (3.8)

where Ψ∗ is the characteristic exponent of the process ξ∗, which was de-
fined in section 2.5 to be the Lamperti transform of X∗, the stable process
killed upon first passage below zero. That is, ξR,L is formed by removing the
independent killing from ξ∗.

(ii) The process ξR,C is a compound Poisson process whose jumps occur at rate
c±/α, whose Lévy density is

πR,C(y) = c±
ey

(1 + ey)α+1
, y ∈ R. (3.9)

Proof. In Proposition 1 of [17], the authors decompose the Lévy measure of ξR
into that of ξR,L and the measure with density πR,C. They do so under the
assumption α ∈ (0, 1); however, this is not used in the proof, which works for any
α ∈ (0, 2). Since the law of a compound Poisson process is determined entirely
by its Lévy measure, the proposition will be proved once we show that ξR is the
sum of a process with the law of ξR,L and a compound Poisson process.

It is clear that the path section (Rt)t<τ agrees with (X∗t )t<τ ; however, rather
than being killed at time τ , the process R jumps to a positive state. Recall
now that the effect of the Lamperti transform on the time τ is to turn it into
an exponential time of rate c±/α which is independent of (ξRs )s<S(τ). This im-
mediately yields the decomposition of ξR into the sum of ξR,L := (ξR,Ls )s≥0 and
ξR,C := (ξR,Cs )s≥0, where ξR,C is a process which jumps at the times of a Poisson
process with rate c±/α, but whose jumps may depend on the position of ξR prior
to this jump.

What remains is to be shown is that the values of the jumps of ξR,C are also
independent of ξR,L. By the strong Markov property, it is sufficient to show that
the first jump of ξR,C is independent of the previous path of ξR,L, or equivalently,
of ξR. Now, using only the independence of the jump times of ξR,L and ξR,C, we
can compute

∆Rτ := Rτ −Rτ− = exp(ξR,LS(τ) + ξR,CS(τ))− exp(ξR,LS(τ)− + ξR,CS(τ)−)

= exp(ξRS(τ)−)
[
exp(∆ξR,CS(τ))− 1

]
= Rτ−

[
exp(∆ξR,CS(τ))− 1

]
,

where S is the Lamperti time change for R, and ∆ξR,Cs = ξR,Cs − ξR,Cs− . Now,

exp(∆ξR,CS(τ)) = 1 +
∆Rτ

Rτ−
=

Rτ

Rτ−
. (3.10)
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3. The extended hypergeometric class

Hence, it is sufficient to show that Rτ
Rτ−

is independent of (Rt, t < τ). The proof
of this is identical to that of Theorem 4(iii) in Chaumont et al. [25], which we
reproduce here for clarity.

First, observe that one consequence of Lemma 3.5 is that, for g a Borel func-
tion and x > 0,

Ex

[
g

(
Rτ

Rτ−

)]
= E1

[
g

(
Rτ

Rτ−

)]
.

Now, fix n ∈ N, f and g Borel functions and s1 < s2 < · · · < sn = t. Then, using
the Markov property and the above equality,

E1

[
f(Rs1 , . . . , Rt)g

(
Rτ

Rτ−

)
1{t<τ}

]
= E1

[
f(Rs1 , . . . , Rt)1{t<τ}ERt

[
g

(
Rτ

Rτ−

)]]
= E1

[
f(Rs1 , . . . , Xt)1{t<τ}

]
E1

[
g

(
Rτ

Rτ−

)]
.

We have now shown that ξR,L and ξR,C are independent, and as discussed above,
this completes the proof.

Remark 3.7. In [17, Proposition 1], it is proved that

πR = πR,L + πR,C, (3.11)

where πR and πR,L are the Lévy densities of ξR and ξR,L respectively, and πR,C
is the function given in (3.9). When α < 1, which is a necessary and sufficient
condition for all processes involved to be of bounded variation, this suffices to
prove Proposition 3.6. However, when α ≥ 1, although (3.11) is sufficient to prove
that ξR is the sum of ξR,C and a process with the same Lévy measure as ξR,L, it
is not clear how to ensure that the centre in the Lévy–Khintchine representation
of ξR,L is correct. Hence, we give the more robust proof above.

Theorem 3.8 (Characteristic exponent). The characteristic exponent of the Lévy
process 2ξR is given by

ΨR(2θ) = 2α
Γ(α/2− iθ)

Γ(−iθ)

Γ(1/2 + iθ)

Γ((1− α)/2 + iθ)
, θ ∈ R, (3.12)

where ΨR is the characteristic exponent of ξR.

Proof. Using Proposition 2.15 to obtain an expression for the characteristic ex-
ponent Ψ∗ and substituting in the formula (3.8), we have, for the characteristic
exponent of ξR,L:

ΨR,L(θ) =
Γ(α− iθ)Γ(1 + iθ)

Γ(α/2− iθ)Γ(1− α/2 + iθ)
− Γ(α)

Γ(α/2)Γ(1− α/2)
.
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We calculate the characteristic exponent of ξR,C by hand, using the beta integral
[38, 8.380.3]:

ΨR,C(θ) = c±

∫ ∞
−∞

(1− eiθy)πR,C(y)dy

= c±

∫ ∞
0

(
1

(t+ 1)α+1
− tiθ

(t+ 1)α+1

)
dt

=
Γ(α + 1)

Γ(α/2)Γ(1− α/2)

[
1

α
− Γ(1 + iθ)Γ(α− iθ)

Γ(α + 1)

]
.

Summing these, then using product–sum identities and [38, 8.334.2–3],

ΨR(θ) = Γ(α− iθ)Γ(1 + iθ)

[
sin
(
π(α/2− iθ)

)
π

−
sin
(
πα/2

)
π

]
=

2

π
Γ(α− iθ)Γ(1 + iθ) cos

π(α− iθ)

2
sin
−iθπ

2

= 2π
Γ(α− iθ)

Γ((α− iθ)/2 + 1/2)

Γ(1 + iθ)

Γ((1 + iθ)/2 + 1/2)

1

Γ(−iθ/2)Γ((1− α + iθ)/2)
.

Now, applying the doubling formula

Γ(2x)

Γ(x+ 1/2)
=

Γ(x)22x−1

√
π

,

twice, we obtain the expression in the theorem.

We now identify the Wiener–Hopf factorisation of ξR, which will depend on
the value of α. However, note the factor 2α in (3.12). In the context of the
Wiener–Hopf factorisation, we could ignore this factor by picking an appropriate
normalisation of local time; however, another approach is as follows.

Let us write R′ = 1
2
R, and denote by ξR′ the Lamperti transform of R′. Then

the scaling of space on the level of the self-similar process is converted by the
Lamperti transform into a scaling of time, so that ξRs = log 2+ξR

′
s2α . In particular,

if we write ΨR′ for the characteristic exponent of ξR′ , it follows that ΨR′ = 2−αΨR.
This allows us to disregard the inconvenient constant factor in (3.12), if we work
with ξR′ instead of ξR.

The following corollary is now simple when we bear in mind the hypergeo-
metric class of Lévy processes introduced in section 2.7. We emphasise that this
Wiener–Hopf factorisation was derived by different methods in [17] for α < 1,
though not α = 1.

Corollary 3.9 (Wiener–Hopf factorisation, α ∈ (0, 1]). The Wiener–Hopf fac-
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torisation of 2ξR
′ when α ∈ (0, 1] is given by

ΨR′(2θ) =
Γ(α/2− iθ)

Γ(−iθ)
× Γ(1/2 + iθ)

Γ((1− α)/2 + iθ)
, θ ∈ R,

and 2ξR′ is a Lévy process of the hypergeometric class with parameters

(β, γ, β̂, γ̂) = (1, α/2, (1− α)/2, α/2).

Proof. It suffices to compare the characteristic exponent with that of a hyperge-
ometric Lévy process.

When α > 1, the process ξR′ is not a hypergeometric Lévy process; however,
it is in the extended hypergeometric class, and we therefore have the following
result, which is new.

Theorem 3.10 (Wiener–Hopf factorisation, α ∈ (1, 2)). The Wiener–Hopf fac-
torisation of 2ξR

′ when α ∈ (1, 2) is given by

ΨR′(2θ) =

(
α− 1

2
− iθ

)
Γ(α/2− iθ)

Γ(1− iθ)
× iθ

Γ(1/2 + iθ)

Γ((3− α)/2 + iθ)
, (3.13)

and 2ξR
′ is a Lévy process in the extended hypergeometric class, with parameters

(β, γ, β̂, γ̂) = (1, α/2, (1− α)/2, α/2).

Proof. Simply use Theorem 3.8; using the formula xΓ(x) = Γ(x+1) yields (3.13).
That this is indeed the Wiener-Hopf factorisation follows once we recognise 2ξR

′

as a process in the extended hypergeometric class, and apply Proposition 3.1.

As an illustration of the utility of the extended hypergeometric class, we will now
derive an expression for the Mellin transform of the exponential functional for
the dual process −ξR′ . This quantity is linked by the Lamperti representation to
the hitting time of zero for X; see section 2.4. In particular, if

T0 = inf{t ≥ 0 : Xt = 0},

we have that

T0 =

∫ ∞
0

e−αξ
R
t dt =

∫ ∞
0

e−αξ
R′
2αt dt = 2−α

∫ ∞
0

e−αξ
R′
s ds = 2−αI(−αξR′). (3.14)

Since −2ξR
′ is an extended hypergeometric Lévy process with parameters(

α+1
2
, α

2
, 0, α

2

)
, which drifts to +∞, we may apply the theory just developed to

compute the Mellin transform of the right-hand side of (3.14). Denote this by
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M; that is,
M(s) = E

[
I(−αξR′)s−1

]
,

for some range of s ∈ C to be determined.

Proposition 3.11. For Re s ∈ (−1/α, 2− 1/α),

M(s) =

√
π

Γ( 1
α

)Γ(1− 1
α

)

Γ(1 + α
2
− αs

2
)

Γ(1−α
2

+ αs
2

)
Γ( 1

α
− 1 + s)

Γ(2− 1
α
− s)

Γ(2− s)
. (3.15)

Proof. Let ζ be a hypergeometric Lévy process with parameters
(
α−1

2
, α

2
, 1, α

2

)
,

and denote by M̃ the Mellin transform of the exponential functional I(−α/2 · ζ),
which is known to be defined for Re s ∈ (0, 1 + 2/α).

We can then use Proposition 3.4 to make the following calculation, provided
that Re s ∈ (0, 2− 1/α). Here G is again the double gamma function, as in
section 2.7, and we use [46, equation (19)] in the third line and the identity
xΓ(x) = Γ(x+ 1) in the final line. For normalisation constants C (and C ′) to be
determined, we have

M(s) = CM̃(s)
Γ( 1

α
+ s)

Γ(s)

Γ(2− 1
α
− s)

Γ(2− s)

= C
G
(

3
α
− 1 + s; 2

α

)
G
(

3
α

+ s; 2
α

) G
(

2
α

+ 2− s; 2
α

)
G
(

2
α

+ 1− s; 2
α

)Γ(s)
Γ( 1

α
+ s)

Γ(s)

Γ(2− 1
α
− s)

Γ(2− s)

= C
Γ
(
1 + α

2
− α

2
s
)

Γ
(

3−α
2

+ α
2
s
) Γ( 1

α
+ s)

Γ(2− 1
α
− s)

Γ(2− s)

= C ′
Γ(1 + α

2
− αs

2
)

Γ(1−α
2

+ αs
2

)
Γ( 1

α
− 1 + s)

Γ(2− 1
α
− s)

Γ(2− s)
.

The conditionM(1) = 1 means that we can calculate

C ′ =

√
π

Γ( 1
α

)Γ(1− 1
α

)
, (3.16)

and this gives the Mellin transform explicitly, for Re s ∈ (0, 2− 1/α).
We now expand the domain ofM. Note that, in contrast to the general case

of Proposition 3.4, the right-hand side of (3.15) is well-defined in the domain
Re s ∈ (−1/α, 2− 1/α), and is indeed analytic in this region. (The reason for this
difference is the cancellation of a simple pole and zero at the point 0.) Theorem
2 of [59] shows that, if the Mellin transform of a probability measure is analytic
in a neighbourhood of the point 1 ∈ C, then it is analytic in a strip Re s ∈ (a, b),
where −∞ ≤ a < b ≤ ∞; and futhermore, the function has singularities at a
and b, if they are finite. It then follows that the right-hand side of (3.15) must
actually be equal toM in all of Re s ∈ (−1/α, 2− 1/α), and this completes the
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proof.

Since M turns out to consist of gamma functions, one might hope, in ret-
rospect, to prove (3.15) without the need for the full power of the extended
hypergeometric family. Indeed, this is the approach taken in [49]. We reproduce
that proof below.

Alternate proof of Proposition 3.11. Write the Laplace+ exponent of −2ξR
′ as φ,

that is,

φ(z) = − Γ(1/2− z)

Γ((1− α)/2− z)

Γ(α/2 + z)

Γ(z)
,

and write f(s) for the right-hand side of (3.15). We begin by noting that −αξR′

satisfies the Cramér condition with Cramér number −(1− 1/α); the verification
result of Proposition 2.17 therefore allows us to prove the claim in the region
Re s ∈ (0, 2− 1/α) once we verify some conditions which f should satisfy on this
domain.

It is straightforward to check that f(s) is analytic and zero-free in the strip
Re s ∈ (0, 2− 1/α), and that it satisfies (2.19) with δ = 2/α.

Finally, we need to investigate the asymptotics of f(s) as |Im s| → ∞. To do
this, we will use the fact that

lim
|y|→∞

|Γ(x+ iy)|
|y|x− 1

2 e−
π
2
|y|

=
√

2π, (3.17)

This can be derived from the Stirling’s asymptotic formula (3.7), which we recall
holds uniformly as z → ∞ and |arg(z)| < π − ω, for fixed ω > 0; hence the
convergence in (3.17) is also uniform in x belonging to a compact subset of R.
We calculate, giving C ′ the same value as in (3.16) and assuming |Im s| > 1,

|f(s)|−1 ∼ C ′√
2π

(
α

2

)− 1
2
−α+αRe s

|Im s|1−α+(α−3) Re s exp
(π

2
|Im s|

)
≤ C ′√

2π

(
α

2

)−( 1
2

+α)

exp
(π

2
|Im s|

)
= o(exp(π|Im s|))

where all asymptotics are uniform in {s ∈ C : Re s ∈ (0, 2− 1/α), |Im s| > 1} as
|Im s| → ∞. This gives the asymptotic growth that we require.

The conditions of [46, Propositon 2] are therefore satisfied, and it follows that
the formula in the proposition holds for Re s ∈ (0, 2−1/α). Since f(s) is analytic
in the wider strip Re s ∈ (−1/α, 2 − 1/α), we conclude, just as in the previous
proof of this proposition, that (3.15) holds in this larger domain as well.
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3.4. The radial part of the symmetric stable process conditioned to avoid zero

Thanks to (3.14), Proposition 3.11 yields an expression for the Mellin trans-
form E1[T s−1

0 ] of the hitting time of zero for the symmetric stable process, which
agrees with the expression of Cordero [29, equation (1.36)] and the representa-
tion of Yano et al. [81, Theorem 85.3]. We will reiterate and extend this result
in chapter 6.

3.4 The radial part of the symmetric stable pro-
cess conditioned to avoid zero

In [25, §4.2], Chaumont, Pantí and Rivero discuss a harmonic transform of a
stable process with α > 1 which results in conditioning to avoid zero. The results
quoted in that paper are a special case of the notion of conditioning a Lévy
process to avoid zero, which is explored in Pantí [63, 64].

In these works, the authors define

hl(x) = K(α)(1− β sgn(x))|x|α−1, x ∈ R, (3.18)

where the constant

K(α) =
Γ(2− α) sin(πα/2)

cπ(α− 1)(1 + β2 tan2(πα/2))

is defined in terms of

c = −(c+ + c−)Γ(−α) cos(πα/2) = cos(πα(ρ− 1/2))

and
β =

c+ − c−
c+ + c−

=
tan(πα(ρ− 1/2))

tan(πα/2)
,

which are the quantities appearing in (2.2). If we write the function hl in terms
of the (α, ρ) parameterisation which we prefer, we obtain

hl(x) =


−Γ(1− α)

sin(παρ̂)

π
xα−1, x > 0,

−Γ(1− α)
sin(παρ)

π
xα−1, x < 0.

In [63], Pantí proves the following proposition for all Lévy processes, and
x ∈ R, with a suitable definition of hl. Here we quote only the result for stable
processes and x 6= 0. Hereafter, (Ft)t≥0 is the standard filtration associated with
X, and n refers to the excursion measure of the stable process away from zero,
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3. The extended hypergeometric class

normalised (see [63, (7)] and [34, (4.11)]) such that

n(1− e−qζ) = 1/uq(0),

where ζ is the excursion length and uq is the q-potential density of the stable
process.

Proposition 3.12 ([63, Theorem 2, Theorem 6]). Let X be a stable process, and
hl the function in (3.18).

(i) The function hl is invariant for the stable process killed on hitting 0, that
is,

Ex[h
l(Xt), t < T0] = hl(x), t > 0, x 6= 0. (3.19)

Therefore, we may define a family of measures P
l
x by

Plx(Λ) =
1

hl(x)
Ex[h

l(Xt)1Λ, t < T0], x 6= 0, Λ ∈ Ft,

for any t ≥ 0.

(ii) The function hl can be represented as

hl(x) = lim
q↓0

Px(T0 > eq)

n(ζ > eq)
, x 6= 0,

where eq is an independent exponentially distributed random variable with
parameter q. Furthermore, for any stopping time T and event Λ ∈ FT , and
any x 6= 0,

lim
q↓0

Px(Λ, T < eq | T0 > eq) = Plx(Λ).

This justifies the name ‘the stable process conditioned to avoid zero’ for the
canonical process associated with the measures (P

l
x)x 6=0. We will denote this

process by Xl.

We now consider a symmetric stable process X with α > 1, as in the last section.
(When α ≤ 1, the process never hits zero, so we neglect this case.) There, we
computed the Lamperti transform ξR

′ of the pssMp

R′t =
1

2
|Xt|1{t<T0}, t ≥ 0,

and gave its characteristic exponent ΨR′ in Theorem 3.10.
Consider now the process

R
l
t =

1

2

∣∣Xlt ∣∣, t ≥ 0.
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3.4. The radial part of the symmetric stable process conditioned to avoid zero

This is also a pssMp, and we may consider its Lamperti transform, which we will
denote by ξl. In [25], Chaumont et al. compute the characteristics of the so-
called Lamperti–Kiu representation of Xl. We shall discuss this representation
in detail in chapter 6; for now, we merely wish to remark that the characteristic
exponent, Ψl, of ξl could be computed from this information. However, this is
not necessary, since the harmonic transform in Proposition 3.12(i) gives us the
following straightforward relationship between characteristic exponents:

Ψl(θ) = ΨR′(θ − i(α− 1)).

This allows us to calculate

Ψl(θ) =
Γ(1/2− iθ/2)

Γ((1− α)/2− iθ/2)

Γ(α/2 + iθ/2)

Γ(iθ/2)
, θ ∈ R.

It is immediately apparent that 2ξl is the dual Lévy process to 2ξR
′ , and in

particular, that it is an extended hypergeometric Lévy process with parameters

(β, γ, β̂, γ̂) = ((α + 1)/2, α/2, 0, α/2).

It follows from duality that R′ is a time-reversal of Rl, in the sense of [22, §2]:
roughly speaking, if one fixes x > 0, starts the process Rl at zero (as in [15],
say) and runs it backward from its last moment below some level y, where y > x,
simultaneously conditioning on the position of the left limit at this time taking
value x, then one obtains the law of R′ under Px.

We remark that this relationship is already known for Brownian motion, where
Rl is a Bessel process of dimension 3. However, it seems unlikely that any such
time-reversal property will hold for a general Lévy process conditioned to avoid
zero.
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Chapter 4

Hitting distributions and path
censoring

After Brownian motion, stable processes are often considered an exemplary fam-
ily of processes for which many aspects of the general theory of Lévy processes
can be illustrated in closed form. First passage problems, which are relatively
straightforward to handle in the case of Brownian motion, become much harder
in the setting of a general Lévy process on account of the inclusion of jumps.
A collection of articles through the 1960s and early 1970s, appealing largely to
potential analytic methods for general Markov processes, were relatively success-
ful in handling a number of first passage problems, in particular for symmetric
stable processes in one or more dimensions. See, for example, [11, 35, 36, 67, 72]
to name but a few.

However, following this cluster of activity, several decades have passed since
new results on these problems have appeared. The last few years have seen a
number of new, explicit first passage identities for one-dimensional stable pro-
cesses, thanks to a better understanding of the intimate relationship between the
aforesaid processes and positive self-similar Markov processes. See, for example,
[14, 17, 24, 46, 57].

In this chapter we return to the work of Blumenthal et al. [11], published
in 1961, which gave the law of the position of first entry of a symmetric stable
process into the unit ball. Specifically, we are interested in establishing the same
law, but now for all the one-dimensional stable processes which fall within the
parameter regime Ast given in section 2.2; we remark that Port [67, §3.1, Remark
3] found this law for processes with one-sided jumps, which justifies our exclusion
of these processes in this work. Our method is modern in the sense that we
appeal to the relationship of stable processes with certain positive self-similar
Markov processes. However, there are two notable additional innovations. First,
we make use of a type of path censoring. Second, we are able to describe in
explicit analytical detail a non-trivial Wiener–Hopf factorisation of an auxiliary
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4. Hitting distributions and path censoring

Lévy process from which the desired solution can be sourced. Moreover, as a
consequence of this approach, we are able to deliver in explicit form a number of
additional, related identities for stable processes.

4.1 Main results

We now state the main results of this chapter. Let the process X with laws
(Px)x∈R be the stable process with scaling parameter α and positivity parameter
ρ, as defined in section 2.2. We introduce the first hitting time of the interval
(−1, 1),

τ 1
−1 = inf{t ≥ 0 : Xt ∈ (−1, 1)}.

Note that, for x /∈ {−1, 1}, Px

(
Xτ1−1

∈ (−1, 1)
)

= 1, so long as X is not spectrally
one-sided; and taking the parameter set Ast ensures this. However, in Proposi-
tion 4.3, we will consider a spectrally negative stable process, for which Xτ1−1

may
take the value −1 with positive probability.

Theorem 4.1. Let x > 1. Then, when α ∈ (0, 1],

Px

(
Xτ1−1

∈ dy, τ 1
−1 <∞

)
/dy

=
sin(παρ̂)

π
(x+ 1)αρ(x− 1)αρ̂(1 + y)−αρ(1− y)−αρ̂(x− y)−1,

for y ∈ (−1, 1). When α ∈ (1, 2),

Px(Xτ1−1
∈ dy)/dy

=
sin(παρ̂)

π
(x+ 1)αρ(x− 1)αρ̂(1 + y)−αρ(1− y)−αρ̂(x− y)−1

− (α− 1)
sin(παρ̂)

π
(1 + y)−αρ(1− y)−αρ̂

∫ x

1

(t− 1)αρ̂−1(t+ 1)αρ−1 dt,

for y ∈ (−1, 1).

When X is symmetric, Theorem 4.1 reduces immediately to Theorems B and C
of [11]. Moreover, the following hitting probability can be obtained.

Corollary 4.2. When α ∈ (0, 1), for x > 1,

Px(τ
1
−1 =∞) =

Γ(1− αρ)

Γ(αρ̂)Γ(1− α)

∫ x−1
x+1

0

tαρ̂−1(1− t)−α dt.

This extends Corollary 2 of [11], as can be seen by differentiating and using the
doubling formula [38, 8.335.2] for the gamma function.
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4.1. Main results

The spectrally one-sided case can be found as the limit of Theorem 4.1, as we
now explain. The first part of the coming proposition is due to Port [67], but we
re-state it for the sake of clarity.

Proposition 4.3. Let α ∈ (1, 2), and suppose that X is spectrally negative, that
is, ρ = 1/α. Then, the hitting distribution of [−1, 1] is given by

Px(Xτ1−1
∈ dy) =

sin π(α− 1)

π
(x− 1)α−1(1− y)1−α(x− y)−1dy

+
sin π(α− 1)

π

∫ x−1
x+1

0

tα−2(1− t)1−α dt δ−1(dy),

for x > 1, y ∈ [−1, 1], where δ−1 is the unit point mass at −1. Furthermore, the
measures on [−1, 1] given in Theorem 4.1 converge weakly, as ρ → 1/α, to the
limit above.

A further result concerns the first passage of X into the half-line (1,∞) before
hitting zero. Let

τ+
1 = inf{t ≥ 0 : Xt > 1} and T0 = inf{t ≥ 0 : Xt = 0}.

Recall that when α ∈ (0, 1], Px(T0 = ∞) = 1, while when α ∈ (1, 2), it holds
that Px(T0 < ∞) = 1, for x 6= 0. In the latter case, we can obtain a hitting
probability as follows.

Theorem 4.4. Let α ∈ (1, 2). When 0 < x < 1,

Px(T0 < τ+
1 ) = (α− 1)xα−1

∫ 1/x

1

(t− 1)αρ−1tαρ̂−1 dt.

When x < 0,

Px(T0 < τ+
1 ) = (α− 1)(−x)α−1

∫ 1−1/x

1

(t− 1)αρ̂−1tαρ−1 dt.

It is not difficult to push Theorem 4.4 a little further to give the law of the
position of first entry into (1,∞) on the event {τ+

1 < T0}. Indeed, by the Markov
property, for x < 1,

Px(Xτ+1
∈ dy, τ+

1 < τ0) = Px(Xτ+1
∈ dy)− Px(Xτ+1

∈ dy, T0 < τ+
1 )

= Px(Xτ+1
∈ dy)− Px(T0 < τ+

1 )P0(Xτ+1
∈ dy). (4.1)

Moreover, Rogozin [73] found that, for x < 1 and y > 1,

Px(Xτ+1
∈ dy) =

sin(παρ)

π
(1− x)αρ(y − 1)−αρ(y − x)−1 dy. (4.2)
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4. Hitting distributions and path censoring

Hence substituting (4.2) together with the hitting probability from Theorem 4.4
into (4.1) yields the following corollary.

Corollary 4.5. Let α ∈ (1, 2). Then, when 0 < x < 1,

Px(Xτ+1
∈ dy, τ+

1 < T0)/du

=
sin(παρ)

π
(1− x)αρ(y − 1)−αρ(y − x)−1

− (α− 1)
sin(παρ)

π
xα−1(y − 1)−αρy−1

∫ 1/x

1

(t− 1)αρ−1tαρ̂−1 dt,

for y > 1. When x < 0,

Px(Xτ+1
∈ dy, τ+

1 < T0)/dy

=
sin(παρ)

π
(1− x)αρ(y − 1)−αρ(y − x)−1

− (α− 1)
sin(παρ)

π
(−x)α−1(y − 1)−αρy−1

∫ 1−1/x

1

(t− 1)αρ̂−1tαρ−1 dt,

for y > 1.

Finally, the path-censored stable process also yields a result on the occupation
time of (0,∞) before hitting zero for the stable process: let

I =

∫ T0

0

1{Xt>0} dt,

a random variable which is a.s. finite when α > 1, and denote byM the Mellin
transform of this quantity:

M(s) = E1[Is−1],

for an appropriate range of s to be determined. Then we have the following, which
is a simple application of the ideas developed in chapter 3. In this proposition,
G is the double gamma function we first encountered in section 2.7.

Proposition 4.6. When α > 1, the Mellin transform of the random variable I
is given, for Re(s) ∈ (ρ− 1/α, 2− 1/α), by

M(s) = c
G(2/α− 1 + s; 1/α)

G(2/α− ρ+ s; 1/α)

G(1/α + ρ+ 1− s; 1/α)

G(1/α + 1− s; 1/α)

× Γ(1/α− ρ+ s)

Γ(ρ+ 1− s)
Γ(2− 1/α− s),

where c is a normalising constant such that M(1) = 1. When X is in the class
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4.2. The path-censored process and its Lamperti transform

Ck,l introduced by Doney [30], which is to say

ρ+ k = l/α,

for k, l ∈ Z, equivalent expressions may be found solely in terms of gamma func-
tions and elementary functions. For example, when k, l ≥ 0, one has

M(s) = c(−1)l(2π)l(1/α−1)(1/α)l(1−2/α) Γ(1−l
α

+ k + s)

Γ( l
α

+ 1− k − s)
Γ(2− 1/α− s)

Γ(2− l − α− αs)

×
l∏

j=1

Γ(j/α + 1− s)Γ(2/α− (j/α + 1− s))
k−1∏
i=0

sin(πα(s+ i))

π
,

and when k < 0, l ≥ 0,

M(s) = c(−1)l(2π)l(1/α−1)(1/α)l(1−2/α)

×
Γ(1−l

α
+ k + s)Γ(2− 1/α− s)Γ(l + 1 + α− αs)Γ(2− l + αk + αs)

Γ( l
α

+ 1− k − s)

×
l∏

j=1

Γ(j/α + 1− s)Γ(2/α− (j/α + 1− s))
−k−1∏
i=2

π

sin(πα(s− i))
.

Similar expressions may be obtained when k ≥ 0, l < 0 and k, l < 0.

We conclude this section by giving an overview of the rest of the chapter. In
section 4.2, we explain the operation which gives us the path-censored stable
process Y , that is to say the stable process with the negative components of its
path removed. We show that Y is a positive self-similar Markov process, and
can therefore be written as the exponential of a time-changed Lévy process, say
ξ. We show that the Lévy process ξ can be decomposed into the sum of a com-
pound Poisson process and a Lamperti-stable process of the sort considered in
section 2.5. Section 4.3 is devoted to finding the distribution of the jumps of
this compound Poisson component, which we then use in section 4.4 to com-
pute in explicit detail the Wiener–Hopf factorisation of ξ. Finally, we make us
of the explicit nature of the Wiener–Hopf factorisation in section 4.5 to prove
Theorem 4.1. There we also prove Theorem 4.4 via a connection with the stable
process conditioned to stay positive.

4.2 The path-censored process and its Lamperti
transform

We now describe the construction of the path-censored stable process that will
lie at the heart of our analysis, show that it is a pssMp and discuss its Lamperti
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transform.

As in the previous section, X, with probability laws (Px)x∈R, denotes the stable
process defined in section 2.2. Define the occupation time of (0,∞) up to time t,

At =

∫ t

0

1{Xs>0} ds,

and let γ(t) = inf{s ≥ 0 : As > t} be its right-continuous inverse. Define a
process (Y̌t)t≥0 by setting Y̌t = Xγ(t), for t ≥ 0. This is the process formed by
erasing the negative components of X and joining up the gaps.

Recalling that (Ft)t≥0 is the augmented natural filtration of X, write Gt = Fγ(t),
for t ≥ 0.

Proposition 4.7. The process Y̌ is strong Markov with respect to the filtration
(Gt)t≥0 and satisfies the scaling property with self-similarity index α.

Proof. The fact that the strong Markov property holds is due to general facts
about time-changed Markov processes; see Rogers and Williams [71, III.21] or
Sharpe [76, Theorem 65.9]. We now consider the scaling property. For c > 0,
define the rescaled process (X̃t, t ≥ 0) by X̃t = cXc−αt, and, correspondingly, let
γ̃ be the right-inverse of

∫ ·
0
1{X̃s>0} ds. By writing the equation Aγ(c−αt) = c−αt,

a short calculation shows that

cαγ(c−αt) = γ̃(t).

The scaling property of Y̌ now follows:

under Px,
(
cY̌c−αt

)
t≥0

=
(
cXγ(c−αt)

)
t≥0

=
(
X̃γ̃(t)

)
t≥0

d
=
(
Xγ(t)

)
t≥0

, under Pcx

= Y̌ .

This completes the proof.

We now make zero into an absorbing state. Define the stopping time

τ0 = inf{t > 0 : Y̌t = 0}

and the process
Yt = Y̌t1{t<τ0}, t ≥ 0,

so that Y := (Yt)t≥0 is Y̌ absorbed at zero. We call the process Y with probability
laws (Px)x>0 the path-censored stable process.
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4.2. The path-censored process and its Lamperti transform

Proposition 4.8. The process Y is a pssMp with respect to the filtration (Gt)t≥0.

Proof. The scaling property follows from Proposition 4.7, and zero is evidently
an absorbing state. It remains to show that Y is a standard process, and the
only point which may be in doubt here is quasi-left-continuity. This, however,
follows from the Feller property, which in turn follows from scaling and the Feller
property of X; see Kallenberg [42, Proposition 25.20].

Remark 4.9. The definition of Y via time-change and stopping at zero bears some
resemblance to a number of other constructions:

(a) Bertoin’s construction [5, §3.1] of the Lévy process conditioned to stay pos-
itive. The key difference here is that, when a negative excursion is encoun-
tered, instead of simply erasing it, [5] patches the last jump from negative to
positive onto the final value of the previous positive excursion.

(b) Bogdan, Burdzy and Chen’s ‘censored stable process’, censored in the domain
D = (0,∞); see [12], in particular Theorem 2.1 and the preceding discussion.
Here the authors suppress any jumps of a symmetric stable process X by
which the process attempts to escape the domain, and kill the process if it
reaches the boundary continuously.

Both processes (a) and (b) are also pssMps with index α. These processes,
together with the process Y just described, therefore represent three choices of
how to restart a stable process in a self-similar way after it leaves the positive
half-line. We illustrate this in Figure 4-1.

Now, let ξ = (ξs)s≥0 be the Lamperti transform of Y . That is,

ξs = log YT (s), s ≥ 0, (4.3)

where T is a time-change. As in section 2.4, we will write Py for the law of ξ
started at y ∈ R; note that Py corresponds to Pexp(y).

Let us give a broad overview of the behaviour of Y and ξ. Referring to
Remark 2.2, we first observe the following. For α ∈ (0, 1], points are polar for
X, which implies that τ0 = ∞ a.s.; hence, in this case, Y = Y̌ . Meanwhile,
for α ∈ (1, 2), every point is recurrent, so τ0 < ∞ almost surely. However, the
process X makes infinitely many jumps across zero before hitting it. Therefore,
in this case Y approaches zero continuously.

Since zero is an instantaneous point for the stable process X, and X also
enters the set (0,∞) immediately when started at zero, it is clear that Y̌ exits
zero continuously, and is the unique recurrent extension of Y , in the spirit of [68]
and [33], which has this property.

Using the behaviour of Y at τ0 and the space transformation (4.3), we may
summarise the large time behaviour of ξ as follows.
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B

BBC

KPW

Xt

t

Figure 4-1: The construction of three related processes fromX, the stable process:
‘B’ is (a), the stable process conditioned to stay positive [5]; ‘BBC’ is (b), the
censored stable process [12]; and ‘KPW’ is the process Y in this chapter.

(i) If α ∈ (0, 1), τ0 = ∞ and X (and hence Y ) is transient almost surely.
Therefore, ξ is unkilled and drifts to +∞.

(ii) If α = 1, τ0 = ∞ and every neighbourhood of zero is an a.s. recurrent set
for X, and hence also for Y . Therefore, ξ is unkilled and oscillates.

(iii) If α ∈ (1, 2), τ0 <∞ and Y hits zero continuously. Therefore, ξ is unkilled
and drifts to −∞.

Furthermore, we have the following result.

Proposition 4.10. The Lévy process ξ is the sum of two independent Lévy pro-
cesses ξL and ξC, which are characterised as follows:

(i) The Lévy process ξL has characteristic exponent

ΨL(θ) = Ψ∗(θ)− c−/α, θ ∈ R,

where Ψ∗ is the characteristic exponent of the process ξ∗ defined in sec-
tion 2.5. That is, ξL is formed by removing the independent killing from
ξ∗.

(ii) The process ξC is a compound Poisson process whose jumps occur at rate
c−/α.

Proof. The proof is identical to that of Proposition 3.6.
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Remark 4.11. Let us consider the effect of the Lamperti transform on each of the
pssMps in Remark 4.9.

(a) For the process conditioned to stay positive, the associated Lévy process is
the process ξ↑ which we discussed in section 2.5.

(b) As regards the censored stable process in (0,∞), we can reason as in the above
proposition to deduce that its Lamperti transform is simply the process ξL

which we have just defined.

4.3 Jump distribution of the compound Poisson
component

In this section, we express the jump distribution of ξC in terms of known quan-
titites, and hence derive its characteristic function and density.

We define two stopping times,

τ = inf{t ≥ 0 : Xt < 0} and σ = inf{t ≥ τ : Xt > 0},

which are, respectively, the hitting and return times of (−∞, 0) and (0,∞) for
X. Note that, due to the time-change γ, Yτ = Xσ, while Yτ− = Xτ−.

We begin with two lemmas; the first we have more or less seen before.

Lemma 4.12. The joint law of (Xτ , Xτ−, Xσ) under Px is equal to that of
(xXτ , xXτ−, xXσ) under P1.

Proof. The proof is a minor alteration of that of Lemma 3.5.

Let X̂ be an independent copy of the dual process −X, and denote its prob-
ability laws by (P̂x)x∈R. Define also the stopping time

τ̂ = inf{t ≥ 0 : X̂t < 0}

for X̂. Denote by ∆ξC a random variable whose law is the same as the jump
distribution of ξC.

Lemma 4.13. The random variable exp(∆ξC) is equal in distribution to(
− Xτ

Xτ−

)(
−X̂τ̂

)
,

where X and X̂ are taken to be independent with respective laws P1 and P̂1.
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Proof. Examining the proofs of Propositions 4.10 and 3.6—more precisely, sub-
stituting Y for R in (3.10)—we see that

exp(∆ξC
S(τ)) =

Yτ
Yτ−

=
Xσ

Xτ−
. (4.4)

Applying the Markov property, and then using Lemma 4.12 with the α-self-similar
process X̂, we obtain

P1(Xσ ∈ · |Fτ ) = P̂−y(−X̂τ̂ ∈ ·)
∣∣
y=Xτ

= P̂1(yX̂τ̂ ∈ ·)
∣∣
y=Xτ

.

Then, by disintegration, for a Borel function f ,

E1

[
f

(
Xσ

Xτ−

)]
= E1

[
E1

[
f

(
Xσ

Xτ−

)∣∣∣∣Fτ

]]
= E1

[∫
f

(
x

Xτ−

)
P1[Xσ ∈ dx |Fτ ]

]
= E1

[∫
f

(
x

Xτ−

)
P̂1

[
yX̂τ̂ ∈ dx

]∣∣
y=Xτ

]
= E1

[
Ê1

[
f

(
yX̂τ̂

z

)]∣∣∣∣
y=Xτ , z=Xτ−

]
= E1 ⊗ Ê1

[
f

(
XτX̂τ̂

Xτ−

)]
.

Combining this with (4.4), we obtain that the law under P1 of exp
(
∆ξC

S(τ)

)
is

equal to that of
XτX̂τ̂

Xτ−
under P1 ⊗ P̂1, which establishes the claim.

The characteristic function of ∆ξC can now be found by rewriting the expression
in Lemma 4.13 in terms of overshoots and undershoots of stable Lévy processes,
whose marginal and joint laws are given in Rogozin [73] and Doney and Kyprianou
[32]. Following the notation of [32], let

τ+
a = inf{t ≥ 0 : Xt > a},

and let τ̂+
a be defined similarly for X̂.

Proposition 4.14. The characteristic function of the jump distribution of ξC is
given by

E0

[
exp
(
iθ∆ξC)] =

sin(παρ)

πΓ(α)
Γ(1− αρ+ iθ)Γ(αρ− iθ)Γ(1 + iθ)Γ(α− iθ). (4.5)

Proof. In the course of the coming computations, we will make use several times
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4.3. Jump distribution of the compound Poisson component

of the beta integral,∫ 1

0

sx−1(1− s)y−1 ds =

∫ ∞
0

tx−1

(1 + t)x+y
dt =

Γ(x)Γ(y)

Γ(x+ y)
, Rex, Re y > 0.

See for example [38, formulas 8.830.1–3].

Now, for θ ∈ R,

Ê1

(
−X̂τ̂

)iθ

= E0

(
Xτ+1
− 1

)iθ

=
sin(παρ)

π

∫ ∞
0

tiθ−αρ(1 + t)−1 dt

=
sin(παρ)

π
Γ(1− αρ+ iθ)Γ(αρ− iθ). (4.6)

Furthermore,

E1

(
− Xτ

Xτ−

)iθ

= Ê0

(
X̂τ̂+1
− 1

1− X̂τ̂+1 −

)iθ

= K

∫ 1

0

∫ ∞
y

∫ ∞
0

uiθ(1− y)αρ̂−1(v − y)αρ−1

viθ(v + u)1+α
du dv dy, (4.7)

where K = sin(παρ̂)
π

Γ(α+1)
Γ(αρ)Γ(αρ̂)

. For the innermost integral above we have∫ ∞
0

uiθ

(u+ v)1+α
du

w=u/v
= viθ−α

∫ ∞
0

wiθ

(1 + w)1+α
dw

= viθ−αΓ(iθ + 1)Γ(α− iθ)

Γ(α + 1)
.

The next iterated integral in (4.7) becomes, substituting z = v/y − 1,∫ ∞
y

v−α(v − y)αρ−1 dv = y−αρ̂
∫ ∞

0

zαρ−1

(1 + z)α
dz

= y−αρ̂
Γ(αρ)Γ(αρ̂)

Γ(α)
,

and finally it remains to calculate∫ 1

0

y−αρ̂(1− y)αρ̂−1 dy = Γ(1− αρ̂)Γ(αρ̂).
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Multiplying together these expressions and using the reflection identity

Γ(x)Γ(1− x) = π/ sin(πx),

we obtain

E1

(
− Xτ

Xτ−

)iθ

=
Γ(iθ + 1)Γ(α− iθ)

Γ(α)
. (4.8)

The result now follows from Lemma 4.13 by multiplying (4.6) and (4.8) to-
gether.

Remark 4.15. The recent work of Chaumont et al. [25] on the so-called Lamperti–
Kiu processes can be applied to give the same result. The quantity ∆ξC in the
present work corresponds to the independent sum ξ−ζ + U+ + U− in that paper,
where U+ and U− are “log-Pareto” random variables and ξ− is the killed Lamperti-
stable process corresponding to X̂ absorbed below zero; see [25, Corollary 11] for
details. It is straightforward to show that the characteristic function of this sum
is equal to the right-hand side of (4.5). We give more details on this work in
section 6.1.3.

It is now possible to deduce the density of the jump distribution from its charac-
teristic function. By substituting on the left and using the beta integral, it can
be shown that∫ ∞

−∞
eiθx αex(1 + ex)−(α+1) dx =

Γ(1 + iθ)Γ(α− iθ)

Γ(α)
,∫ ∞

−∞
eiθx sin(παρ)

π
e(1−αρ)x(1 + ex)−1 dx =

sin(παρ)

π
Γ(αρ− iθ)Γ(1− αρ+ iθ),

and so the density of ∆ξC can be seen as the convolution of these two functions.
Moreover, it is even possible to calculate this convolution directly:

P0

(
∆ξC ∈ dx

)
/dx

=
α

Γ(αρ)Γ(1− αρ)

∫ ∞
−∞

eu(1 + eu)−(α+1)e(1−αρ)(x−u)(1 + ex−u)−1 du

=
α

Γ(αρ)Γ(1− αρ)
e−αρx

∫ ∞
0

tαρ(1 + t)−(α+1)(te−x + 1)−1 dt

=
αΓ(αρ+ 1)Γ(αρ̂+ 1)

Γ(αρ)Γ(1− αρ)Γ(α + 2)
e−αρx2F1(1, αρ+ 1;α + 2; 1− e−x), (4.9)

where the final line follows from [38, formula 3.197.5], and is to be understood in
the sense of analytic continuation when x < 0.
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4.4. Wiener–Hopf factorisation of ξ

4.4 Wiener–Hopf factorisation of ξ

We deduce in explicit form the Wiener-Hopf factors of ξ from its characteristic
exponent. Analytically, we will need to distinguish the cases α ∈ (0, 1] and
α ∈ (1, 2); in probabilistic terms, these correspond to the regimes whereX cannot
and can hit zero, respectively. We will make use of the hypergeometric and
extended hypergeometric classes of Lévy processes, which were introduced in
section 2.7 and chapter 3 respectively.

4.4.1 Wiener–Hopf factorisation for α ∈ (0, 1]

Theorem 4.16 (Wiener–Hopf factorisation).

(i) When α ∈ (0, 1], the Wiener–Hopf factorisation of ξ has components

κ(λ) =
Γ(αρ+ λ)

Γ(λ)
, κ̂(λ) =

Γ(1− αρ+ λ)

Γ(1− α + λ)
, λ ≥ 0,

and ξ is a hypergeometric Lévy process with parameters(
β, γ, β̂, γ̂

)
=
(
1, αρ, 1− α, αρ̂

)
.

(ii) The ascending ladder height process is a Lamperti-stable subordinator with
parameters (

q, a, b, c, d
)

=

(
0, αρ, 1, − 1

Γ(−αρ)
, 0

)
.

(iii) The descending ladder height process is a Lamperti-stable subordinator with
parameters

(
q, a, b, c, d

)
=

(
Γ(1− αρ)

Γ(1− α)
, αρ̂, α, − 1

Γ(−αρ̂)
, 0

)
,

when α < 1, and

(
q, a, b, c, d

)
=

(
0, αρ̂, α, − 1

Γ(−αρ̂)
, 0

)
,

when α = 1.

Proof. First we compute ΨC and ΨL, the characteristic exponents of ξC and ξL.
As ξC is a compound Poisson process with jump rate c−/α and jump distribu-
tion given by (4.5), we obtain, after using the reflection formula for the gamma
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function,

ΨC(θ) =
Γ(α)

Γ(αρ̂)Γ(1− αρ̂)

(
1− Γ(1− αρ+ iθ)Γ(αρ− iθ)Γ(1 + iθ)Γ(α− iθ)

Γ(αρ)Γ(1− αρ)Γ(α)

)
,

for θ ∈ R. On the other hand, [46, Theorem 1] provides an expression for the
characteristic exponent Ψ∗ of the Lamperti-stable process ξ∗ from section 2.5,
and removing the killing from this gives us

ΨL(θ) =
Γ(α− iθ)

Γ(αρ̂− iθ)

Γ(1 + iθ)

Γ(1− αρ̂+ iθ)
− Γ(α)

Γ(αρ̂)Γ(1− αρ̂)
.

We can now compute, applying the reflection formula twice,

Ψ(θ) = ΨL(θ) + ΨC(θ)

= Γ(α− iθ)Γ(1 + iθ)

×
(

1

Γ(αρ̂− iθ)Γ(1− αρ̂+ iθ)
− Γ(1− αρ+ iθ)Γ(αρ− iθ)

Γ(αρ)Γ(1− αρ)Γ(αρ̂)Γ(1− αρ̂)

)
= Γ(α− iθ)Γ(1 + iθ)Γ(1− αρ+ iθ)Γ(αρ− iθ)

×
(

sin(π(αρ̂− iθ)) sin(π(αρ− iθ))

π2
− sin(παρ̂) sin(παρ)

π2

)
.

It may be proved, using product and sum identities for trigonometric functions,
that

sin(π(αρ̂− iθ)) sin(π(αρ− iθ)) + sin(πiθ) sin(π(α− iθ)) = sin(παρ̂) sin(παρ).

Again using the reflection formula twice, this leads to

Ψ(θ) =
Γ(α− iθ)Γ(1 + iθ)

Γ(1 + iθ)Γ(−iθ)

Γ(αρ− iθ)Γ(1− αρ+ iθ)

Γ(α− iθ)Γ(1− α + iθ)

=
Γ(αρ− iθ)

Γ(−iθ)
× Γ(1− αρ+ iθ)

Γ(1− α + iθ)
. (4.10)

Part (i) now follows by applying Proposition 2.12, and the rest of the theorem
follows from Corollary 2.13.

Proposition 4.17. (i) The process ξ has Lévy density

π(x) =


− 1

Γ(1− αρ̂)Γ(−αρ)
e−αρx2F1(1 + αρ, 1; 1− αρ̂; e−x), x > 0,

− 1

Γ(1− αρ)Γ(−αρ̂)
e(1−αρ)x

2F1(1 + αρ̂, 1; 1− αρ; ex), x < 0.
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(ii) The ascending ladder height has Lévy density

πH(x) = − 1

Γ(−αρ)
ex(ex − 1)−(αρ+1), x > 0.

The ascending renewal measure V (dx) = E
∫∞

0
1{Ht∈dx} dt is given by

V (dx)/dx =
1

Γ(αρ)
(1− e−x)αρ−1, x > 0.

(iii) The descending ladder height has Lévy density

πĤ(x) = − 1

Γ(−αρ̂)
eαx(ex − 1)−(αρ̂+1), x > 0.

The descending renewal measure is given by

V̂ (dx)/dx =
1

Γ(αρ̂)
(1− e−x)αρ̂−1e−(1−α)x, x > 0.

Proof. The Lévy density of ξ follows from Proposition 2.12(ii), and the expres-
sions for πH and πĤ are obtained by substituting in (2.9). The renewal measures
can be verified using the Laplace transform identity∫ ∞

0

e−λxV (dx) = 1/κ(λ), λ ≥ 0,

and the corresponding identity for the descending ladder height.

4.4.2 Wiener–Hopf factorisation for α ∈ (1, 2)

Theorem 4.18 (Wiener–Hopf factorisation).

(i) When α ∈ (1, 2), the Wiener–Hopf factorisation of ξ has components

κ(λ) = (α− 1 + λ)
Γ(αρ+ λ)

Γ(1 + λ)
, κ̂(λ) = λ

Γ(1− αρ+ λ)

Γ(2− α + λ)
, λ ≥ 0,

and ξ is an extended hypergeometric Lévy process with parameters(
β, γ, β̂, γ̂

)
=
(
1, αρ, 1− α, αρ̂

)
.

(ii) The ascending ladder height process can be identified as the conjugate sub-
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ordinator to Tα−1ψ
∗ (see section 2.6.2), where

ψ∗(λ) =
Γ(2− α + λ)

Γ(1− αρ̂+ λ)
, λ ≥ 0

is the Laplace exponent of a Lamperti-stable process. This Lamperti-stable
process has parameters

(
q, a, b, c, d

)
=

(
Γ(2− α)

Γ(1− αρ̂)
, 1− αρ, αρ̂, − 1

Γ(αρ− 1)
, 0

)
.

(iii) The descending ladder process is the conjugate subordinator to a Lamperti-
stable process with Laplace exponent

φ∗(λ) =
Γ(2− α + λ)

Γ(1− αρ+ λ)
, λ ≥ 0,

which has parameters

(
q, a, b, c, d

)
=

(
Γ(2− α)

Γ(1− αρ)
, 1− αρ̂, αρ, − 1

Γ(αρ̂− 1)
, 0

)
.

Proof. If we return to the proof of Theorem 4.16(i), we observe that the derivation
of (4.10) is valid for all α ∈ (0, 2). However, the factorisation for α ∈ (0, 1] does
not apply when α ∈ (1, 2). This may be seen in the fact that the expression for
κ̂ is equal to zero at α− 1 > 0, which contradicts the requirement that it be the
Laplace exponent of a subordinator.

Now, applying the identity xΓ(x) = Γ(x + 1) to each denominator in that
expression, we obtain for θ ∈ R

Ψ(θ) = (α− 1− iθ)
Γ(αρ− iθ)

Γ(1− iθ)
× iθ

Γ(1− αρ+ iθ)

Γ(2− α + iθ)
.

The theorem is proved once we apply Proposition 3.1.

Remark 4.19. There is another way to view the ascending ladder height, which
is often more convenient for calculation. Applying the second part of Proposi-
tion 2.7, we find that

κ(λ) = Eα−1ψ(λ) + ψ(α− 1),

where ψ is conjugate to ψ∗. Hence, H can be seen as the Esscher transform of
the subordinator conjugate to ψ∗, with additional killing.
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Proposition 4.20. (i) The process ξ has Lévy density

π(x) =


− 1

Γ(1− αρ̂)Γ(−αρ)
e−αρx2F1(1 + αρ, 1; 1− αρ̂; e−x), x > 0,

− 1

Γ(1− αρ)Γ(−αρ̂)
e(1−αρ)x

2F1(1 + αρ̂, 1; 1− αρ; ex), x < 0.

(ii) The ascending ladder height has Lévy density

πH(x) =
(ex − 1)−(αρ+1)

Γ(1− αρ)

(
α− 1 + (1− αρ̂)ex

)
, x > 0.

The ascending renewal measure V (dx) = E
∫∞

0
1{Ht∈dx} dt is given by

V (dx)/dx = e−(α−1)x

[
Γ(2− α)

Γ(1− αρ̂)
+

1− αρ
Γ(αρ)

∫ ∞
x

eαρ̂z(ez − 1)αρ−2 dz

]
,

for x > 0.

(iii) The descending ladder height has Lévy density

πĤ(x) =
e(α−1)x(ex − 1)−(αρ̂+1)

Γ(1− αρ̂)

(
α− 1 + (1− αρ)ex

)
, x > 0.

The descending renewal measure is given by

V̂ (dx)/dx =
Γ(2− α)

Γ(1− αρ)
+

1− αρ̂
Γ(αρ̂)

∫ ∞
x

eαρz(ez − 1)αρ̂−2 dz, x > 0.

Proof. We will prove (i), and then (iii) and (ii) in that order.

(i) This is a direct application of Proposition 3.1. However, there is an alter-
nate proof which may be preferred as it requires only the decomposition in
Proposition 4.10; we give this proof now.

Multiplying the jump density (4.9) of ξC by c−/α, we obtain an expression
for its Lévy density πC in terms of a 2F1 function. When we apply the
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relations [38, formulas 9.131.1–2], we obtain

πC(x) =



− 1

Γ(1− αρ̂)Γ(−αρ)
e−αρx2F1(1 + αρ, 1; 1− αρ̂; e−x)

+
Γ(α + 1)

Γ(1 + αρ)Γ(−αρ)
e−αx2F1(1 + αρ̂, α + 1; 1 + αρ̂; e−x),

x > 0,

− 1

Γ(1− αρ)Γ(−αρ̂)
e(1−αρ)x

2F1(1 + αρ̂, 1; 1− αρ; ex)

− Γ(α + 1)

Γ(αρ̂)Γ(1− αρ̂)
ex2F1(1 + αρ, α + 1; 1 + αρ; ex),

x < 0.

Recall that 2F1(a, b; a; z) = (1 − z)−b. Then, comparing with (2.6), the
equation reads

πC(x) = π(x)− πL(x), x 6= 0,

where πL = π∗ is the Lévy density of ξL. The claim then follows by the
independence of ξC and ξL.

(iii) In [55, Example 2], the authors give the tail of the Lévy measure ΠĤ ,
and show that it is absolutely continuous. The density πĤ is obtained by
differentiation.

In order to obtain the renewal measure, start with the following standard
observation. For λ ≥ 0,∫ ∞

0

e−λxV̂ (dx) =
1

κ̂(λ)
=
φ∗(λ)

λ
=

∫ ∞
0

e−λxΠφ∗(x) dx, (4.11)

where Πφ∗(x) = qφ∗ + Πφ∗(x,∞), and qφ∗ and Πφ∗ are, respectively, the
killing rate and Lévy measure of the subordinator corresponding to φ∗.
Comparing with section 2.6.1, we have

qφ∗ =
Γ(2− α)

Γ(1− αρ)

and
Πφ∗(dx)/dx = − 1

Γ(αρ̂− 1)
eαρx(ex − 1)αρ̂−2, x > 0,

and substituting these back into (4.11) leads immediately to the desired
expression for V̂ .

(ii) To obtain the Lévy density, it is perhaps easier to use the representation
of H as a killed Esscher transform, noted in Remark 4.19. As in part (iii),
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applying [55, Example 2] gives

πψ(x) =
e(α−1)x(ex − 1)−(αρ+1)

Γ(1− αρ)

(
α− 1 + (1− αρ̂)ex

)
, x > 0,

where πψ is the Lévy density corresponding to ψ(λ) = λ/ψ∗(λ). The effect
of the Esscher transform on the Lévy measure gives

πH(x) = e−(α−1)xπψ(x), x > 0,

and putting everything together we obtain the required expression.

Emulating the proof of (iii), we calculate∫ ∞
0

e−λxU(dx) =
1

κ(λ)
=
ψ∗(α− 1 + λ)

α− 1 + λ
=

∫ ∞
0

e−λxe−(α−1)xΠψ∗(x) dx,

using similar notation to previously, and the density of V follows.

4.5 Proofs of main results

In this section, we use the Wiener-Hopf factorisation of ξ to prove Theorem 4.1,
and then deduce Corollary 4.2. We then make use of a connection with the
process conditioned to stay positive in order to prove Theorem 4.4.

Our method for proving each theorem will be to prove a corresponding result
for the Lévy process ξ, and to relate this to the stable process X by means of the
Lamperti transform and path-censoring. In this respect, the following observation
is elementary but crucial. Let

τ b0 = inf{t ≥ 0 : Xt ∈ (0, b)}

be the first time at which X enters the interval (0, b), where b < 1, and

S−a = inf{s ≥ 0 : ξs < a}

the first passage of ξ below the negative level a. Notice that, if ea = b, then

S−a <∞, and ξS−a ≤ x ⇐⇒ τ b0 <∞, and Xτb0
≤ ex.

We will use this relationship several times.
Our first task is to prove Theorem 4.1. We split the proof into two parts,

based on the value of α. In principle, the method which we use for α ∈ (0, 1]
extends to the α ∈ (1, 2) regime; however, it requires the evaluation of an integral
including the descending renewal measure. For α ∈ (1, 2) we have been unable
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to calculate this in closed form, and have instead used a method based on the
Laplace transform. Conversely, the second method could be applied in the case
α ∈ (0, 1]; however, it is less transparent.

Proof of Theorem 4.1, α ∈ (0, 1]. We begin by finding a related law for ξ. By
[6, Proposition III.2], for a < 0,

P0(ξS−a ∈ dw) = P0(−ĤS+
a
∈ dw)

=

∫
[0,−a]

V̂ (dz)πĤ(−w − z) dw.

Using the expressions obtained in section 4.4 and changing variables,

P0

(
ξS−a ∈ dw

)
=

αρ̂e−αw dw

Γ(αρ̂)Γ(1− αρ̂)

∫ 1−ea

0

tαρ̂−1(e−w − 1− e−wt)−αρ̂−1 dt

=
αρ̂ dw

Γ(αρ̂)Γ(1− αρ̂)
e−αρw(e−w − 1)−1

∫ 1−ea
1−ew

0

sαρ̂−1(1− s)−αρ̂−1 ds

=
1

Γ(αρ̂)Γ(1− αρ̂)
(1− ea)αρ̂e(1−αρ)w(1− ew)−1(ea − ew)−αρ̂ dw, (4.12)

where the last equality can be reached by [38, formula 8.391] and the formula
2F1(a, b; a; z) = (1− z)−b.

Denoting by f(a, w) the density on the right-hand side of (4.12), the relation-
ship between ξS−a and Xτb0

yields that

g(b, z) := P1(Xτb0
∈ dz)/dz = z−1f(log b, log z), b < 1, z ∈ (0, b).

Finally, using the scaling property we obtain

Px

(
Xτ1−1

∈ dy
)

dy
=

1

x+ 1
g

(
2

x+ 1
,
y + 1

x+ 1

)
=

1

y + 1
f

(
log

(
2

x+ 1

)
, log

(
y + 1

x+ 1

))
=

sin(παρ̂)

π
(x+ 1)αρ(x− 1)αρ̂(1 + y)−αρ(1− y)−αρ̂(x− y)−1,

for y ∈ (−1, 1).

Proof of Theorem 4.1, α ∈ (1, 2). We begin with the so-called “second factori-
sation identity” [51, Exercise 6.7] for the process ξ, adapted to passage below a
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level: ∫ ∞
0

∫
exp(qa− βy)P0(a− ξS−a ∈ dy) da =

κ̂(q)− κ̂(β)

(q − β)κ̂(q)
,

where a < 0 and q, β > 0. A lengthy calculation, which we omit, inverts the two
Laplace transforms to give the overshoot distribution for ξ,

f(a, w) :=
P0(a− ξS−a ∈ dw)

dw

=
sin(παρ̂)

π
e−(1−αρ)w(1− e−w)−αρ̂

×
[
e(1−α)a(1− ea)αρ̂e−w(e−a − e−w)−1

− (αρ− 1)

∫ 1−ea

0

tαρ̂−1(1− t)1−α dt

]
,

for a < 0, w > 0. Essentially the same argument as in the α ∈ (0, 1] case gives
the required hitting distribution for X,

Px(Xτ1−1
∈ dy)

dy
=

1

y + 1
f

(
log

(
2

x+ 1

)
, log

(
2

y + 1

))
=

sin(παρ̂)

π
(1 + y)−αρ(1− y)−αρ̂

×
[
(y + 1)(x− 1)αρ̂(x+ 1)αρ−1(x− y)−1

− (αρ− 1)2α−1

∫ x−1
x+1

0

tαρ̂−1(1− t)1−α dt

]
, (4.13)

for x > 1, y ∈ (−1, 1).
By the substitution t = s−1

s+1
,

2α−1

∫ x−1
x+1

0

tαρ̂−1(1− t)1−α dt

= 2

∫ x

1

(s− 1)αρ̂−1(s+ 1)αρ−2 ds

=

∫ x

1

(s− 1)αρ̂−1(s+ 1)αρ−1 ds−
∫ x

1

(s− 1)αρ̂(s+ 1)αρ−2 ds.

Now evaluating the second term on the right hand side above via integration by
parts and substituting back into (4.13) yields the required law.

Remark 4.21. It is worth noting that for the meromorphic class of Lévy processes
of Kuznetsov et al. [48], which we discussed in section 2.6.4, the law of the position
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of first entry into an interval was computed as a convergent series of exponential
densities by solving a pair of simultaneous non-linear equations; see Rogozin
[72] for the original use of this method, in the context of first passage of stable
processes when exiting a finite interval. In principle the method of solving two
simultaneous non-linear equations (that is, writing the law of first entry in (−1, 1)
from x > 1 in terms of the law of first entry in (−1, 1) from x < −1 and vice
versa) may provide a way of proving Theorem 4.1. However it is unlikely that
this would present a more convenient approach because of the complexity of the
two non-linear equations involved and because of the issue of proving uniqueness
of their solution.

Proof of Corollary 4.2. This will follow by integrating out Theorem 4.1. First
making the substitutions z = (y + 1)/2 and w = 1−z

1−2z/(x+1)
, we obtain

Px(τ
1
−1 <∞)

=
sin(παρ̂)

π
(x+ 1)αρ(x− 1)αρ̂

∫ 1

−1

(1 + u)−αρ(1− u)−αρ̂(x− u)−1 du

=
sin(παρ̂)

π
(x+ 1)αρ(x− 1)αρ̂21−α

∫ 1

0

z−αρ(1− z)−αρ̂
(

1− 2

x+ 1
z

)−1

dz

=
sin(παρ̂)

π

(
2

x+ 1

)1−α ∫ 1

0

w−αρ̂(1− w)−αρ
(

1− 2

x+ 1
w

)α−1

dw

=
Γ(1− αρ)

Γ(αρ̂)Γ(1− α)

∫ 2
x+1

0

s−α(1− s)αρ̂−1 ds,

where the last line follows by [38, formulas 3.197.3, 8.391]. Finally, substituting
t = 1− s, it follows that

Px(τ
1
−1 =∞) =

Γ(1− αρ)

Γ(αρ̂)Γ(1− α)

∫ x−1
x+1

0

tαρ̂−1(1− t)−α dt,

and this was our aim.

Proof of Proposition 4.3. In Port [67, §3, Remark 3], the author establishes,
for s > 0, the hitting distribution of [0, s] for a spectrally positive α-stable process
started at x < 0. In our situation, we have a spectrally negative stable process
X, and so the dual process X̂ is spectrally positive, and we obtain:

Px(Xτ1−1
∈ dy) = P̂1−x(X̂τ20

∈ 1− dy)

= f1−x(1− y) dy + γ(1− x) δ−1(dy),

using the notation from [67] in the final line. Port gives expressions for f1−x and
γ which differ somewhat from the density and atom seen in our Proposition 4.3;
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we have

f1−x(1− y) =
sin(π(α− 1))

π
(x− 1)α−1(1− y)1−α(x− y)−1

1(−1,1)(y),

which is obtained from Port’s by evaluating an integral, and our expression

γ(1− x) =
sin π(α− 1)

π

∫ x−1
x+1

0

tα−2(1− t)1−α dt

is obtained by computing γ(1− x) = 1−
∫ 1

−1
f1−x(1− y) dy.

We now prove weak convergence. For this purpose, the identity (4.13) is
more convenient than the final expression in Theorem 4.1. Let us denote the
right-hand side of (4.13), treated as the density of a measure on [−1, 1], by the
function gρ : [−1, 1]→ R, so that

gρ(y) =
sin(παρ̂)

π
(x− 1)αρ̂(x+ 1)αρ−1(1 + y)1−αρ(1− y)−αρ̂

+ (1− αρ)
sin(παρ̂)

π
2α−1(1 + y)−αρ(1− y)−αρ̂

∫ x−1
x+1

0

tαρ̂−1(1− t)1−α dt,

for y ∈ (−1, 1), and we set gρ(−1) = gρ(1) = 0 for definiteness.
As we take the limit ρ → 1/α, gρ(y) converges pointwise to f1−x(1 − y).

Furthermore, the functions gρ are dominated by a function h : [−1, 1]→ R of the
form

h(y) = C(1− y)1−α(x− y)−1 +D(1 + y)−1(1− y)1−α, y ∈ (−1, 1)

for some C,D ≥ 0 depending only on x and α; again we set h(−1) = h(1) = 0.
Let z > −1. The function h is integrable on [z, 1], and therefore dominated

convergence yields∫
[z,1]

gρ(y) dy →
∫

[z,1]

f1−x(1− y) dy = Px(Xτ1−1
≥ z),

while ∫
[−1,1]

gρ(y) dy = 1 = Px(Xτ1−1
≥ −1),

and this is sufficient for weak convergence.

We now turn to the problem of first passage upward before hitting a point. To
tackle this problem, we will use the stable process conditioned to stay positive,
which was defined in section 2.5. If X is the stable process, we denote the
stable process conditioned to stay positive by X↑; it is the Doob h-transform
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of the process killed upon exiting [0,∞) with respect to the invariant function
h↑(x) = xαρ̂.

In fact we will make use of this construction for the dual process X̂, with
invariant function ĥ↑(x) = xαρ, and accordingly we will denote the conditioned
process by X̂↑ and use (P̂↑x)x>0 for its probability laws. It is known that the
process X̂↑ is an α-pssMp which drifts to +∞.

We have already discussed the Lamperti–Lévy process ξ↑ in section 2.5; anal-
ogously, denote the Lévy process associated to X̂↑ by ξ̂↑ with probability laws
(P̂↑y)y>0. The crucial observation here is that X̂↑ hits the point 1 if and only if its
Lamperti transform, ξ̂↑, hits the point 0.

We now have all the apparatus in place to begin the proof.

Proof of Theorem 4.4. For each y ∈ R, let Ty be the first hitting time of
the point y, and let τ+

y and τ−y be the first hitting times of the sets (y,∞) and
(−∞, y), respectively. When α ∈ (1, 2), these are all a.s. finite stopping times for
the stable process X and its dual X̂. Then, when x ∈ (−∞, 1),

Px(T0 < τ+
1 ) = Px−1(T−1 < τ+

0 ) = P̂1−x(T1 < τ−0 )

= ĥ↑(1− x)Ê1−x

[
1{T1<∞}

ĥ↑(X̂T1)

ĥ↑(1− x)
, T1 < τ−0

]
= (1− x)αρP̂↑1−x(T1 <∞), (4.14)

where we have used the definition of P̂↑· at T1. (Note that, to unify notation, the
various stopping times refer to the canonical process for each measure.)

We now use several facts from potential theory which may be found in Bertoin
[6, Proposition II.18 and Theorem II.19]. Provided that the potential measure
U = Ê↑0

∫∞
0
1{ξ̂↑∈·} dt is absolutely continuous and there is a bounded continuous

version of its density, say u, then the following holds:

P̂↑1−x(T1 <∞) = P̂↑log(1−x)(T0 <∞) = Cu
(
− log(1− x)

)
, (4.15)

where C is the capacity of the set {0} for the process ξ̂↑.
Therefore, we have reduced our problem to that of finding a bounded, con-

tinuous version of the potential density of ξ̂↑ under P̂↑0. Provided the renewal
measures of ξ̂↑ are absolutely continuous, it is readily deduced from an identity
of Silverstein (see Bertoin [6, Theorem VI.20] or Silverstein [77, Theorem 6]) that
a potential density u exists and is given by

u(y) =

{
k
∫∞

0
v(y + z)v̂(z) dz, y > 0,

k
∫∞
−y v(y + z)v̂(z) dz, y < 0,

where v and v̂ are the ascending and descending renewal densities of the process
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ξ̂↑, and k is the constant in the Wiener-Hopf factorisation (2.8) of ξ̂↑.
The work of Kyprianou et al. [57] gives the Wiener–Hopf factorisation of ξ̂↑,

shows that the renewal measures are absolutely continuous and computes their
densities, albeit for a different normalisation of the stable process X. In our
normalisation, the renewal densities are given by

v(z) =
1

Γ(αρ̂)
(1− e−z)αρ̂−1, v̂(z) =

1

Γ(αρ)
e−z(1− e−z)αρ−1,

and k = 1; see Corollary 2.13. It then follows that

u(y) =

{
1

Γ(αρ)Γ(αρ̂)
(1− e−y)α−1eαρy

∫ e−y
0

tαρ−1(1− t)−α dt, y > 0,
1

Γ(αρ)Γ(αρ̂)
(1− ey)α−1e(1−αρ̂)y

∫ ey
0
tαρ̂−1(1− t)−α dt, y < 0.

This u is the bounded continuous density which we seek, so by substituting into
(4.15) and (4.14), we arrive at the hitting probability

Px(T0 < τ+
1 ) =

{
C ′xα−1

∫ 1−x
0

tαρ−1(1− t)−α dt, 0 < x < 1,

C ′(−x)α−1
∫ (1−x)−1

0
tαρ̂−1(1− t)−α dt, x < 0,

(4.16)

where C ′ = C
Γ(αρ)Γ(αρ̂)

. It only remains to determine the unknown constant here,
which we will do by taking the limit x ↑ 0 in (4.16). First we manipulate the
second expression above, by recognising that 1 = t + (1 − t) and integrating by
parts. For x < 0,

Px(T0 < τ+
1 )

= C ′(−x)α−1

[∫ (1−x)−1

0

tαρ̂(1− t)−α dt+

∫ (1−x)−1

0

tαρ̂−1(1− t)1−α dt

]

=
C ′

α− 1

[
(1− x)αρ−1 − (1− αρ)(−x)α−1

∫ (1−x)−1

0

tαρ̂−1(1− t)1−α dt

]
.

Now taking x ↑ 0, we find that C ′ = α− 1.
Finally, we obtain the expression required by performing the integral substi-

tution s = 1/(1− t) in (4.16).

Remark 4.22. We have only proved Theorem 4.4 for a stable process with pa-
rameters in Ast. If, instead, X is a totally asymmetric stable process, it either
creeps upward, which is to say that each positive level is passed continuously, or
it creeps downward. In either case it follows that the event {T0 < τ+

1 } is equal to
the event {τ−0 < τ+

1 }. Hence, finding the equivalent to Theorem 4.4 is the same
as solving the two-sided exit problem, and this was done by Rogozin [73].
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4. Hitting distributions and path censoring

Proof of Proposition 4.6. As we saw in section 3.3, the Lamperti representa-
tion gives the following relation between I and the process ξ:

I(αξ) :=

∫ ∞
0

eαξs ds = inf{u ≥ 0 : Yu = 0} =

∫ T0

0

1{Xt>0} dt = I.

The first expression forM follows immediately from Proposition 3.4, since −ξ is
an extended hypergeometric Lévy process. The expressions in terms of k and l
arise from repeated application of the identities (2.17) and (2.18) for the double
gamma function.

Remark 4.23. We again remark on the situation where X is totally asymmetric.
In this case, the random variable I is equal in law to the first passage time τ−0 .
The distribution of this random variable may be characterised using the theory
of scale functions; see [50, Theorems 2.6 and 3.3] and [51, Exercise 8.2].
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Chapter 5

Potentials of killed processes

For a Lévy process X, the measure

UA(x, dy) = Ex

∫ ∞
0

1{Xt∈dy}1{∀s≤t:Xs∈A} dt,

called the potential (or resolvent) measure of X killed outside A, is a quantity of
interest related to exit problems.

The main cases where the potential measure can be computed explicitly are
as follows. If X is a Lévy process with known Wiener–Hopf factors, it can be
obtained when A is half-line or R; see [6, Theorem VI.20]. When X is a totally
asymmetric Lévy process with known scale functions, it can be obtained for A
a bounded interval, a half-line or R; see [51, Section 8.4]. Finally, [4] details a
technique to obtain a potential measure for a reflected Lévy process killed outside
a bounded interval from the same quantity for the unreflected process.

In this chapter, we take X to be a stable process, and consider two cases. In
section 5.1, we derive UA when A = (−∞,−1) ∪ (1,∞), from which one may,
via spatial homogeneity and scaling, compute the potential for similar sets; while
in section 5.2, we derive UA and several related quantities when A is a bounded
interval.

The proofs in the remainder of this chapter rely upon a simple observation,
which we now explain. Suppose that Y is a pssMp with associated laws (Px)x>0,
and Lamperti representation ξ with laws (Py)y∈R. Write S and T for the time-
changes appearing in the Lamperti transform; that is, S is as in (2.4) and T is
its inverse. Then it is simple to see that eαξS(t) dS(t) = dt. Now if τ is a random
time (it will typically be the hitting time of a set), we may calculate

Ex

∫ τ

0

1{Yt∈dy} dt = Elog x

∫ τ

0

1{exp(ξS(t))∈dy}e
αξS(t) dS(t)

= yαElog x

∫ S(τ)

0

1{exp(ξs)∈dy} ds.
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5. Potentials of killed processes

This method allows us to compute certain killed potentials of self-similar processes
in terms of killed potentials for Lévy processes; and, as we have seen in the proof
of Theorem 4.4, there are already several tools available for the latter task.

5.1 The stable process killed on entering a bounded
interval

Making use of the path-censored stable process, we derive the following killed
potential.

Theorem 5.1. Let α ∈ (0, 1], x > 1 and y > 1. Then,

Ex

∫ τ1−1

0

1{Xt∈dy} dt/dy

=


1

Γ(αρ)Γ(αρ̂)

(
x− y

2

)α−1 ∫ 1−xy
y−x

1

(t− 1)αρ−1(t+ 1)αρ̂−1 dt, 1 < y < x,

1

Γ(αρ)Γ(αρ̂)

(
y − x

2

)α−1 ∫ 1−xy
x−y

1

(t− 1)αρ̂−1(t+ 1)αρ−1 dt, y > x.

To obtain this potential for x < −1 and y < −1, one may easily appeal to duality.
In the case that x < −1 and y > 1, one notes that

Ex

∫ τ1−1

0

1{Xt∈dy} dt = ExE∆

∫ τ1−1

0

1{Xt∈dy} dt, (5.1)

where the quantity ∆ is randomised according to the distribution of the random
variable Xτ+−1

1{X
τ+−1

>1}, with

τ+
−1 = inf{t ≥ 0 : Xt > −1}.

Although the distribution of Xτ+−1
is available from [73], and hence the right hand

side of (5.1) can be written down explicitly, it does not seem to be easy to find a
convenient closed form expression for the corresponding potential density.

Regarding this potential, let us finally remark that the same method by which
we prove Theorem 5.1 may also be applied even when α ∈ (1, 2) in order to give
an explicit result in terms of multiple integrals; however, in this case it does not
seem possible to obtain any compact expression for the density.
Remark 5.2. Consider the case whereX only jumps in one direction. Since α ≤ 1,
X is either a subordinator or the negative of a subordinator, and the potential
measure in question is equal to a suitable restriction of the unkilled potential
measure of X. In the case where α > 1, we could not give a concise result
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5.1. The stable process killed on entering a bounded interval

for the potential measure in the generality of Theorem 5.1. If, however, X is
totally asymmetric, the theory of scale functions may be applied; the measure of
Theorem 5.1 is equal to Ex

∫ τ−1
0

1{Xt∈dy} dt, and a formula for this may be found
in [50, Theorem 2.7].

Proof (of Theorem 5.1). We begin by determining a killed potential for ξ. Let

u(p, w) dw = Ep
∫ S−0

0

1{ξs∈dw} ds, p, w > 0,

if this density exists. Applying Proposition 2.14 to the hypergeometric Lévy
process ξ, we immediately obtain

u(p, w) =


(ep−w − 1)α−1

Γ(αρ)Γ(αρ̂)

∫ 1−e−w
1−e−p

0

tαρ−1(1− t)−αdt, 0 < w < p,

(1− ep−w)α−1

Γ(αρ)Γ(αρ̂)

∫ 1−e−p
1−e−w

0

tαρ̂−1(1− t)−αdt, w > p.

We can now start to calculate the killed potential for X. Let

ū(b, z) dz = E1

∫ τb0

0

1{Xt∈dz} dt, 0 < b < 1, z > b.

Recall now that dAt = 1{Xt>0} dt, and γ denotes the right-inverse of A; the
path-censored stable process Y satisfies Yt = Xγ(t)1{t<τ0} for t ≥ 0. Bearing
in mind the discussion at the beginning of this chapter, we make the following
calculation.

ū(b, z) dz = E1

∫ τb0 (X)

0

1{Xt∈dz} dAt

= E1

∫ τb0 (Y )

0

1{Yt∈dz} dt

= E0

∫ T (S−a )

0

1{exp(ξS(t))∈dz} exp(αξS(t)) dS(t)

= zαE0

∫ S−a

0

1{exp(ξs)∈dz} ds

= zαE−a
∫ S−0

0

1{exp(ξs+a)∈dz} ds,

where a = log b, and, for clarity, we have written τ b0(Z) for the hitting time of
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(0, b) calculated for a process Z. Hence,

ū(b, z) = zα−1u(log b−1, log b−1z), 0 < b < 1, z > b.

Finally, a scaling argument yields the following. For x ∈ (0, 1) and y > 1,

Ex

∫ τ1−1

0

1{Xt∈dy} dt/dy

= (x+ 1)α−1ū

(
2

x+ 1
,
y + 1

x+ 1

)
= (y + 1)α−1u

(
log

x+ 1

2
, log

y + 1

2

)

=


(x− y)α−1

Γ(αρ)Γ(αρ̂)

∫ y−1
y+1

x+1
x−1

0

tαρ−1(1− t)−α dt, 1 < y < x,

(y − x)α−1

Γ(αρ)Γ(αρ̂)

∫ y+1
y−1

x−1
x+1

0

tαρ̂−1(1− t)−α dt, y > x.

The integral substitution t = s−1
s+1

gives the form in the theorem.

5.2 The stable process and the reflected stable
process killed on exiting a bounded interval

In this section, we consider the case where X is a stable process and A is a
bounded interval. We compute the measure U [0,1], from which UA may be ob-
tained for any bounded interval A; and from this we compute the joint law at first
exit of [0, 1] of the overshoot, undershoot and undershoot from the maximum.
Furthermore, we give the potential measure and triple law also for the process
reflected in its infimum.

The potential measure has been already been computed when X is symmetric;
see Blumenthal et al. [11, Corollary 4] and references therein, as well as Baurdoux
[4]. We extend these results to asymmetric stable processes by rewriting the
potential measure of interest via the Lamperti representation ξ∗ of the killed
stable process X∗. It is then enough to know the killing rate of ξ∗ and the
solution of certain exit problems for X. We then use [4] to compute potentials
for the reflected process.

We end this section by remarking on the relationship between the potential
measure for the stable process and that of the stable process conditioned to stay
positive or hit zero continuously.
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We will now give our results. Let

σ[0,1] = inf{t ≥ 0 : Xt /∈ [0, 1]},

and define the killed potential measure and its density

U1(x, dy) := U [0,1](x, dy) = Ex

∫ σ[0,1]

0

1
[
Xt ∈ dy

]
dt = u1(x, y) dy,

provided the density u1 exists.

Theorem 5.3. For 0 < x, y < 1,

u1(x, y) =


1

Γ(αρ)Γ(αρ̂)
(x− y)α−1

∫ y(1−x)
x−y

0

sαρ−1(s+ 1)αρ̂−1 ds, y < x,

1

Γ(αρ)Γ(αρ̂)
(y − x)α−1

∫ x(1−y)
y−x

0

sαρ̂−1(s+ 1)αρ−1 ds, x < y.

When X is symmetric, this reduces, by spatial homogeneity and scaling of X,
and substituting in the integral, to [11, Corollary 4].

Proof (of Theorem 5.3). To avoid the proliferation of symbols, here and else-
where in the section we shall only distinguish processes typographically by the
measures associated with them; the exception is that self-similar processes will
be distinguished from processes obtained by Lamperti transform. Thus, the time

τ+
1 = inf{t ≥ 0 : Xt > 0}

always refers to the canonical process of the measure it appears under, and will
be used for self-similar processes; and

S+
0 = inf{s ≥ 0 : ξs > 0}, and S−0 = inf{s ≥ 0 : ξs < 0}

will likewise be used for processes obtained by Lamperti transform.

Our proof makes use of the pssMp (X,P∗) and its Lamperti transform (ξ,P∗),
which were discussed in section 2.5; in particular, recall that (ξ,P∗) is killed at
rate

q = c−/α =
Γ(α)

Γ(αρ̂)Γ(1− αρ̂)
. (5.2)
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Let 0 < x, y < 1. Then

U1(x, dy) = Ex

∫ σ[0,1]

0

1[Xt ∈ dy] dt

= E∗x

∫ τ+1

0

1[Xt ∈ dy] dt,

using nothing more than the definition of (X,P∗). We now use the Lamperti
representation to relate this to (ξ,P∗). This process is killed at the rate q given
in (5.2), and so it may be represented as an unkilled Lévy process (ξ,P) which
is sent to some cemetery state at the independent exponental time eq. We now
make the following calculation, as we remarked at the start of the chapter.

U1(x, dy) = E∗log(x)

∫ T (S+
0 )

0

1
[
eξS(t) ∈ dy

]
eαξS(t) dS(t)

= yαElog(x)

∫ S+
0

0

1
[
eξs ∈ dy

]
1[eq > s] ds

= yαÊlog(1/x)

∫ S−0

0

1
[
ξs ∈ log(1/dy)

]
e−qs ds,

where Ê refers to the Lévy process dual to ξ. Examining the proof of Theorem
VI.20 in Bertoin [6] reveals that, for any a > 0,

Êa
∫ S−0

0

1[ξs ∈ ·] e−qs ds

=
1

q

∫
[0,∞)

P̂0(ξeq ∈ dw)

∫
[0,a]

P̂0(−ξ
eq
∈ dz)1[a+ w − z ∈ ·],

where for each t ≥ 0, ξt = sup{ξs : s ≤ t} and ξ
t

= inf{ξs : s ≤ t}. Then,
provided that the measures P̂0(ξeq ∈ ·) and P̂0(ξ

eq
∈ ·) possess respective densities

gS and gI (as we will shortly see they do), it follows that for a > 0,

Êa
∫ S−0

0

1[ξs ∈ dv] e−qs ds =
dv

q

∫ a

(a−v)∨0

dz gI(−z)gS(v − a+ z).

We may apply this result to our potential measure U1 in order to find its
density, giving

u1(x, y) =
1

q
yα−1

∫ 1
x

y
x
∨1

t−1gI(log t−1)gS(log(tx/y)) dt. (5.3)
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5.2. The stable process killed on exiting a bounded interval

It remains to determine the densities gS and gI of the measures P̂0(ξeq ∈ ·) and
P̂0(ξ

eq
∈ ·). These can be related to functionals of X by the Lamperti transform:

P̂0(ξeq ∈ ·) = P0(−ξ
eq
∈ ·) = P1(− logXτ−0 −

∈ ·)

P̂0(ξ
eq
∈ ·) = P0(−ξeq ∈ ·) = P1(− log X̄τ−0

∈ ·),
(5.4)

where X and X̄ are defined in the obvious manner.
The laws of the rightmost random variables in (5.4) are available explicitly,

as we now show. For the law of Xτ−0 −
, we transform it into an overshoot problem

and make use of Example 7 in Doney and Kyprianou [32], as follows. We omit
the calculation of the integral, which uses [38, 8.380.1].

P1(Xτ−0 −
∈ dy) = P̂0(1− X̄τ+1 −

∈ dy)

= K

∫ ∞
y

dv

∫ ∞
0

du (v − y)αρ−1(v + u)−(α+1)(1− y)αρ̂−1 dy

=
sin(παρ̂)

π
y−αρ̂(1− y)αρ̂−1 dy. (5.5)

For the law of X̄τ−0
, consider the following calculation.

P1(X̄τ−0
≥ y) = P1(τ+

y < τ−0 ) = P1/y(τ
+
1 < τ−0 ).

This final quantity depends on the solution of the two-sided exit problem for the
stable process; it is computed in Rogozin [73], where it is denoted f1(1/y,∞).
Note that [73] contains a typographical error: in Lemma 3 of that work and the
discussion after it, the roles of q (which is ρ in our notation) and 1− q should be
swapped. In the corrected form, we have

P1(X̄τ−0
≥ y) =

Γ(α)

Γ(αρ)Γ(αρ̂)

∫ 1/y

0

uαρ̂−1(1− u)αρ−1 du

=
Γ(α)

Γ(αρ)Γ(αρ̂)

∫ ∞
y

t−α(t− 1)αρ−1 dt, (5.6)

which gives us the density.
Now we substitute (5.5) and (5.6) into (5.3):

u1(x, y) =
1

Γ(αρ)Γ(αρ̂)
xαρ̂−1yαρ

∫ 1
x

y
x
∨1

t−α(t− 1)αρ−1

(
t− y

x

)αρ̂−1

dt.

The expression in the statement follows by a short manipulation of this inte-
gral.
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5. Potentials of killed processes

Remark 5.4. As we have already noted, it is not difficult to find the potential
in Theorem 5.3 when X has only one-sided jumps. If X is a subordinator or
the negative of a subordinator, then the potential is simply a restriction of the
unkilled potential measure of X; while if X is a totally symmetric stable process,
one may apply the theory of scale functions, making use of, for example, [50,
Theorem 2.7].

With very little extra work, Theorem 5.3 yields an apparently stronger result.
Let

τ−0 = inf{t ≥ 0 : Xt < 0}; X̄t = sup
s≤t

Xs, t ≥ 0,

and write

Ex

∫ τ−0

0

1[Xt ∈ dy, X̄t ∈ dz] dt = u(x, y, z) dy dz,

if the right-hand side exists. Then we have the following.

Corollary 5.5. For x > 0, y ∈ [0, z), z > x,

u(x, y, z) =
1

Γ(αρ)Γ(αρ̂)
xαρ̂yαρ

(z − x)αρ−1(z − y)αρ̂−1

zα
dy dz. (5.7)

Proof. We obtain

Ex

∫ τ−0

0

1[Xt ∈ dy, X̄t ≤ z] dt = zα−1u1(x/z, y/z),

via rescaling the left-hand side, and the density is found by differentiating the
right-hand side in z.

From this density, one may recover the following hitting distribution, which
originally appeared in Kyprianou et al. [57, Corollary 15]. Let

τ+
1 = inf{t ≥ 0 : Xt > 1}.

Corollary 5.6. For u ∈ [0, 1− x), v ∈ (u, 1], y ≥ 0,

Px(1− X̄τ+1 −
∈ du, 1−Xτ+1 −

∈ dv, Xτ+1
− 1 ∈ dy, τ+

1 < τ−0 )

=
Γ(α + 1)

Γ(αρ̂)Γ(1− αρ)

xαρ̂(1− v)αρ(1− u− x)αρ−1(v − u)αρ̂−1

(1− u)α(v + y)α+1
du dv dy. (5.8)

Proof. Following the proof of [6, Proposition III.2], one may show that the left-
hand side of (5.8) is equal to u(x, 1−v, 1−u)π(v+y), where π is the Lévy density
of X.
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5.2. The stable process killed on exiting a bounded interval

Remark 5.7. The proof of Corollary 5.6 suggests an alternative derivation of
Theorem 5.3. Since the identity (5.8) is already known, one may deduce u(x, y, z)
from it by following the proof backwards. The potential u1(x, y) without X̄ may
then be obtained via integration. However, we prefer to offer a self-contained
proof based on well-known hitting distributions for the stable process.

Now let Z denote the stable process X reflected in its infimum, that is,

Zt = Xt −X t, t ≥ 0,

where X t = inf{Xs, 0 ≤ s ≤ t} ∧ 0 for t ≥ 0. Z is a self-similar Markov process.
Let T+

1 = inf{t > 0 : Zt > 1} denote the first passage time of Z above the
level 1, and define

R1(x, dy) = Ex

∫ T+
1

0

1[Zt ∈ dy] dt = r1(x, y) dy.

We may then use the results of Baurdoux [4] to find r1. Note that, as Z is self-
similar, R1 suffices to deduce the potential of Z killed at first passage above any
level.

Theorem 5.8. For 0 < y < 1,

r1(0, y) =
1

Γ(α)
yαρ−1(1− y)αρ̂.

Hence, for 0 < x, y < 1,

r1(x, y) =



1

Γ(αρ)Γ(αρ̂)

[
(x− y)α−1

∫ y(1−x)
x−y

0

sαρ−1(s+ 1)αρ̂−1 ds

+ yαρ−1(1− y)αρ̂
∫ 1−x

0

tαρ−1(1− t)αρ̂−1 dt

]
, y < x,

1

Γ(αρ)Γ(αρ̂)

[
(y − x)α−1

∫ x(1−y)
y−x

0

sαρ̂−1(s+ 1)αρ−1 ds

+ yαρ−1(1− y)αρ̂
∫ 1−x

0

tαρ−1(1− t)αρ̂−1 dt

]
, x < y.

Proof. According to Baurdoux [4, Theorem 4.1], since X is regular upwards, we
have the following formula for r1(0, y):

r1(0, y) = lim
z↓0

u1(z, y)

Pz(τ
+
1 < τ−0 )

.

We have found u1 above, and as we already mentioned, we have from Rogozin
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5. Potentials of killed processes

[73] that

Px(τ
+
1 < τ−0 ) =

Γ(α)

Γ(αρ)Γ(αρ̂)

∫ x

0

tαρ̂−1(1− t)αρ−1 dt.

We may then make the following calculation, using l’Hôpital’s rule on the second
line since the integrals converge,

r1(0, y) =
1

Γ(α)
yα−1 lim

z↓0

∫ z(1−y)
y−z

0

sαρ̂−1(s+ 1)αρ−1 ds∫ z

0

tαρ̂−1(1− t)αρ−1 dt

=
1

Γ(α)
yα−1 lim

z↓0

zαρ̂−1(1− y)αρ̂−1(y − z)1−αρ̂ ∂
∂z

[ z(1−y)
y−z

]
zαρ̂−1 ∂

∂z

[
z
]

=
1

Γ(α)
yαρ−1(1− y)αρ̂.

Finally, the full potential density r1(x, y) follows simply by substituting in the
following formula, from the same theorem in [4]:

r1(x, y) = u1(x, y) + Px(τ
−
0 < τ+

1 )r1(0, y).

Writing

Ex

∫ ∞
0

1[Yt ∈ dy, Z̄t ∈ dz] dt = r(x, y, z) dy dz,

where Z̄t is the supremum of Z up to time t, we obtain the following corollary,
much as we had for X.

Corollary 5.9. For y ∈ (0, z), z ≥ 0,

r(0, y, z) =
αρ̂

Γ(α)
yαρ−1(z − y)αρ̂−1,

and for x > 0, y ∈ (0, z), z ≥ x,

r(x, y, z) =
1

Γ(αρ)Γ(αρ̂)
yαρ−1(z − y)αρ̂−1

[
xαρ̂(z − x)αρ−1z1−α

+ αρ̂

∫ 1−x
z

0

tαρ−1(1− t)αρ̂−1 dt

]
We also have the following corollary, which is the analogue of Corollary 5.6.
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5.2. The stable process killed on exiting a bounded interval

Corollary 5.10. For u ∈ (0, 1], v ∈ (u, 1), y ≥ 0,

P0(1− Z̄T+
1
∈ du, 1− ZT+

1
∈ dv, ZT+

1
− 1 ∈ dy)

=
α · αρ̂

Γ(αρ)Γ(1− αρ)

(1− v)αρ−1(v − u)αρ̂−1

(v + y)α+1
,

and for x ≥ 0, u ∈ [0, 1− x), v ∈ (u, 1), y ≥ 0,

Px(1− Z̄T+
1
∈ du, 1− ZT+

1
∈ dv, ZT+

1
− 1 ∈ dy)

=
Γ(α + 1)

Γ(αρ̂)Γ(1− αρ)

(1− v)αρ−1(v − u)αρ̂−1

(v + y)α+1

[
xαρ̂(1− u− x)αρ−1(1− u)1−α

+ αρ̂

∫ 1− x
1−u

0

tαρ−1(1− t)αρ̂−1 dt

]
.

The marginal in dv dy appears in Baurdoux [4, Corollary 3.5] for the case
where X is symmetric and x = 0. The marginal in dy is given in Kyprianou [52]
for the process reflected in the supremum; this corresponds to swapping ρ and
ρ̂. However, unless x = 0, it appears to be difficult to integrate in Corollary 5.10
and obtain the expression found in [52].

Finally, one may integrate in Theorem 5.8 and obtain the expected first pas-
sage time for the reflected process.

Corollary 5.11. For x ≥ 0,

Ex[T
+
1 ] =

1

Γ(α + 1)

[
xαρ̂(1− x)αρ + αρ̂

∫ 1−x

0

tαρ−1(1− t)αρ̂−1 dt

]
.

In particular,

E0[T+
1 ] =

1

Γ(α)

Γ(αρ)Γ(αρ̂+ 1)

Γ(α + 1)
.

We now make some remarks on potentials for conditioned stable processes. There
are two cases to consider. Recall that the stable process conditioned to stay
positive is the process given (see section 2.5.2) by the Doob h-transform of the
measures Px(·, t < τ−0 ) via the harmonic function

h↑(x) = xαρ̂, x > 0.

Write (P↑x)x>0 for the associated laws. We define the potential

U↑+(x, dy) = E↑x

∫ τ+1

0

1[Xt ∈ dy] dt = u↑+(x, y) dy, 0 < x, y < 1.
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5. Potentials of killed processes

Since τ+
1 is a stopping time, it follows from the h-transform that

P↑x(Xt ∈ dy, t < τ+
1 ) =

h↑(y)

h↑(x)
Px(Xt ∈ dy, t < σ[0,1])

and in terms of the potential, this gives the following relation between the process
conditioned to stay positive and the process killed on exiting (0,∞):

u↑+(x, y) =
h↑(y)

h↑(x)
u1(x, y), 0 < x, y < 1.

The next case is conditioning to hit zero continuously. Again, recall the stable
process conditioned to hit zero continuously, given (see section 2.5.3) by the Doob
h-transform of the measures Px(·, t < τ−0 ) via the harmonic function

h%(x) = xαρ̂−1, x > 0.

Write (P%
x)x>0 for the associated laws. As before, we define the potential

U%
+(x, dy) = E%

x

∫ τ+1

0

1[Xt ∈ dy] dt = u%
+(x, y) dy, 0 < x, y < 1,

and it is simple to see that

u%
+(x, y) =

h%(y)

h%(x)
u1(x, y) = (y/x)−1u↑+(x, y) 0 < x, y < 1.

Remark 5.12. Let us note another way to derive Theorem 5.3 and its corollaries.
In [14], Caballero and Chaumont consider the stable process conditioned to stay
positive and conditioned to hit zero continuously, and compute their Lamperti
representations, say ξ↑ and ξ%. The Wiener-Hopf factorisations of these processes
are also known; see for example [46]. It is hence a simple matter to compute the
renewal measures of ξ↑, say, and use the Silverstein identity [6, Theorem VI.20]
to compute U↑+. One can then obtain U1 and U%

+ by using in reverse the harmonic
transforms we have already mentioned.
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Chapter 6

The hitting time of zero

Consider a stable process X with α ∈ (1, 2). We are interested in computing the
distribution of

T0 = inf{t ≥ 0 : Xt = 0},

the first hitting time of zero for X. When α > 1, this random variable is a.s.
finite, while when α ≤ 1, points are polar for the stable process, so T0 =∞ a.s.;
this explains our exclusion of such processes.

When X is symmetric, the distribution of T0 is not difficult to find using
the Lamperti representation of the radial part of X, which we considered in
section 3.3, and we will discuss this shortly. In the general case where X may
be asymmetric, we present in this chapter a method making use of the so-called
Lamperti–Kiu transform and Markov additive processes.

Let us also note here that, in the symmetric case, the distribution of T0 has
been characterised in Yano et al. [81, Theorem 5.3], and the Mellin transform
appears in Cordero [29, equation (1.36)]; however, these authors proceed via a
different method.

For the spectrally one-sided case, which our range of parameters omits, the law
of T0 has been computed by Peskir [66]. Nonetheless, as we explain in Remark 6.9,
our methodology can also be used in this case.

First we reiterate the characterisation we gave in section 3.3 of the law of T0 when
X is symmetric. As in section 3.3, define a process R by

Rt = |Xt|1{t<T0}, t ≥ 0,

the radial part of X. The process R is a pssMp whose Lamperti representation,
say ξR, is a Lévy process. It is then known that T0 has the same distribution as
the random variable

I(αξR) :=

∫ ∞
0

exp(αξRt ) dt,

the so-called exponential functional of αξR.
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6. The hitting time of zero

In order to find the distribution of T0, we must compute the Mellin transform
E[I(αξR)s−1] for a suitable range of s. In Proposition 3.11, we computed the
Mellin transform of I(αξR

′
), and a simple rescaling and reformulation gives the

result for the symmetric case: for Re s ∈ (−1/α, 2− 1/α),

E1[T s−1
0 ] = 2−α(s−1)

√
π

Γ( 1
α

)Γ(1− 1
α

)

Γ(1 + α
2
− αs

2
)

Γ(1−α
2

+ αs
2

)
Γ( 1

α
− 1 + s)

Γ(2− 1
α
− s)

Γ(2− s)

= sin(π/α)
sin
(
π
2
(1− α + αs)

)
sin
(
π
α

(
1− α + αs

)) Γ(1 + α− αs)
Γ(2− s)

.

This characterises the distribution.

The rest of this chapter is organised as follows.
In section 6.1 we derive the distribution of T0 for a general stable process,

which may not be symmetric. The reasoning is similar to that presented above.
The process R still satisfies the scaling property, but it is no longer a Markov
process; however, due to the recent work of Chaumont et al. [25], there is still
a type of Lamperti representation for X, not in terms of a Lévy process, but in
terms of a so-called Markov additive process, say ξX . Again, the distribution of T0

is equal to that of I(αξX), and we develop techniques to compute a vector-valued
Mellin transform for the exponential function of this Markov additive process.
Further, we invert the Mellin transform of I(αξX) in order to deduce explicit
series representations for the law of T0.

In certain scenarios the distribution T0 is a very convenient quantity to have,
and we consider some applications in section 6.2: for example, we give an alter-
native description of the stable process conditioned to avoid zero, and we give
some identities in law similar to the result of Bertoin and Yor [8] for the entrance
law of a pssMp started at zero.

Finally, we discuss the relationship between conditionings at zero of self-
similar Markov processes and the existence of a Cramér number for their Lamperti
or Lamperti–Kiu transforms, and give suggestions for future work.

6.1 The asymmetric stable process

This section is laid out as follows. We devote the first two subsections to a dis-
cussion of Markov additive processes and their exponential functionals, and then
discuss real self-similar Markov processes and the Lamperti–Kiu representation.
Finally, in the last subsection, we apply the theory which we have developed to
the problem of determining the law of T0 for a general two-sided jumping stable
process with α ∈ (1, 2).
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6.1. The asymmetric stable process

6.1.1 Markov additive processes

Let E be a finite state space and (Ht)t≥0 a standard filtration. A càdlàg process
(ξ, J) in R×E with law P is called a Markov additive process (MAP) with respect
to (Ht)t≥0 if (J(t))t≥0 is a continuous-time Markov chain in E, and the following
property is satisfied, for any i ∈ E and s, t ≥ 0:

given {J(t) = i}, the pair (ξ(t+ s)− ξ(t), J(t+ s)) is independent of Ht,
and has the same distribution as (ξ(s)− ξ(0), J(s)) given {J(0) = i}. (6.1)

Aspects of the theory of Markov additive processes are covered in a number
of texts, among them [1] and [2]. We will mainly use the notation of [40], which
principally works under the assumption that ξ is spectrally negative; the results
which we quote are valid without this hypothesis, however.

Let us introduce some notation. We write Pi = P(· | ξ(0) = 0, J(0) = i); and
if µ is a probability distribution on E, we write

Pµ = P(· | ξ(0) = 0, J(0) ∼ µ) =
∑
i∈E

µ(i)Pi.

We adopt a similar convention for expectations.
It is well-known that a Markov additive process (ξ, J) also satisfies (6.1) with

t replaced by a stopping time. Furthermore, it has the structure given in the
following proposition; see [2, §XI.2a] and [40, Proposition 2.5].

Proposition 6.1. The pair (ξ, J) is a Markov additive process if and only if, for
each i, j ∈ E, there exist a sequence of iid Lévy processes (ξni )n≥0 and a sequence
of iid random variables (Un

ij)n≥0, independent of the chain J , such that if T0 = 0
and (Tn)n≥1 are the jump times of J , the process ξ has the representation

ξ(t) = 1{n>0}(ξ(Tn−) + Un
J(Tn−),J(Tn)) + ξnJ(Tn)(t− Tn), t ∈ [Tn, Tn+1), n ≥ 0.

For each i ∈ E, it will be convenient to define, on the same probability space,
ξi as a Lévy process whose distribution is the common law of the ξni processes
in the above representation; and similarly, for each i, j ∈ E, define Uij to be a
random variable having the common law of the Un

ij variables.
Let us now fix the following setup. Firstly, we confine ourselves to irreducible

Markov chains J . Let the state space E be the finite set {1, . . . , N}, for some
N ∈ N. Denote the transition rate matrix of the chain J by Q = (qij)i,j∈E. For
each i ∈ E, the Laplace+ exponent of the Lévy process ξi will be written φi,
which is to say that eφi(z) = E(ezξi(1)), for all z ∈ C for which the right-hand side
exists. For each pair of i, j ∈ E, define the Laplace+ transform Gij(z) = E(ezUij)
of the jump distribution Uij, where this exists; write G(z) for the N ×N matrix
whose (i, j)th element is Gij(z). We will adopt the convention that Uij = 0 if
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6. The hitting time of zero

qij = 0, i 6= j, and also set Uii = 0 for each i ∈ E.
A multidimensional analogue of the Laplace+ exponent of a Lévy process is

provided by the matrix-valued function

F (z) = diag(φ1(z), . . . , φN(z)) +Q ◦G(z), (6.2)

for all z ∈ C where the elements on the right are defined, where ◦ indicates
elementwise multiplication, also called Hadamard multiplication. It is then known
that

Ei(ezξ(t); J(t) = j) =
(
eF (z)t

)
ij
, i, j ∈ E,

for all z ∈ C where one side of the equality is defined. For this reason, F is called
the matrix exponent of the MAP ξ.

We now describe the existence of the leading eigenvalue of the matrix F ,
which will play a key role in our analysis of MAPs. This is sometimes also called
the Perron-Frobenius eigenvalue; see [2, §XI.2c] and [40, Proposition 2.12].

Proposition 6.2. Suppose that z ∈ C is such that F (z) is defined. Then, the
matrix F (z) has a real simple eigenvalue k(z), which is larger than the real part of
all its other eigenvalues. Furthermore, the corresponding right-eigenvector v(z)
may be chosen so that vi(z) > 0 for every i ∈ E, and normalised such that

πv(z) = 1 (6.3)

where π is the equilibrium distribution of the chain J .

This leading eigenvalue features in the following probabilistic result, which
identifies a martingale (sometimes known as the Wald martingale) and change of
measure analogous to the exponential martingale and Esscher transformation of
a Lévy process; cf. [2, Proposition XI.2.4, Theorem XIII.8.1].

Proposition 6.3. Let

M(t, γ) = eγ[ξ(t)−ξ(0)]−k(γ)t vJ(t)(γ)

vJ(0)(γ)
, t ≥ 0,

for some γ such that the right-hand side is defined. Then,

(i) M(·, γ) is a unit-mean martingale with respect to (Ht)t≥0 under any initial
distribution of (ξ(0), J(0)).

(ii) Define the change of measure

dPγ

dP

∣∣∣∣
Ht

= M(t, γ).

98



6.1. The asymmetric stable process

Under Pγ, the process ξ is still a Markov additive process. We shall write
a superscript (γ) to indicate a quantity calculated under Pγ; thus, one may
calculate for each i, j ∈ E:

• Pγ(Uij ∈ dx) =
eγx

Gij(γ)
P(Uij ∈ dx), and hence G(γ)

ij (z) =
Gij(z + γ)

Gij(γ)
,

• q(γ)
ij =

vj(γ)

vi(γ)
qijGij(γ) and

• φ(γ)
i (z) = φi(z + γ)− φi(γ).

Furthermore,

F (γ)(z) = ∆−1
v(γ)[F (z + γ)− k(γ)Id]∆v(γ),

where ∆v(γ) = diag(vi(γ), i ∈ E); and hence,

k(γ)(z) = k(z + γ)− k(γ).

Making use of this, the following proposition can be obtained; the properties
of k given here are commonly used in the literature, but for convenience, we also
provide a short proof.

Proposition 6.4. Suppose that F is defined in some open interval D of R. Then,
the leading eigenvalue k of F is smooth and convex on D.

Proof. Smoothness follows from results on the perturbation of eigenvalues; see
[40, Proposition 2.13] for a full proof.

To prove that k is convex, we begin by proving that for λ ∈ (0, 1) such that
z, λz ∈ D,

k(λz) ≤ λk(z). (6.4)

Taking expectations in the martingale from Proposition 6.3, and using the nor-
malisation condition (6.3), we see that, starting J in equilibrium,

Eπ[ezξ(1)vJ(1)(z)] = ek(z).

Now let p = 1/λ > 1, and let q be its conjugate exponent, that is, 1
p

+ 1
q

= 1. We
apply Hölder’s inequality as follows.

ek(z/p) = Eπ[e(z/p)ξ(1)vJ(1)(z)] ≤
(
Eπ[e(zp/p)ξ(1)v

p/p
J(1)(z)]

)1/p(Eπ[v
q/q
J(1)(z)]

)1/q

=
(
Eπ[ezξ(1)vJ(1)(z)]

)1/p
(πv(z))1/q

=
(
Eπ[ezξ(1)vJ(1)(z)]

)1/p

= ek(z)/p
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Replacing 1/p by λ, we obtain (6.4).
Now let u, v ∈ D and λ ∈ (0, 1); recall from Proposition 6.3 that for the

leading eigenvalue under the change of measure, k(u)(z) = k(z + u) − k(u). We
then calculate:

k((1− λ)u+ kv)− k(u) = k(u)(λ(v − u))

≤ λk(u)(v − u)

= λ(k(v)− k(u))

and so
k((1− λ)u+ λv) ≤ (1− λ)k(u) + λk(v),

which completes the proof.

6.1.2 The Mellin transform of the exponential functional

In section 3.3, we studied the exponential functional of a certain Lévy process
associated to the radial part of the stable process; now we are interested in
obtaining some results which will assist us in computing the law of an exponential
functional associated to Markov additive processes.

For a MAP ξ, let

I(−ξ) =

∫ ∞
0

exp(−ξ(t)) dt.

One way to characterise the law of I(−ξ) is via its Mellin transform, which we
write asM(s). This is the vector in RN whose ith element is given by

Mi(s) = Ei[I(−ξ)s−1], i ∈ E.

We will shortly obtain a functional equation for M, analogous to the func-
tional equation (2.19) which we saw in section 3.2. For Lévy processes, proofs
of the result can be found in Carmona et al. [18, Proposition 3.1], Maulik and
Zwart [60, Lemma 2.1] and Rivero [69, Lemma 2]; our proof follows the latter,
making changes to account for the Markov additive property.

We make the following assumption, which is analogous to the Cramér condi-
tion for a Lévy process; recall that k is the leading eigenvalue of the matrix F ,
as discussed in section 6.1.1.

Assumption 6.5 (Cramér condition for a Markov additive process). There ex-
ist z0 < 0 such that F (s) exists on (z0, 0), and some θ ∈ (0,−z0), such that
k(−θ) = 0. We say that the Markov additive process (ξ, J) satisfies the Cramér
condition with Cramér number −θ.

Since the leading eigenvalue k is smooth and convex where it is defined, it
follows also that k(−s) < 0 for s ∈ (0, θ). In particular, this renders the ma-
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trix F (−s) negative definite, and hence invertible. Furthermore, it follows that
k′(0−) > 0, and hence (see [2, Corollary XI.2.7] and [40, Lemma 2.14]) that ξ
drifts to +∞ independently of its initial state. This implies that I(−ξ) is an a.s.
finite random variable.

Proposition 6.6. Suppose that ξ satisfies the Cramér condition (Assumption 6.5)
with Cramér number −θ, such that θ ∈ (0, 1). Then,M(s) is finite and analytic
when Re s ∈ (0, 1 + θ), and the following vector-valued functional equation holds:

M(s+ 1) = −s(F (−s))−1M(s), s ∈ (0, θ).

Proof. At the end of the proof, we shall require the existence of certain moments
of the random variable

Qt =

∫ t

0

e−ξ(u) du,

and so we shall begin by establishing this.
Suppose that s ∈ (0, θ], and let p > 1. Then, by the Cramér condition, it

follows that k(−s/p) < 0, and hence for any u ≥ 0, e−uk(−s/p) ≥ 1.
Recall that for fixed z, the process

M(u, z) = ezξ(u)−k(z)uvJ(u)(z)

vJ(0)(z)
, u ≥ 0

is a martingale (the Wald martingale) under any initial distribution (ξ(0), J(0)),
and set

V (z) = min
j∈E

vj(z) > 0,

so that for each j ∈ E, vj(z)/V (z) ≥ 1.
We now have everything in place to make the following calculation, which

uses the Cramér condition in the second line, and the Doob maximal inequality
in connection with the Wald martingale in the third line; note that M(·,−s/p)p
is a submartingale.

Ei[Qs
t ] ≤ ts Ei

[
sup
u≤t

[
e−sξ(u)/p

]p]
≤ tsEi

[
sup
u≤t

[
M(u,−s/p)vi(−s/p)(V (−s/p))−1

]p]
≤ tsvi(−s/p)pV (−s/p)−p

(
p

p− 1

)p
Ei
[
M(t,−s/p)p

]
≤ tsV (−s/p)−p

(
p

p− 1

)p
e−tpk(−s/p) max

j∈E
vj(−s/p)pEi

[
e−sξ(t)

]
<∞.

We now commence with the main argument in the proof. To begin with, for
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all s > 0, t ≥ 0,(∫ ∞
0

e−ξ(u) du

)s
−
(∫ ∞

t

e−ξ(u) du

)s
= s

∫ t

0

e−sξ(u)

(∫ ∞
0

e−(ξ(u+v)−ξ(u)) dv

)s−1

du.

For each i ∈ E, we take expectations and apply the Markov additive property.

Ei
[(∫ ∞

0

e−ξ(u) du

)s
−
(∫ ∞

t

e−ξ(u) du

)s]
= s

∑
j∈E

∫ t

0

Ei
[
e−sξ(u); J(u) = j

]
Ej
[∫ ∞

0

e−ξ(v) dv

]s−1

du

= s

∫ t

0

∑
j∈E

(
eF (−s)u

)
ij
Ej
[
I(−ξ)s−1

]
du.

Assuming now that 0 < s < θ < 1, it follows that
∣∣|x|s − |y|s∣∣ ≤ |x − y|s for

any x, y ∈ R, and so we see that for each i ∈ E, the left-hand side of the above
equation is bounded by Ei(Qs

t) <∞. Since eF (−s)u has no zero columns, it follows
that Ei[I(−ξ)s−1] <∞ for each i ∈ E, also.

If we now take t → ∞, the left-hand side is monotone increasing, while on
the right, the Cramér condition ensures that F (−s) is negative definite, which is
a sufficient condition for convergence, giving the limit:

M(s+ 1) = −s(F (−s))−1M(s), s ∈ (0, θ).

Furthermore, as we know the right-hand side is finite, this functional equation
allows us to conclude thatM(s) <∞ for all s ∈ (0, 1 + θ). It then follows from
the general properties of Mellin transforms of probability measures thatM(s) is
finite and analytic for all s ∈ C such that Re s ∈ (0, 1 + θ).

6.1.3 Real self-similar Markov processes

In chapters 3–5, we studied a number Lévy processes associated through the
Lamperti representation to positive, self-similar Markov processes. Here we see
that Markov additive processes also admit an interpretation as Lamperti-type
representations of real self-similar Markov processes.

The structure of real self-similar Markov processes has been investigated by
Chybiryakov [28] in the symmetric case, and Chaumont et al. [25] in general.
Here, we give an interpretation of these authors’ results in terms of a two-state
Markov additive process. We begin with some relevant definitions, and state
some of the results of these authors.
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6.1. The asymmetric stable process

A real self-similar Markov process with self-similarity index α > 0 is a stan-
dard (in the sense of [10]) Markov process X = (Xt)t≥0 with probability laws
(Px)x∈R\{0} which satisfies the scaling property, that for all x ∈ R\{0} and c > 0,

the law of (cXtc−α)t≥0 under Px is Pcx.

In [25] the authors define four classes of processes:

C.1 Px(∃t > 0 : XtXt− < 0) is equal to 1 when x > 0 and 0 when x < 0.

C.2 Px(∃t > 0 : XtXt− < 0) is equal to 1 when x < 0 and 0 when x > 0.

C.3 Px(∃t > 0 : XtXt− < 0) = 0 for all x 6= 0.

C.4 Px(∃t > 0 : XtXt− < 0) = 1 for all x 6= 0.

The authors confine their attention to class C.4, where, with probability one,
the rssMp X changes sign infinitely often; processes in the other classes have a
somewhat simpler structure. As with the stable process, define

T0 = inf{t ≥ 0 : Xt = 0}.

For such processes, X may be identified up to the time T0 as the time-changed
exponential of a certain complex-valued process E , which we call the Lamperti–
Kiu representation of X. The following result is taken from [25].

Proposition 6.7 ([25, Theorem 6]). Let X be a rssMp in class C.4, and let
x 6= 0. It is possible to define independent sequences (ξ±,k)k≥0, (ζ±,k)k≥0 and
(U±,k)k≥0 of iid random objects with the following proprties:

1. The elements of these sequences are distributed such that: the ξ± are real-
valued Lévy processes; ζ± are exponential random variables with parameters
q±; and U± are real-valued random variables.

2. For each x 6= 0, define the following objects:

(ξ(k), ζ(k), U (k)) =

{
(ξ+,k, ζ+,k, U+,k), if sgn(x)(−1)k = 1

(ξ−,k, ζ−,k, U−,k), if sgn(x)(−1)k = −1,

T0 = 0, Tn =
n−1∑
k=0

ζ(k),

Nt = max{n ≥ 0 : Tn ≤ t},

σt = t− TNt ,
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6. The hitting time of zero

Et = ξ(Nt)
σt +

Nt−1∑
k=0

(ξ
(k)

ζ(k)
+ U (k)) + iπNt, t ≥ 0,

τ(t) = inf

{
s > 0 :

∫ s

0

|exp(αEu)| du > t|x|−α
}
, t < T0.

Then, the process X under the measure Px has the representation

Xt = x exp(Eτ(t)), 0 ≤ t < T0.

The abundance of notation necessary to be precise in this context may obscure
the fundamental idea, which is as follows. At any given time, the process E evolves
as a Lévy process ξ±, moving along a line Im z = πN , up until an exponential
‘clock’ ζ± (corresponding to the process X changing sign) rings. At this point
the imaginary part of E is incremented by π, the real part jumps by U±, and the
process begins to evolve as the other Lévy process, ξ∓.

Particularly in light of the above discussion, our interpretation is simple to
state.

Proposition 6.8. Let X be an rssMp, with Lamperti–Kiu representation E. De-
fine furthermore

[n] =

{
1, if n is odd
2, if n is even.

Then, for each x 6= 0, the process

(ξ(t), J(t)) =
(
Re Et,

[
Im Et/π + 1{x>0}

])
,

with the right-hand side as in Proposition 6.7, is a Markov additive process with
state space E = {1, 2}, and X under Px has the representation

Xt = x exp
(
ξ(τ(t)) + iπ(J(τ(t)) + 1)

)
, 0 ≤ t < T0,

where we note that (ξ(0), J(0)) is equal to (0, 1) if x > 0, or (0, 2) if x < 0.
Furthermore, the time-change τ has the representation

τ(t) = inf

{
s > 0 :

∫ s

0

exp(αξ(u)) du > t|x|−α
}
, t < T0, (6.5)

in terms of the real-valued process ξ.

Furthermore, we observe from the expression (6.5) for the time-change τ that
under Px, for any x 6= 0, the following identity holds for T0, the hitting time of
zero:

|x|αT0 =

∫ ∞
0

eαξ(u) du.
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6.1. The asymmetric stable process

Implicit in this statement is that the MAP on the right-hand side has law P1 if
x > 0, and law P2 if x < 0. This observation will be exploited in the coming
section, in which we put together the theory we have outlined so far.

6.1.4 The hitting time of zero

We now return to the central problem of this chapter: computing the distribution
of T0 for a stable process. We already have in hand the representation of T0 for
an rssMp as the exponential functional of a MAP, as well as a functional equation
for this quantity which will assist us in the computation.

Let X be the stable process with parameters (α, ρ) ∈ Ast and α > 1. We will
restrict our attention to X under the measures P±1; the results for other initial
values can be derived via scaling.

Since X is an rssMp, it has a representation in terms of a MAP (ξ, J); futher-
more, under P±1,

T0 =

∫ ∞
0

eαξ(s) ds = I(αξ);

to be precise, under P1 the process ξ is under P1, while under P−1 it is under P2.
In [25, §4.1], the authors calculate the characteristics of the Lamperti–Kiu

representation for X, that is, the processes ξ±, and the jump distributions U±
and rates q±. Using this information, and the representation (6.2), one sees that
the MAP (−αξ, J) has matrix exponent

F (z) =

−
Γ(α(1 + z))Γ(1− αz)

Γ(αρ̂+ αz)Γ(1− αρ̂− αz)

Γ(α(1 + z))Γ(1− αz)

Γ(αρ̂)Γ(1− αρ̂)
Γ(α(1 + z))Γ(1− αz)

Γ(αρ)Γ(1− αρ)
− Γ(α(1 + z))Γ(1− αz)

Γ(αρ+ αz)Γ(1− αρ− αz)

 ,

for Re z ∈ (−1, 1/α).
Remark 6.9. It is well-known that, when X does not have one-sided jumps, it
changes sign infinitely often; that is, the rssMp X is in [25]’s class C.4. When
the stable process has only one-sided jumps, which corresponds to the parameter
values ρ = 1− 1/α, 1/α, then it jumps over 0 at most once before hitting it; the
rssMp is therefore in class C.1 or C.2 according to the classification of [25]. The
Markov chain component of the corresponding MAP then has one absorbing state,
and hence is no longer irreducible. Although it seems plain that our calculations
can be carried out in this case, we omit it for the sake of simplicity. As we
remarked in the introduction, it is considered in [66].

We now analyse F in order to deduce the Mellin transform of T0. By considering
the equation detF (z) = 0 with z = 1/α − 1, it is not difficult to deduce that
k(1/α − 1) = 0; that is, −αξ satisfies the Cramér condition (Assumption 6.5)
with Cramér number −θ, where θ = 1− 1/α.
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Let

f1(s) := E1[T s−1
0 ] = E1[I(αξ)s−1], f2(s) := E−1[T s−1

0 ] = E2[I(αξ)s−1],

which by Proposition 6.6 are defined when Re s ∈ (0, 2− 1/α).
Setting A(s) = −s(F (−s))−1, we have

A(s) = − 1

πα
Γ(1− α + αs)Γ(1− αs)

[
sin(πα(ρ− s)) sin(παρ̂)

sin(παρ) sin(πα(ρ̂− s))

]
for Re s ∈ (1− 2/α, 1− 1/α), and the proposition states that[

f1(s+ 1)
f2(s+ 1)

]
= A(s)

[
f1(s)
f2(s)

]
, s ∈ (0, 1− 1/α). (6.6)

The following theorem is the main result of this chapter.

Theorem 6.10. For −1/α < Re(s) < 2− 1/α we have

E1[T s−1
0 ] =

sin
(
π
α

)
sin(πρ̂)

sin
(
πρ̂(1− α + αs)

)
sin
(
π
α

(1− α + αs)
) Γ(1 + α− αs)

Γ(2− s)
. (6.7)

The corresponding expression for E−1[T s−1
0 ] can be obtained from (6.7) by ex-

changing ρ̂ and ρ.

The rest of this section is devoted to proving the uniqueness of the solution
(6.7) of the equation (6.6). The results are as in [49].

Let us denote the function on the right-hand side of (6.7) by h1(s), and by
h2(s) the function obtained from h1(s) by replacing ρ̂ 7→ ρ. Before we are able to
prove Theorem 6.10, we need to establish several properties of these functions.

Lemma 6.11.

(i) There exists ε ∈ (0, 1−1/α) such that the functions h1(s), h2(s) are analytic
and zero-free in the vertical strip 0 ≤ Re(s) ≤ 1 + ε.

(ii) For any −∞ < a < b < +∞ there exists C > 0 such that

e−π|Im(s)| < |hi(s)| < e−
π
2

(α−1)|Im(s)|, i = 1, 2,

for all s in the vertical strip a ≤ Re(s) ≤ b satisfying |Im(s)| > C.

Proof. It is clear from the definition of h1(s) that it is a meromorphic function.
Its zeroes are contained in the set

{2, 3, 4, . . . } ∪ {1− 1/α + n/(αρ̂) : n ∈ Z, n 6= 0}
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and its poles are contained in the set

{1 + n/α : n ≥ 1} ∪ {n− 1/α : n ∈ Z, n 6= 1}.

In particular, there are no zeroes or poles of h1(s) in the strip 0 ≤ Re(s) ≤ 1.
The same is clearly true for h2(s), which proves part (i).

We now make use of the asymptotic formula (3.17), as we did in section 3.3.
Applying this to h1(s) we find that, as s→∞, we have

log|h1(s)| = −π
2

(1 + α− 2αρ̂)|Im s|+O(log|Im s|),

uniformly in the strip a ≤ Re(s) ≤ b. Since for α > 1, any admissible parameters
α, ρ must satisfy α− 1 < αρ̂ < 1, this shows that

α− 1 < 1 + α− 2αρ̂ < 3− α < 2,

and completes the proof of part (ii).

Lemma 6.12. The functions h1(s), h2(s) satisfy the system of equations (6.6).

Proof. Denote the elements of the matrix A(s) by Aij(s). Multiplying the first
row of A(s) by the column vector [h1(s), h2(s)]T , and we obtain, using the fact
that sin(πρ) = sin(πρ̂),

A11(s)h1(s) + A12(s)h2(s)

= − 1

πα

sin
(
π
α

)
sin(πρ̂)

Γ(1− αs)
sin
(
π
α

(1− α + αs)
) [Γ(1 + α− αs)

Γ(2− s)
Γ(1− α + αs)

]
×
{

sin(πα(ρ− s)) sin
(
πρ̂(1− α + αs)

)
+ sin(παρ̂) sin (πρ(1− α + αs))

}
.

Applying identity Γ(z+1) = zΓ(z) and reflection formula for the gamma function,
we rewrite the expression in the square brackets as follows:[

Γ(1 + α− αs)
Γ(2− s)

Γ(1− α + αs)

]
=
αΓ(α− αs)

Γ(1− s)
Γ(1− α + αs)

=
πα

sin(πα(1− s))Γ(1− s)
.

Applying product-sum identities for trigonometric functions, we obtain

sin(πα(ρ− s)) sin (πρ̂(1− α + αs)) + sin(παρ̂) sin (πρ(1− α + αs))

= sin(πα(1− s)) sin(πρ̂(1 + αs)).
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Combining the above three formulas we conclude

A11(s)h1(s)+A12(s)h2(s) = −
sin
(
π
α

)
sin(πρ̂)

sin (πρ̂(1 + αs))

sin
(
π
α

(1− α + αs)
) Γ(1− αs)

Γ(1− s)
= h1(s+1).

The derivation of the identity

A21(s)h1(s) + A22(s)h2(s) = h2(s+ 1)

is identical.

Proof of Theorem 6.10. Our goal now is to establish the uniqueness of so-
lutions to the system (6.6) in a certain class of meromorphic functions, which
contains both hi(s) and fi(s). This will imply hi(s) ≡ fi(s). Our argument is
similar in spirit to the proof of Proposition 2 in [46].

First of all, we check that there exists ε ∈ (0, 1/2 − 1/(2α)) such that the
functions f1(s), f2(s) are analytic and bounded in the open strip

Sε = {s ∈ C : ε < Re(s) < 1 + 2ε}.

This follows from Proposition 6.6 and the estimate

|f1(s)| = |E1[T s−1
0 ]| ≤ E1[|T s−1

0 |] = E1[T
Re(s)−1
0 ] = f1(Re(s)).

The same applies to f2. Given the results of Lemma 6.11, we can also assume that
ε is small enough that the functions hi(s) are analytic, zero-free and bounded in
the strip Sε.

Let us define D(s) := f1(s)h2(s) − f2(s)h1(s) for s ∈ Sε. From the above
properties of fi(s) and hi(s) we conclude that D(s) is analytic and bounded in
Sε. Our first goal is to show that D(s) ≡ 0.

If both s and s+ 1 belong to Sε, then the function D(s) satisfies the equation

D(s+ 1) = − 1

α2

Γ(1− α + αs)Γ(1− αs)
Γ(α− αs)Γ(αs)

D(s), (6.8)

as may be established by taking determinants in the matrix equation[
f1(s+ 1) h1(s+ 1)
f2(s+ 1) h2(s+ 1)

]
= A(s)

[
f1(s) h1(s)
f2(s) h2(s)

]
.

Define also

G(s) :=
Γ(s− 1)Γ(α− αs)

Γ(1− s)Γ(−α + αs)
sin
(
π
(
s+ 1

α

))
.

It is simple to check that:
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(i) G satisfies the functional equation (6.8),

(ii) G is analytic and zero-free in the strip Sε, and

(iii) |G(s)| → ∞ as |Im s| → ∞, uniformly in the strip Sε.

For the last point, one may use (3.17), derived from Stirling’s asymptotic formula.
We now define H(s) := D(s)/G(s) for s ∈ Sε. The property (ii) guarantees

that H is analytic in the strip Sε, while property (i) and (6.8) can be applied to
show that H(s+ 1) = H(s) if both s and s + 1 belong to Sε. Therefore, we can
extend H(s) to an entire function satisfying H(s+1) = H(s) for all s ∈ C. Using
the periodicity of H(s), property (iii) of the function G(s) and the fact that the
function D(s) is bounded in the strip Sε, we conclude that H(s) is bounded on
C and H(s)→ 0 as |Im s| → ∞. Since H is entire, it follows that H ≡ 0.

So far, we have proved that for all s ∈ Sε we have f1(s)h2(s) = f2(s)h1(s). Let
us define w(s) := f1(s)/h1(s) = f2(s)/h2(s). Since both fi(s) and hi(s) satisfy
the same functional equation (6.6), if s and s+ 1 belong to Sε we have

w(s+ 1)h1(s+ 1) = f1(s+ 1)

= A11(s)f1(s) + A12(s)f2(s)

= w(s)[A11(s)h1(s) + A12(s)h2(s)],

and therefore w(s + 1) = w(s). Using again the fact that fi and hi are analytic
in this strip and hi is also zero free there, we conclude that w(s) is analytic in
Sε, and the periodicity of w implies that it may be extended to an entire periodic
function. Lemma 6.11(ii) together with the uniform boundedness of fi(s) in Sε
imply that there exists a constant C > 0 such that for all s ∈ Sε,

|w(s)| < Ceπ|Im(s)|.

By the periodicity of w, we conclude that the above bound holds for all s ∈ C.
Since w is periodic with period one, this bound implies that w is a constant
function (this argument may be found in the proof of Proposition 2 in [46]).
Finally, we know that fi(1) = hi(1) = 1, and so we conclude that w(s) ≡ 1.
Hence, fi(s) ≡ hi(s) for all s ∈ Sε. Since hi(s) are analytic in the wider
strip −1/α < Re(s) < 2 − 1/α, we use the result [59, Theorem 2] and ar-
gue, as in the proof of Proposition 3.11, that (6.7) holds for all s such that
−1/α < Re(s) < 2− 1/α.

Remark 6.13. Since the proof of Theorem 6.10 is based on a verification technique,
it does not reveal how we derived the formula on the right-hand side of (6.7). For
this a trial and error approach was necessary. As the expression in (6.7) is already
known in the two spectrally one-sided cases (ρ = 1 − 1/α and ρ = 1/α) due to
the theory of scale functions and the paper of Peskir [66], respectively, and in the
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symmetric case (ρ = 1/2) due to [81, 29], we sought a function which interpolated
these three cases and satisfied the functional equation (6.6).

We turn our attention to computing the density of T0. Let us define

‖x‖ = min
n∈Z
|x− n|,

which is the fractional part of either x or −x, whichever is smaller. We let

L = R \ (Q ∪ {x ∈ R : lim
n→∞

1
n

log‖nx‖ = 0}).

This set was introduced in Hubalek and Kuznetsov [39], where it was shown that
L is a subset of the Liouville numbers, which implies x ∈ L if and only if the
coefficients of the continued fraction representation of x grow extremely fast. It
is known that L is dense, yet it is a rather small set: it has Hausdorff dimension
zero, and therefore its Lebesgue measure is also zero.

For α ∈ R we also define

K(α) = {N ∈ N : ‖(N − 1
2
)α‖ > exp(−α−1

2
(N − 2) log(N − 2))}.

Proposition 6.14. Assume that α /∈ Q.

(i) The set K(α) is unbounded and has density equal to one, in the sense that

lim
n→∞

#(K(α) ∩ [1, n])

n
= 1.

(ii) If α /∈ L, the set N \ K(α) is finite.

Proof. Fix ε ∈ (0, 1/2). It follows from the ergodic theorem that for any irrational
α the sequence ‖(N − 1

2
)α‖ is uniformly distributed on the interval (0, 1/2).

Therefore, the density of the set of all N such that

‖(N − 1
2
)α‖ > ε

is equal to 1 − 2ε. At the same time, for all N large enough, we will certainly
have exp(−α−1

2
(N − 2) log(N − 2)) < ε. Thus the density of the set of all N such

that
‖(N − 1

2
)α‖ > exp(−α−1

2
(N − 2) log(N − 2))

is greater than 1− 2ε, which proves part (i).
To prove part (ii), assume that α /∈ L. Since limn→∞

1
n

log‖nα‖ = 0, there
exists C > 0 such that for all n we have ‖nα‖ > C2−n. Then for all N we have

‖(N − 1
2
)α‖ ≥ 1

2
‖(2N − 1)α‖ > C2−2N .
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6.1. The asymmetric stable process

Since for all N large enough it is true that

C2−2N > exp(−α−1
2

(N − 2) log(N − 2)),

we conclude that all N large enough will be in the set K(α), therefore the set
N \ K(α) is finite.

Theorem 6.15. The random variable T0 is absolutely continuous under P1. De-
note its density by p : [0,∞)→ [0,∞).

(i) If α /∈ Q then for all t > 0 we have

p(t) = lim
N∈K(α)
N→∞

[
sin
(
π
α

)
π sin(πρ̂)

∑
1≤k<α(N− 1

2
)−1

sin(πρ̂(k + 1))
sin
(
π
α
k
)

sin
(
π
α

(k + 1)
)

×
Γ
(
k
α

+ 1
)

k!
(−1)k−1t−1− k

α

−
sin
(
π
α

)2

π sin(πρ̂)

∑
1≤k<N

sin(παρ̂k)

sin(παk)

Γ
(
k − 1

α

)
Γ (αk − 1)

t−k−1+ 1
α

]
.(6.9)

The above limit is uniform for t ∈ [ε,∞) and any ε > 0.

(ii) If α = m/n, with m,n ∈ N coprime, then for all t > 0 we have

p(t) =
sin
(
π
α

)
π sin(πρ̂)

∑
k≥1

k 6=−1 (modm)

sin(πρ̂(k + 1))
sin
(
π
α
k
)

sin
(
π
α

(k + 1)
)

×
Γ
(
k
α

+ 1
)

k!
(−1)k−1t−1− k

α

−
sin
(
π
α

)2

π sin(πρ̂)

∑
k≥1

k 6=0 (modn)

sin(παρ̂k)

sin(παk)

Γ
(
k − 1

α

)
Γ (αk − 1)

t−k−1+ 1
α

−
sin
(
π
α

)2

π2α sin(πρ̂)

∑
k≥1

(−1)km
Γ
(
kn− 1

α

)
(km− 2)!

Rk(t)t
−kn−1+ 1

α , (6.10)

where

Rk(t) := παρ̂ cos(πρ̂km)

− sin(πρ̂km)
[
π cot

(
π
α

)
−ψ

(
kn− 1

α

)
+ αψ(km− 1) + log(t)

]
and ψ is the digamma function. The three series in (6.10) converge uni-
formly for t ∈ [ε,∞) and any ε > 0.
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6. The hitting time of zero

(iii) For all values of α and any c > 0, the following asymptotic expansion holds
as t ↓ 0:

p(t) =
α sin

(
π
α

)
π sin(πρ̂)

∑
1≤n<1+c

sin(παρ̂n)
Γ(αn+ 1)

Γ
(
n+ 1

α

) (−1)n−1tn−1+ 1
α +O(tc+

1
α ).

Proof. Recall that h1(s) = E1[T s−1
0 ] denotes the function in (6.7). According to

Lemma 6.11(ii), for any x ∈ R, h1(x+ iy) decreases to zero exponentially fast as
|y| → ∞. This implies that the density of T0 exists and is a smooth function.
(See, for example, Kawata [43, §11.6]. It is in any case known that T0 is absolutely
continuous, since X has absolutely continuous transition measures; see Monrad
[61].) It also implies that p(t) can be written as the inverse Mellin transform,

p(t) =
1

2πi

∫
1+iR

h1(s)t−sds. (6.11)

The function h1(s) is meromorphic, and it has poles at points

{s(1)
n := 1 +n/α : n ≥ 1}∪{s(2)

n := n− 1/α : n ≥ 2}∪{s(3)
n := −n− 1/α : n ≥ 0}

If α /∈ Q, all these points are distinct and h1(s) has only simple poles. When
α ∈ Q, some of s(1)

n and s
(2)
m will coincide, and h1(s) will have double poles at

these points.

Let us first consider the case α /∈ Q, so that all poles are simple. LetN ∈ K(α)
and define c = c(N) = N + 1

2
− 1

α
. Lemma 6.11(ii) tells us that h1(s) decreases

exponentially to zero as |Im s| → ∞, uniformly in any finite vertical strip. There-
fore, we can shift the contour of integration in (6.11) and obtain

p(t) = −
∑

n
Res

s=s
(1)
n

(h1(s)t−s)−
∑

m
Res

s=s
(2)
m

(h1(s)t−s)

+
1

2πi

∫
c(N)+iR

h1(s)t−sds,
(6.12)

where
∑

n and
∑

m indicate summation over n ≥ 1 such that s(1)
n < c(N) and

over m ≥ 2 such that s(2)
m < c(N), respectively. Computing the residues we

obtain the two sums in the right-hand side of (6.9).

Now our goal is to show that the integral term

IN(t) :=
1

2πi

∫
c(N)+iR

h1(s)t−sds
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6.1. The asymmetric stable process

converges to zero as N →∞, N ∈ K(α). We require the following inequalities:

|sin(πx)| ≥ ‖x‖, |sin(x)| cosh(y) ≤ |sin(x+ iy)| ≤ cosh(y), x, y ∈ R.

The first of these is simple, and the second follows from the identities

sin(x+ iy) = sin x cosh y + i cosx sinh y, |sin(x+ iy)|2 = cosh2 y − cos2 x.

We use these inequalites together with the reflection formula for the gamma
function to estimate h1(s∗), where s∗ = c(N) + iu and u ∈ R, as follows:

|h1(s∗)| =
sin
(
π
α

)
sin(πρ̂)

∣∣∣∣sin (πρ̂(1− α + αs∗))

sin
(
π
α

(1− α + αs∗)
) sin(πs∗)

sin(πα(s∗ − 1))

Γ(s∗ − 1)

Γ(α(s∗ − 1))

∣∣∣∣
≤ C1

‖α(N − 1
2
)‖

cosh(παρ̂u)

cosh(παu)

∣∣∣∣ Γ(s∗ − 1)

Γ(α(s∗ − 1))

∣∣∣∣, (6.13)

for some constant C1 > 0. Now, using Stirling’s formula (3.7), we find that when
Re s > 0,

Γ(s)

Γ(αs)
=
√
αe−s((α−1) log(s)+A)+O(s−1), s→∞,

where A := 1− α+ α log(α) > 0. Therefore, there exists a constant C2 > 0 such
that for Re(s) > 0 we can estimate∣∣∣∣ Γ(s)

Γ(αs)

∣∣∣∣ < C2

∣∣exp
{
−s ((α− 1) log(s) + A)

}∣∣
= C2 exp

{
−(α− 1) Re(s log(s))− ARe(s)

}
= C2 exp

{
−(α− 1) Re(s) log|s| − ARe(s) + (α− 1) arg(s) Im(s)

}
< C2 exp

{
−(α− 1) Re(s) log(Re(s)) + (α− 1)

π

2
|Im(s)|

}
.

Taking this together with (6.13) and using the fact that N ∈ K(α), we find that,
for u ∈ R,

|h1(c(N) + iu)| < C1C2

‖α(N − 1
2
)‖

cosh(παρ̂u)

cosh(παu)
e−(α−1)(c(N)−1) log(c(N)−1)+(α−1)π

2
|u|

< C1C2e
−α−1

2
(N−2) log(N−2) cosh(παρ̂u)

cosh(παu)
e(α−1)|u|π

2 .

Note that the function in the right-hand side of the above inequality decreases
to zero exponentially fast as |u| → ∞ (since αρ̂ + 1

2
(α − 1)− α < 0), and hence
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6. The hitting time of zero

in particular is integrable on R. Thus we can estimate

|IN(t)| = t−c(N)

2π

∣∣∣∣∫
R
h1(c(N) + iu))t−iu du

∣∣∣∣
<
t−c(N)

2π

∫
R
|h1(c(N) + iu))| du

<
t−c(N)

2π
C1C2e

−α−1
2

(N−2) log(N−2)

∫
R

cosh(παρ̂u)

cosh(παu)
e(α−1)|u|π

2 du. (6.14)

When N →∞, the right-hand side of (6.14) converges to zero for any fixed t > 0,
and indeed uniformly for t in any set bounded away from zero. This ends the
proof of part (i).

The proof of part (ii) is very similar, and we offer only a sketch. It also begins
with (6.12) and uses the above estimate for h1(s). The only difference is that
when α ∈ Q some of s(1)

n and s(2)
m will coincide, and h1(s) will have double poles

at these points. The terms with double poles give rise to the third series in (6.10).
In this case all three series are convergent, and we can express the limit of partial
sums as a series in the usual sense.

The proof of part (iii) is much simpler: we shift the contour of integration in
(6.12) in the opposite direction (c < 0). The proof is identical to the proof of
Theorem 9 in [45].

The next corollary shows that, for almost all irrational α, the expression (6.9)
can be written in a simpler form.

Corollary 6.16. If α /∈ L ∪Q then

p(t) =
sin
(
π
α

)
π sin(πρ̂)

∑
k≥1

sin(πρ̂(k + 1))
sin
(
π
α
k
)

sin
(
π
α

(k + 1)
) Γ
(
k
α

+ 1
)

k!
(−1)k−1t−1− k

α

−
sin
(
π
α

)2

π sin(πρ̂)

∑
k≥1

sin(παρ̂k)

sin(παk)

Γ
(
k − 1

α

)
Γ(αk − 1)

t−k−1+ 1
α . (6.15)

The two series in the right-hand side of the above formula converge uniformly for
t ∈ [ε,∞) and any ε > 0.

Proof. As we have shown in Proposition 6.14, if α /∈ L∪Q then the set N \K(α)
is finite. Therefore we can remove the restriction N ∈ K(α) in (6.9).

The remaining part of the proof is based on the following simple fact: If the
two series

∑
an and

∑
bn converge, then for any increasing, unbounded sequences

cn and dn,

lim
N→∞

[
cN∑
n=1

an +

dN∑
n=1

bn

]
=
∑
n≥1

an +
∑
n≥1

bn.
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Therefore, to finish the proof it is enough to show that both series in (6.15)
converge.

In [39, Proposition 1] it was shown that x ∈ L iff x−1 ∈ L. Therefore,
according to our assumption, neither α nor 1/α are in the set L. From the
definition of L we see that there exists C > 0 such that ‖αn‖ > C2−n and
‖α−1n‖ > C2−n for all integers n. Using the estimate |sin(πx)| ≥ ‖x‖ and
Stirling’s formula (3.7), one sees that both series in (6.15) converge (uniformly
for t ∈ [ε,∞) and any ε > 0), which ends the proof of the corollary.

Remark 6.17. When α ∈ L, the series on the right-hand side of (6.15) may fail
to converge. An example where this occurs is given after Theorem 5 in [45].

6.2 Applications

6.2.1 Conditioning to avoid zero

In section 3.4, we introduced Pantí’s conditioning to avoid zero for a Lévy process.
For a stable process this is given by a Doob h-transform of the process killed on
hitting zero, with respect to the invariant function hl expressed as the formula

hl(x) = −Γ(1− α)
sin(παρ̂)

π
xα−1

when x > 0, and the same formula with ρ replacing ρ̂ when x < 0.
Our aim in this section is to prove the following variation of Proposition 3.12(ii),

making use of our expression for the density of T0, in the stable case only. Our
presentation here owes much to Yano et al. [82, §4.3].

Proposition 6.18. Let X be a stable process adapted to the filtration (Ft)t≥0.

(i) Define the function

Y (s, x) =
Px(T0 > s)

hl(x)n(ζ > s)
s > 0, x 6= 0.

Then, for any x 6= 0,
lim
s→∞

Y (s, x) = 1, (6.16)

and furthermore, Y is bounded on its whole domain.

(ii) For any x 6= 0, any Px-a.s. finite stopping time T , and Λ ∈ FT ,

Plx(Λ) = lim
s→∞

Px(Λ | T0 > T + s).
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6. The hitting time of zero

Proof. We begin by proving

hl(x) = lim
s→∞

Px(T0 > s)

n(ζ > s)
, (6.17)

for x > 0, noting that when x < 0, we may deduce the same limit by duality.

Let us denote the density of the measure Px(T0 ∈ ·) by p(x, ·). A straightfor-
ward application of scaling shows that

Px(T0 > t) = P1(T0 > x−αt), x > 0, t ≥ 0,

and so we may focus our attention on p(1, t), which is the quantity given as p(t)
in Theorem 6.15. In particular, we have

p(1, t) = −sin2(π/α)

π sin(πρ̂)

sin(παρ̂)

sin(πα)

Γ(1− 1/α)

Γ(α− 1)
t1/α−2 +O(t−1/α−1).

Denote the coefficient of t1/α−2 in the first term of this expression by P . Note
that all limits in Theorem 3.15 exist uniformly in t ∈ [ε,∞), so we can integrate
in t on any interval [t0,∞) for t0 > 0. This allows us to compute asymptotic
expressions for Px(T0 > t) from the expansions in Theorem 6.15 by integrating
term-by-term.

To obtain an expression for n(ζ > t), we turn to Fitzsimmons and Getoor
[34], in which the authors compute explicitly the density of n(ζ ∈ ·) for a stable
process; see p. 84 in that work, where n is denoted P ∗ and ζ is denoted R. The
authors work with a different normalisation of the stable process; they have c = 1.
In our context, their result says

n(ζ ∈ dt) =
α− 1

Γ(1/α)

sin(π/α)

cos(π(ρ− 1/2))
t1/α−2 dt, t ≥ 0. (6.18)

Denote the coefficient in the above power law by W .

We can now compute hl. We will use elementary properties of trigonometric
functions and the reflection identity for the gamma function. For x > 0,

Px(T0 > t)

n(ζ > t)
=

P

W
xα−1 +O(t1−2/α)

= −cos(π(ρ− 1/2)) sin(παρ̂)

Γ(α) sin(πρ̂) sin(πα)
xα−1 + o(1)

= − 1

Γ(α)

sin(παρ̂)

sin(πα)
xα−1 + o(1)

= −Γ(1− α)
sin(παρ̂)

π
xα−1 + o(1).
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This proves (6.17) for x > 0, and it is simple to deduce via duality that the limit
holds for x 6= 0.

We now turn our attention to the slightly more delicate result about Y . It is
clear that the limit in (6.16) holds, so we only need to prove that Y is bounded.
We begin by noting that, for fixed x 6= 0, Y (t, x) is bounded in t since the function
is continuous and converges to 1 as t → ∞. Now, due to the expression (6.18)
and the scaling property of X, we have the relation Y (t, x) = Y (|x|α−1t, sgnx).
This then shows that Y is bounded as a function of two variables.

With this in hand, we move on to the calculation of the limiting measure.
This proceeds along familiar lines, using the strong Markov property:

Px(Λ | T0 > T + s)

= Ex

[
Px(1Λ, T0 > T + s |FT )

Px(T0 > T + s)

]
= Ex

[
1Λ1{T0>T}

PXT (T0 > s)

Px(T0 > T + s)

]
= Ex

[
1Λ1{T0>T}h

l(XT )Y (s,XT )
n(ζ > s)

n(ζ > T + s)

1

h(x)Y (s+ T, x)

]
.

Now, as hl is invariant for the stable process killed at zero, (3.19) also holds at
the stopping time T , and in particular the random variable hl(XT ) is integrable;
meanwhile, Y is bounded, as are the final two ratios, at least as s → ∞. If we
now apply the dominated convergence theorem, we obtain the result we seek.

We offer a brief comparison to conditioning a Lévy process to stay positive. In this
case, Chaumont [20, Remark 1] observes that the analogue of Proposition 6.18(ii)
holds under Spitzer’s condition, and in particular for a stable process. However,
it appears that in general, a key role is played by the exponential random variable
analogous to that appearing in Proposition 3.12(ii).

6.2.2 The entrance law of the excursion measure

It is known, from a more general result [27, (2.8)] on Markov processes in weak
duality, that for any Borel function f ,∫ ∞

0

e−qtn(f(Xt)) dt =

∫
R
f(x)Êx

[
e−qT0

]
dx.

(This formulation is from [82, (3.9)].) In terms of densities, this may be written

n(Xt ∈ dx) dt = P̂x(T0 ∈ dt) dx

= |x|−αPsgn(−x)(T0 ∈ |x|−αdt) dx
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6. The hitting time of zero

Therefore, our expressions in Theorem 6.15 for the density of T0 yield expressions
for the density of the entrance law of the excursions of the stable process from
zero.

6.2.3 Identities in law using the exponential functional

In a series of papers (Bertoin and Yor [8], Caballero and Chaumont [15] and
Chaumont et al. [26]) it is proved that under certain conditions, the laws (Px)x>0

of an α-pssMp X admit a weak limit P0 as x ↓ 0, in the Skorokhod space of
càdlàg paths. If ξ is the Lamperti transform of X under P1, then provided that
E|ξ1| <∞ and m := Eξ1 > 0, it is known that the entrance law of P0 satisfies

E0(f(Xα
t )) =

1

αm
E(I(−αξ)−1f(t/I(−αξ))),

for any t > 0 and Borel function f . Similar expressions exist under less restrictive
conditions on ξ.

It is tempting to speculate that any rssMp may admit a weak limit P0 along
similar lines, but we do not propose any results in this direction; instead, we
demonstrate similar formulae for the entrance law n(Xt ∈ ·) of the stable process,
and the corresponding measure P

l
0 for the stable process conditioned to avoid zero.

Let X be a stable process, possibly asymmetric. From the previous subsection,
we have that

n(f(Xt)) =

∫ ∞
−∞
|x|−αp(sgn(−x), |x|−αt)f(x) dx.

Substituting in the integral, and recalling that the law of T0 for the stable process
is equal to the law of the exponential functional I(αξ) of the Markov additive
process associated with it, we obtain

n(f(Xt)) =
1

α

∫ ∞
0

p(1, u)f(−(u/t)−1/α)u−1/αt1/α−1 du

+
1

α

∫ ∞
0

p(−1, u)f((u/t)−1/α)u−1/αt1/α−1 du

=
1

α
E1

[
f
(
−(t/I(αξ))1/α

)
I(αξ)−1/αt1/α−1

]
+

1

α
E2

[
f
(
(t/I(αξ))1/α

)
I(αξ)−1/αt1/α−1

]
.

Recall from [64] that the law P
l
0 of the stable process conditioned to avoid

zero is given by the following harmonic transform of the stable excursion measure
n:

P
l
0(Λ) = n(1Λh

l(Xt), t < ζ), t ≥ 0, Λ ∈ Ft,
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6.3. The Cramér number and conditionings at zero

with hl as in (3.18). Therefore, applying the above result to the Borel function
hlf , we obtain

E
l
0(f(Xt)) = n(hl(Xt)f(Xt))

= Γ(−α)
sin(παρ)

π
E1

[
I(αξ)−1f

(
−(t/I(αξ))1/α

)]
+ Γ(−α)

sin(παρ̂)

π
E2

[
I(αξ)−1f

(
(t/I(αξ))1/α

)]
,

where we emphasise that I(αξ) (under Ei) is still the exponential functional of
the Markov additive process associated to X.

6.3 The Cramér number and conditionings at zero

In this section we make some brief remarks on the relationship between the
Cramér number of a Lévy process or a Markov additive process, and conditioning
of the pssMp or rssMp associated to it, taking as our example the stable process
which has been our object of study. At the end, we suggest further work with a
view to making the discussion rigorous.

We begin by reviewing known facts about Lévy processes.
Let ξ be a Lévy process. For the sake of simplicity, we will work under the

measure P = P0, under which the process starts from zero. Denote by φ the
Laplace+ exponent of ξ, that is, eφ(z) = Eezξ1 . Suppose that ξ satisfies the
Cramér condition with Cramér number θ > 0, in the following sense: there exists
some ε > 0 such that φ is defined on (0, θ + ε), and φ(θ) = 0. Since φ is smooth
and convex where it is defined, ξ drifts to −∞, and furthermore, under P, the
process

M(t, θ) = eθξt , t ≥ 0,

is a martingale in the natural filtration (Ht)t≥0 of ξ; it is sometimes called the
Wald martingale. We denote by P\ the measure obtained by ‘tilting’ the process
ξ using M(·, θ):

P\(Λ) = E[1ΛM(t, θ)], t ≥ 0, Λ ∈Ht.

This is essentially the Esscher transformation which we discussed in section 2.6.2,
but with a different sign convention. It can be shown that, under P\, ξ is a Lévy
process which drifts to +∞, and is commonly thought of as ξ conditioned to drift
to +∞. Indeed, when ξ is spectrally negative, the following is true.

Lemma 6.19 ([6, Lemma VII.7]). Let ξ be a spectrally negative Lévy process with
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Cramér number θ. Then for every t > 0 and Λ ∈Ht,

lim
x→∞

P(Λ|ξ∞ > x) = P\(Λ),

which is to say, P\ is the law of ξ conditioned to pass every positive level.

On the other hand, when ξ is not spectrally negative, we are not aware of any
existing results showing that P\ is a limit of conditionings, but one still has the
following:

Lemma 6.20 ([7]). Let ξ be a Lévy process with Cramér number θ. Then

lim
x→∞

eθxP(ξ∞ > x) = D

for some constant D ≥ 0, and D > 0 if and only if E\|ξ1| <∞.

To see the relationship with pssMps, let us consider a symmetric stable process,
X, with α > 1. We write R = |X|, just as we had in section 3.3. Furthermore,
let ξR be the Lamperti representation of the pssMp R. We saw in Theorem 3.8
that the characteristic exponent of ξR is given by

ΨR(θ) = 2α
Γ(α/2− iθ/2)

Γ(−iθ/2)

Γ(1/2 + iθ/2)

Γ((1− α)/2 + iθ/2)
, θ ∈ R,

and it is clear from this that R satisfies the Cramér condition with Cramér number
θ = α− 1.

Then, for each y ∈ R, the process

M(s, α− 1) = e(α−1)(ξRs −y), s ≥ 0,

is a martingale under Py in the natural filtration (Ht)t≥0 of ξR. Furthermore,
since for every t ≥ 0, the random variable S(t) appearing in the Lamperti repre-
sentation is an (Ht)t≥0-stopping time, it follows that for each x = ey, the process

N(t, α− 1) =

(
Rt

x

)α−1

= e(α−1)(ξR
S(t)
−x), t ≥ 0,

is also a martingale, under Px in the natural filtration of R.
The martingale N(·, α − 1) is then precisely hl(Xt)/h

l(x), the conditioning
of Pantí in the symmetric stable case. This is far from being a reproof of the
fact that the invariant function hl conditions a symmetric stable process to avoid
zero, but it is suggestive, and we continue this line of thought.

We turn to the situation for Markov additive processes and rssMps. Suppose
now that (ξ, J) is a Markov additive process in the framework of section 6.1.1,
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satisfying the Cramér condition with Cramér number θ > 0. In this situation
this means that the matrix exponent F is defined on (0, θ + ε) for some ε, and
that the leading eigenvalue k satisfies k(θ) = 0. As in the case of a Lévy process,
ξ then drifts to −∞ almost surely.

We have already discussed, in Proposition 6.3, the Wald martingale for a
Markov additive process; evaluated at the Cramér number, it is the process

M(t, θ) = eθ(ξ(t)−ξ(0)) vJ(t)(θ)

vJ(0)(θ)
, t ≥ 0, (6.19)

where v(θ) is a right-eigenvector of F (θ) associated to the simple eigenvalue 0.
Let us denote by P\ the law of the Markov additive process which arises after
changing measure with respect to M(·, θ). Certainly, ξ under P\ drifts to +∞,
and it is natural to think of it, by analogy with Lévy processes, as the process
conditioned to drift to +∞.

To explore the connection with rssMps, let us again return to our example of
the stable process X with α > 1. The process X is an rssMp, and the associated
MAP (ξ, J) was was computed in section 6.1.4. It has matrix exponent F given
by

F (z) =
Γ(α− z)Γ(1 + z)

π

(
− sin(π(αρ̂− z)) sin(παρ̂)

sin(παρ) − sin(π(αρ− z))

)
,

for Re z ∈ (−1, α). In particular, the process satisfies the Cramér condition with
Cramér number α−1 > 0. It is not difficult to compute the eigenvector v(α−1),
and substituting in (6.19) yields the following expression for the Wald martingale:

M(t, α− 1) =



e(α−1)ξ(t), J(0) = 1, J(t) = 1,

sin(παρ)

sin(παρ̂)
e(α−1)ξ(t), J(0) = 1, J(t) = 2,

sin(παρ̂)

sin(παρ)
e(α−1)ξ(t), J(0) = 2, J(t) = 1,

e(α−1)ξ(t), J(0) = 2, J(t) = 2,

t ≥ 0,

where it is assumed ξ(0) = 0. Since, again, the random variables τ(t) appearing
in the Lamperti–Kiu representation are stopping times for all t ≥ 0, we have the
equivalent martingale for the process X started at any point x 6= 0:

N(t, α− 1) = Ct

∣∣∣∣Xt

x

∣∣∣∣α−1

, (6.20)
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where

Ct =



1, xXt > 0,

sin(παρ)

sin(παρ̂)
, x > 0, Xt < 0,

sin(παρ̂)

sin(παρ)
, x < 0, Xt > 0.

This is precisely hl(Xt)/h
l(x), the martingale which is used by Pantí [63] to

condition a stable process to avoid zero.

Let us consider what occurs when α < 1. Now the Lévy process or Markov
additive process, ξ, will still satisfy a Cramér condition with Cramér number
α− 1, but now α− 1 < 0. This essentially reverses the situation. The process ξ
drifts to +∞, which corresponds to the fact that the process X is transient. The
process M(·, α− 1) remains a martingale, but the measure P\ now represents the
process ξ conditioned to drift to −∞.

Looking now at the associated self-similar process, we consider first the sim-
pler case, in which ξ is a Lévy process and its associated pssMp R is the radial
part of a symmetric stable process. Then the new measure induced by the mar-
tingale N(·, α − 1) is precisely the law of the pssMp R conditioned to hit zero
(continuously), as in Chaumont and Rivero [23, Theorem 14].

If we are instead working with the general case, in which ξ is a Markov additive
process whose associated rssMp is the stable process X, the process N(·, α − 1)
of (6.20) remains a martingale, and it is natural to imagine that the new measure
induced by this martingale is the law of a transient stable process conditioned to
hit zero. However, we are not aware of any existing research on this question.

Finally, we summarise our suggestions for further work. The discussion we have
just made has been very heuristic. It would be interesting to show rigorously
that, if an rssMp X is associated with a Markov additive process ξ possessing a
Cramér number θ > 0, then the h-transform x 7→ w(sgnx)xθ, where the func-
tion w : {−1, 1} → [0,∞) is obtained from the Wald martingale of ξ, induces a
conditioning of X to avoid zero. One consequence of this would be a reproof of
the result of Pantí in the special case of a stable process. Indeed, even in the
case where X is a pssMp and ξ its associated Lévy process, this would, to our
knowledge, be a new result.

On the other hand, if X is an rssMp associated to a Markov additive process
with a negative Cramér number, one expects the corresponding h-function to
condition X to hit zero continuously. This would complement the results of
Chaumont and Rivero [23] already mentioned.
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