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Abstract

In this paper, we provide a straightforward approach to defining and deriving the key epidemiolog-
ical quantity, the basic reproduction number, R0, for Markovian epidemics in structured populations.
The methodology derived is applicable to, and demonstrated on, both SIR and SIS epidemics and
allows for population as well as epidemic dynamics. The approach taken is to consider the epidemic
process as a multitype process by identifying and classifying the different types of infectious units
along with the infections from, and the transitions between, infectious units. For the household
model, we show that our expression for R0 agrees with earlier work despite the alternative nature of
the construction of the mean reproductive matrix, and hence, the basic reproduction number.

Keywords: Basic reproduction number; SIR epidemics; SIS epidemics; household epidemic model;

sexually transmitted diseases.

1 Introduction

The basic reproduction number, R0, is a key summary in infectious disease modelling being defined as the

expected number of individuals infected by a typical individual in a completely susceptible population.

This definition of R0 is straightforward to define and compute in a homogeneous population consisting

of a single type of infective (homogeneous behaviour) and with uniform random mixing of infectives

(homogeneous mixing). This yields the celebrated threshold theorem, see for example, [16], that the

probability of a major epidemic outbreak is non-zero if and only if R0 > 1.
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The extension of the definition of R0 to non-homogeneous populations is non-trivial. Important work

in this direction includes [8] which considers heterogeneous populations consisting of multiple types of

infectives and [15], [6] which consider heterogeneity in mixing through population structure. Specifically

[8] defines for a population consisting of K types of infectives, the K ×K mean reproduction matrix M

(also known as the next-generation-matrix), where Mij denotes the mean number of infectives of type

j generated by a typical type i infective during its infectious period. Then R0 is defined as the Perron-

Frobenius (dominant) eigenvalue of M. By contrast [15] and [6] focus on a household epidemic model

with a single type of infective and consider a branching process approximation for the initial stages of

the epidemic process, see, for example, [16], [1] and [3]. [15] consider the asymptotic growth rate of the

epidemic on a generational basis using an embedded Galton-Watson branching process and define R0 to

be

R0 = lim
n→∞

E[Xn]1/n, (1.1)

where Xn is the number of infectives in the nth generation of the epidemic. Given that the mean

reproduction matrix M represents the mean number of infectives generated by an infective in the next

generation, we observe that the computation of R0 in both cases is defined in terms of the generational

growth rate of the epidemic.

The current work applies the approach of [8] to Markovian epidemics in structured populations and

thus assumes that individuals have exponentially distributed infectious periods. The key idea is that

in structured populations we can define infectives by the type of infectious unit to which they belong,

where for many models the number of type of infectious units is relatively small and easy to classify.

By characterising an infective by the type of infectious unit they originate in (belong to at the point of

infection) and considering the possible events involving the infectious unit, we can write down a simple

recursive equation for the mean reproduction matrix M. Then as in [8] we can simply define R0 to be

the Perron-Frobenius eigenvalue of M.

Our approach is similar to [12], who also consider classifying infectives by the type of infectious unit

to which they belong in a dynamic SI sexually transmitted disease model which is similar to the SIS
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model studied in Section 3.2. The modelling in [12] is presented in a deterministic framework with [11]

considering the model from a stochastic perspective. The key difference to [12] is that we work with

the embedded discrete Markov process of the transition events rather than the continuous time Markov

rate matrices. The advantages of studying the discretised process is that it is easier to incorporate

both local (within-infectious unit) infections and global (creation of new infectious units) infections and

in generalisations of the construction of M beyond exponential infectious periods, see Section 3.3 and

Appendix B. Moreover, we present the approach in a general framework which easily incorporates both

SIR and SIS epidemic models and allows for population as well as epidemic dynamics.

The remainder of the paper is structured as follows. In Section 2 we define the generic epidemic model

which we consider along with the derivation of M and R0. To assist with the understanding we illustrate

with an SIR household epidemic model ([3], [15] and [6]). In Section 3, we detail the computing of

M and R0, for the SIR household epidemic model (Section 3.1), an SIS sexually transmitted disease

model (Section 3.2), see, for example, [10], [12], [11] and [9] and the great circle SIR epidemic model

(Section 3.3), see [3], [4] and [5]. In Section 3.1 we show that the computed R0 agrees with Rg0 obtained

in [6]. The derivation of R0 for the great circle model is new whilst the construction of R0 for the

SIS sexually transmitted disease model presents a simple framework which can easily be extended to

more sophisticated disease and population dynamics. In Section 4, we briefly present extensions of the

construction of R0 to a rank generational representation of the SIR household epidemic model ([15]). We

also show that for an SEIR household epidemic model R0 is dependent on the latent period distribution.

This is in contrast to the final size distribution of an epidemic which is invariant to the latent period

distribution.

2 Model setup

In this Section we characterise the key elements of the modelling. In order to keep the results as general

as possible, we present a generic description of the model before illustrating with examples to make the

more abstract concepts more concrete.
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We assume that the population consists of M types of individuals and for illustrative purposes we will

assume that M = 1. We allow individuals to be grouped together in local units and a unit is said to

be an infectious unit if it contains at least one infectious individual. The local units might be static

(remain fixed through time) or dynamic (varying over time). We assume that there are K states that

local infectious units can be in. Note that different local units may permit different local infectious unit

states. We assume that all dynamics within both the population and the epidemic are Markovian with

time homogenous transition rates. Then for any infectious unit there is an exponential waiting time until

the next event involving the infectious unit and no changes occur in the infectious unit between events.

We assume that there are three types of events which take place within the population with regards the

epidemic process. These are:-

1. Global infections. These are infections where the individual contacted is chosen uniformly at

random from a specified type of individual in the population. If the population consists of one single

type of individual then the individual is chosen uniformly at random from the whole population. It

is assumed that the number of individuals of each type are large, so that in the early stages of the

epidemic with probability tending to 1, a global infectious contact is with a susceptible individual

(who belongs to a susceptible unit), and thus, results in an infection.

2. Local transitions. These are transitions which affect an infectious unit. These transitions include

infection within an infectious unit leading to a change of state of an infectious unit or an infectious

individual moving to a different type, for example from exposed to infectious in an SEIR epidemic

model.

3. Recovery. An infectious individual recovers from the disease and is no longer able to infect

individuals within their current infectious episode. Given that we allow for SIR and SIS epidemic

dynamics, a given individual may have at most one, or possibly many, infectious episodes depending

upon the disease dynamics.
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2.1 SIR Household example

An example of an epidemic model which satisfies the above setup is the SIR household epidemic model

with exponential infectious periods. We illustrate assuming that all households are of size h > 1 with

the extension to allow for different size households trivial. An individual, whilst infectious, makes global

contacts at the points of a homogeneous Poisson point process with rate λG with the individual contacted

chosen uniformly at random from the entire population and local contacts at the points of a homogeneous

Poisson point process with rate (h−1)λL with the individual contacted chosen uniformly at random from

the remaining h−1 individuals in the infectives household. It is assumed that the local and global contacts

are independent. Note that an infective makes contact with a given individual in their household at rate

λL. Infectives have independent and identically distributed exponential infectious periods with mean

1/γ corresponding to infectives recovering at rate γ. In this case M = 1 although we could extend to

a multitype household model, see [2]. Infectious units correspond to households containing at least one

infective and we classify households by the number of susceptibles and infectives they contain. Therefore

the possible infectious states of a household are {(a, b); b = 1, 2, . . . , h; a = 0, 1, . . . , h − b}, where a and

b denote the number of susceptibles and the number of infectives in the household, respectively. Thus

there are K = h(h + 1)/2 states. A global infection with a previously uninfected household results in

the creation of a new infectious unit in state (h − 1, 1) and in the early stages of the epidemic, with

probability tending to 1, global infectious contacts will be with previously uninfected households. A local

infection in a household in state (a, b) results in the household moving to state (a − 1, b + 1), whilst a

recovery in a household in state (a, b) results in the household moving to state (a, b − 1), and no longer

being an infectious unit if b = 1.

2.2 Definition of R0

We define R0 as the maximal eigenvalue of the mean reproduction matrix M, where M is a K×K matrix

with mij denoting the mean number of state j infectious units generated by an infective who enters the

infectious state as a member of a state i infectious unit. This definition of R0 is consistent with earlier

work on computing the basic reproduction number in heterogeneous populations with multiple types of
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infectives, see for example, [8]. A key point to note is that M will capture only the infections made by a

specific infective rather than all the infections made by the infectious unit to which they belong.

2.3 Construction of M

Consider a specific infective belonging to an infectious unit of state i (i = 1, 2, . . . ,K). Suppose that there

are ni events which can occur to an infectious unit in state i. Let qil (i = 1, 2, . . . ,K; l = 1, 2, . . . , ni)

denote the probability that a type l event occurs in the infectious unit. Let ail (i = 1, 2, . . . ,K; l =

1, 2, . . . , ni) denote the state of the infectious unit following the type l event with ail = 0 if the specific

infective recovers and so is no longer infectious. Let Yilj (i, j = 1, 2, . . . ,K; l = 1, 2, . . . , ni) denote the

total number of type j infectious units generated by the specific infective whose infectious unit undergoes

a type l event with µilj = E[Yilj ] and Yil = (Yil1, Yil2, . . . , YilK).

For i, j = 1, 2, . . . ,K, let

pij =

ni∑
l=1

1{ail=j}qil, (2.1)

the probability that an infective belonging to a state i infectious unit moves to a state j infectious unit.

Note that typically
∑K
j=1 pij < 1 as there is the possibility of the infective recovering from the disease and

let pi0 = 1−
∑K
j=1 pij , the probability a type i infective recovers from the disease. For i, j = 1, 2, . . . ,K,

let

φij =

ni∑
l=1

qilµilj , (2.2)

the mean number of state j infectious units generated by an event directly involving an infective in a

state i infectious unit. It follows using the theorem of total probability and the linearity of expectation
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that

mij =

ni∑
l=1

qilE[State j infectious units generated|Type l event]

=

ni∑
l=1

qil {µilj +mailj}

=

ni∑
l=1

qilµilj +

ni∑
l=1

qilmailj

= φij +

ni∑
l=1

qil

{
K∑
k=1

1{ail=k}mkj

}

= φij +
K∑
k=1

{
ni∑
l=1

qil1{ail=k}

}
mkj

= φij +

K∑
k=1

pikmkj , (2.3)

where for j = 1, 2, . . . ,K, let m0j = 0, that is, a recovered individual makes no infections.

Letting Φ = (φij) and P = (pij) be K ×K matrices, we can express (2.3) in matrix notation as

M = Φ + PM. (2.4)

Rearranging (2.4), with I denote the K ×K identity matrix, we have that

M =

( ∞∑
n=0

Pn

)
Φ = (I−P)−1Φ. (2.5)

Since individuals recover from the disease, P is a substochastic matrix with at least some rows summing

to less than 1. Thus the Perron-Frobenius theorem gives that Pn → 0 as n→∞.

The definition of an event, and hence, Yil can be accomplished in a variety of ways. In this paper, we

typically take an event to coincide with a change in the type of infectious unit to which the specific

infective belongs and we take account of the (mean) number of global infections that the specific infective

makes in a type i infectious unit before transitioning to a new type of infectious unit. In this way pii = 0

(i = 1, 2, . . . ,K). An alternative approach is to define an event to be any global infection, local infection

or recovery within their infectious unit. In this case nothing occurs between events and Yil is the number

of infectious units generated by the type l event. In Section 3.2, we present both constructions for an

SIS sexually transmitted disease model.
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2.4 Comments on M

We make a couple of observations concerning the construction of M with particular reference to the SIR

household epidemic model.

For the SIR household example an individual will be classed as a state (a, b) individual if the event

which leads to the individual becoming infected results in the infectious unit (household) entering state

(a, b). An infective will generate a state (c, d) individual, if they are infectious in an infectious unit in

state (c+ 1, d− 1) and the infective is responsible for infecting one of the susceptibles in the household.

Note that if d ≥ 3, the infectious unit can transit from state (c + 1, d − 1) to state (c, d) without the

infective in question having made the infection. In the SIR household epidemic model, we can reduce

the number of states to h(h + 1)/2 − (h − 1) by noting that in households with 0 susceptibles, no local

infections can occur and thus infectives can only make global infections acting independently. Therefore

we can subsume the states (0, 1), (0, 2), . . . , (0, h) into a single state, (0, 1)∗ say, with a local infection in

households with 1 susceptible resulting in the household moving to state (0, 1)∗, see for, example [14].

For SIR epidemics, there will typically be a natural ordering of infectious unit types such that we can

order the types with only transitions of infectious unit from type i to type j (i < j) being possible. For

example, with household epidemics we can order the types such that type (a, b) is said to be less than

type (c, d), if a > c, or if a = c, and b > d. In such cases P is an upper triangular matrix and if the main

diagonal of P is 0 then there exists n0 ≤ K, such that for all n > n0, Pn = 0. Then

M = (I−P)−1Φ =

(
n0∑
n=0

Pn

)
Φ, (2.6)

and we can compute M without requiring matrix inversion.

3 Examples

In this Section we show how M is constructed for three different models; the household SIR epidemic

model (Section 3.1), an SIS sexually transmitted disease (Section 3.2) and the great circle SIR epidemic

model (Section 3.3).
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3.1 SIR Household epidemic model

We illustrate the computation of R0 in a population with households of size h. As noted in Section 2,

we can summarise the epidemic process using K = h(h + 1)/2 − (h − 1) states by amalgamating states

(0, 1), (0, 2), . . . , (0, h) into the state (0, 1)∗. We use the labellings {(0, 1)∗, (a, b); a, b = 1, 2, . . . , h, (a+b) ≤

h} rather than 1, 2, . . . ,K to define the mean reproduction matrix.

We construct M by first considering the local transitions (infections and recoveries) which occur within

a household. Therefore for an individual in state (a, b), the non-zero transitions are

p(a,b),(a−1,b+1) =
abλL

b(aλL + γ)
if a > 1

p(a,b),(0,1)∗ =
abλL

b(aλL + γ)
if a = 1 (3.1)

p(a,b),(a,b−1) =
(b− 1)γ

b(aλL + γ)
.

Note that the probability that the next event that the individual of interest recovers is γ/{b(aλL + γ)}

and an individual only leaves state (0, 1)∗ through recovery. Therefore the transition probabilities in

(3.1) define the substochastic matrix P. The time that a household spends in state (a, b) is exponentially

distributed with rate b(aλL + γ). Therefore, since infectives are making infectious contacts at the points

of a homogeneous Poisson point process with rate λG, the mean number of global contacts made by an

infective, whilst the household is in state (a, b), is λG/{b(aλL+γ)} with all global contacts resulting in an

(h−1, 1) infectious unit. That is, we are considering the early stages of the epidemic where almost surely

all global contacts are with previously susceptible households, cf. Section 2.3. This gives the non-zero

entries of Φ to be

φ(a,b),(a−1,b+1) =
aλL

b(aλL + γ)
=
p(a,b),(a−1,b+1)

b
if a > 1

φ(a,b),(0,1)∗ =
λL

b(aλL + γ)
=
p(a,b),(0,1)∗

b
if a = 1

φ(a,b),(h−1,1) =
λG

b(aλL + γ)

φ(0,1)∗,(h−1,1) =
λG
γ
.

Note that the probability that the specific infective of interest is responsible for a given local infection in
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a household in state (a, b) is simply 1/b.

In a population of households of size 3 with the states ordered (2, 1), (1, 2), (1, 1) and (0, 1)∗, we have

that

P =


0 2λL

2λL+γ 0 0

0 0 γ
2(λL+γ)

2λL

2(λL+γ)

0 0 0 λL

λL+γ

0 0 0 0

 (3.2)

and

Φ =


λG

2λL+γ
2λL

2λL+γ 0 0
λG

2(λL+γ) 0 0 λL

2(λL+γ)
λG

λL+γ 0 0 λL

λL+γ
λG

γ 0 0 0

 . (3.3)

It is then straightforward to show that

M = (I−P)−1Φ =


λG

γ
2λL

2λL+γ 0
λ2
L(λL+2γ)

(2λL+γ)(λL+γ)2

λG

γ 0 0 λL(λL+2γ)
2(λL+γ)2

λG

γ 0 0 λL

λL+γ
λG

γ 0 0 0

 (3.4)

There are a couple of observations to make concerning M. Firstly, regardless of at what stage of the

household epidemic an individual is infected, the mean number of global contacts, and hence, the mean

number of infectious units of type (h − 1, 1) that are created by the individual is λG/γ. Secondly, no

individuals of type (1, 1) are created in the epidemic since a household can only reach this state from

(1, 2) and through the recovery of the other infective. More generally, an individual does not start as an

infectious unit of type (a, 1), where 1 ≤ a ≤ h − 2, although it is helpful to define such infectious units

for the progression of the epidemic.

It follows from (3.4) by removing the redundant row and column for state (1, 1) individuals, that the

basic reproduction number, R0, solves the cubic equation

s3 − λG
γ
s2 − λG

γ

{
2λL

2λL + γ
+

λ2L(λL + 2γ)

(2λL + γ)(λL + γ)2

}
s− λG

γ

{
2λL

2λL + γ

λL(λL + 2γ)

2(λL + γ)2

}
= 0. (3.5)

We note that in the notation of [15], µG = λG/γ, µ0 = 1,

µ1 =
2λL

2λL + γ
+

λ2L(λL + 2γ)

(2λL + γ)(λL + γ)2
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and

µ2 =
2λL

2λL + γ

(
λL(λL + 2γ)

2(λL + γ)2

)
,

where µi (i = 0, 1, . . .) denotes the number of infectives in generation i of the household epidemic, see

[6], Section 3.1.3. For each household epidemic, the individual infected by the global infectious contact is

defined to be generation 0 with an individual belonging to generation i (i ≥ 1) if their (within-household)

infector belongs to generation i− 1 of the household epidemic. Therefore we can rewrite (3.5) as

s3 −
2∑
i=0

µGµis
2−i = 0, (3.6)

which is equivalent to [15], (3.3), and hence obtain an identical R0 to Rg0 defined in [6].

We proceed by showing that for the Markov household epidemic model R0 obtained as the maximal

eigenvalue of M corresponds Rg0 defined in [6] for any h ≥ 1. In order to do this it is helpful to write

M = G + U, (3.7)

where G is the K×K matrix with Gk1 = µG (1 ≤ k ≤ K) and Gkj = 0 otherwise. Then G and U denote

the matrices of global and local infections, respectively. For i = 0, 1, 2, . . . , h− 1, let νi =
∑K
j=1 u

i
1j , the

sum of the first row of Ui. The key observation is that νi denotes the mean number of individuals in

generation i of the household epidemic with U0 = I, the identity matrix (the initial infective in the

household is classed as generation 0) and Ui = 0 for i ≥ h.

For 0 ≤ a, b ≤ h− 1, let y
(n)
(a,b) denote the mean number of type (a, b) individuals in the nth generation of

the epidemic process. Then y
(0)
(h−1,1) = 1 (the initial infective) and for all (a, b) 6= (h−1, 1), y

(0)
(a,b) = 0. Let

y(n) = (y
(n)
(a,b)) denote the mean number of individuals of each type in the nth generation of the epidemic

process with the convention that y
(n)
(h−1,1) is the first entry of y(n). Then for n ≥ 1, y(n) solves

y(n) = y(n−1)M. (3.8)

The proof of (3.8) mimics the proof of [15], Lemma 2, and it follows by induction that

y(n) = y(0)Mn. (3.9)
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Let xn,i (n = 0, 1, . . . ; i = 0, 1, . . . , h − 1) be defined as in [15], Lemma 1, with xn,i denoting the mean

number of individuals in the nth generation of the epidemic who belong to the ith generation of the

household epidemic. We again employ the convention that the initial infective individual in the household

represents generation 0. It is shown in [15], Lemma 1, (3.5) and (3.6) that

xn,0 = µG

h−1∑
i=0

xn−1,i, (3.10)

and

xn,i = µixn−i,0, (3.11)

where µi is the mean number of infectives in generation i of a household epidemic, x0,0 = 1 and x0,i = 0

(i = 1, 2, . . . , h− 1). Let x(n) = (xn,0, xn,1, . . . , xn,h−1).

Lemma 3.1 For n = 0, 1, . . .,

y
(n)
(h−1,1) = xn,0. (3.12)

Let xn = x(n)1 =
∑h−1
j=0 xn,j and yn = y(n)1 =

∑
(a,b) y

(n)
(a,b), then for n = 0, 1, . . .,

yn = xn. (3.13)

To prove Lemma 3.1, we require Lemma 3.2 which gives µi in terms of the local reproduction matrix U.

Lemma 3.2 For i = 0, 1, . . . , h− 1,

µi =
∑
(c,d)

ui(h−1,1),(c,d) = νi. (3.14)

The proofs of Lemmas 3.2 and 3.1 are given in Appendix A.

Therefore we have that the representations of the household epidemic given in [15] and in this paper give

the same mean number of infectives and the same mean number of new household outbreaks in generation

n (n = 0, 1, . . .). This is a key component in showing that M and A, the mean reproductive matrix given
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in [15] by

A =


µGµ0 1 0 · · · 0
µGµ1 0 1 0

...
. . . 0

µGµh−2 0 0 1
µGµh−1 0 0 · · · 0

 (3.15)

have the same largest eigenvalue.

Let ρA and ρM denote the largest eigenvalues of A and M, respectively. Let zL and zR denote the

normalised left and right eigenvectors corresponding to ρA with zLzR = 1. In [15], Lemma 3, it is noted

that

A = ρACA + BA, (3.16)

where CA = zRzL and ρ−nA Bn
A → 0 as n → ∞. This implies that if xn = x(n)1, the mean number of

individuals infected in the nth generation of the epidemic then

(y1/nn =)x1/nn → ρA as n→∞. (3.17)

As observed earlier the construction of M results in 0 columns corresponding to infectious units which

can arise through the removal of an infective. Let M̃ denote the matrix obtained by removing the 0

columns and corresponding rows from M. The eigenvalues of M will consist of the eigenvalues of M̃

plus repeated 0 eigenvalues, one for each 0 column. Let wL and wR denote the normalised left and

right eigenvectors corresponding to ρM̃ with wLwR = 1. Then since M̃ is a positively regular matrix by

the Perron-Frobenius theorem, M̃ (and hence M) has a unique real and positive largest eigenvalue, ρM .

Moreover,

M̃ = ρMCM + BM , (3.18)

where CM = wRwL and ρ−nM Bn
M → 0 as n → ∞. Then following the arguments in the proof of [15],

Lemma 3,

y1/nn → ρM as n→∞. (3.19)

Since xn = yn (n = 0, 1, 2, . . .), it follows from (3.17) and (3.19) that ρM = ρA and therefore that the

two constructions of the epidemic process give the same basic reproduction number R0.
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3.2 SIS sexually transmitted disease model

We begin by describing the SIS sexually transmitted disease model which provided the motivation for

this work and then study the construction of M.

3.2.1 Model

We consider a model for a population of sexually active individuals who alternate between being in a

relationship and being single. For simplicity of presentation, we assume a homosexual model where each

relationship comprises of two individuals. The extension to a heterosexual population is straightforward.

We assume SIS disease dynamics with infectious individuals returning to the susceptible state on recovery

from the disease. There are two key dynamics underlying the spread of the disease. The formation and

dissolution of relationships and the transmission of the disease.

Individuals are termed as either single (not currently in a relationship) or coupled (currently in a re-

lationship). We assume that each single individual seeks to instigate the formation of relationship at

the points of a homogeneous Poisson point process with rate α/2 with the individual with whom they

seek to form a relationship chosen uniformly at random from the population. (The rate α/2 allows for

individuals to be both instigators and contacted individuals.) If a contacted individual is single, they

agree to form a relationship with the instigator, otherwise the individual is already in a relationship

and remains with their current partner. The lifetimes of relationships are independent and identically

distributed according to a non-negative random variable T with mean 1/δ. For a Markovian model we

take T ∼ Exp(δ) corresponding to relationships dissolving at rate δ. When a relationship dissolves the

individuals involved return to the single state. Therefore there is a constant flux of individuals going

from single to coupled and back again. We assume that the disease is introduced into the population at

time t = 0 with the population in stationarity with regards relationship status. The proportion, σ, of the

population who are single in stationarity is given in [11] with

σ2α = δ(1− σ)

σ =
−δ +

√
δ2 + 4δα

2α
. (3.20)
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Thus α̃ = ασ is the rate at which a single individual enters a relationship. We assume that the relationship

dynamics are in a steady state when the disease is introduced and the introduction of the diseases does

not affect relationship dynamics.

We now turn to the disease dynamics. We assume SIS dynamics, in that individuals alternate between

being susceptible and infectious and on recovery from being infectious an individual immediately re-

enters the susceptible state. We follow [9] in allowing for two types of sexual contacts, those within

relationships and casual contacts which occur outside relationships. The casual contacts which we term

one-night stands represent single sexual encounters capturing short term liaisons. We assume that the

infectious periods are independent and identically distributed according to a non-negative random variable

Q, where Q ∼ Exp(γ) for a Markovian model. Whilst in a relationship, we assume that an infectious

individual makes infectious contact with their partner at the points of a homogeneous Poisson point

process with rate β. We assume that individuals can also partake in, and transmit the disease via, one-off

sexual contacts (one-night stands). We assume that individuals in relationships are less likely to take

part in a one-night stand with probability ρ of having a one-night stand. Therefore we assume that a

single individual (individual in a relationship) seeks to make infectious contact via one-night stands at

the points of a homogeneous Poisson point process with rate ω (ρω), where ω amalgamates the propensity

for partaking in a one-night stand with the transmissibility of the disease during a one-night stand. If an

individual attempts to have a one-night stand with somebody in a relationship, there is only probability

ρ of the one-night stand occurring. Thus ρ = 0 denotes that individuals in relationships are faithful,

whilst ρ = 1 denotes that there is no difference between those in or out of a relationship with regards

one-night stands.

In the early stages of the epidemic with high probability a single infective will form a relationship with

a susceptible individual and one-night stands with an individual in a relationship will be with a totally

susceptible relationship.
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Event Type Single infective Infective in a relationship
Susceptible Partner Infectious partner

Relationship form ασ – –
Relationship dissolve – δ δ
One-night stand single infected ωσ ρωσ ρωσ
One-night stand relationship infected ρωσ ρ2ωσ ρ2ωσ
Infect partner – β –
Partner recovers – – γ
Recovers γ γ γ

Table 1: Events and their rates of occurring for an infectious individual in each type of infectious unit.

3.2.2 Construction of M

For this model there are three types of infectious units; single infective, couple with one infective and

couple with two infectives which we will term types 1, 2 and 3, respectively. The possible events and

their rates of occurring are presented in Table 1.

It is straightforward from Table 1 to construct ΦE and PE in terms of the next event to occur. For ΦE ,

the next event will create at most one infective and we only need to compute the probability of each type

of infection. Hence,

ΦE =


ωσ

ασ+ω{1−(1−ρ)(1−σ)}+γ
ρωσ

ασ+ω{1−(1−ρ)(1−σ)}+γ 0
ρωσ

δ+ρω{1−(1−ρ)(1−σ)}+β+γ
ρ2ωσ

δ+ρω{1−(1−ρ)(1−σ)}+β+γ
β

δ+ρω{1−(1−ρ)(1−σ)}+β+γ
ρωσ

δ+ρω{1−(1−ρ)(1−σ)}+2γ
ρ2ωσ

δ+ρω{1−(1−ρ)(1−σ)}+2γ 0

 . (3.21)

Similarly by considering the transition at each event, we have that

PE =


ω{1−(1−ρ)(1−σ)}

ασ+ω{1−(1−ρ)(1−σ)}+γ
ασ

ασ+ω{1−(1−ρ)(1−σ)}+γ 0
δ

δ+ρω{1−(1−ρ)(1−σ)}+β+γ
ρω{1−(1−ρ)(1−σ)}

δ+ρω{1−(1−ρ)(1−σ)}+β+γ
β

δ+ρω{1−(1−ρ)(1−σ)}+β+γ
δ

δ+ρω{1−(1−ρ)(1−σ)}+2γ
γ

δ+ρω{1−(1−ρ)(1−σ)}+2γ
ρω{1−(1−ρ)(1−σ)}

δ+ρω{1−(1−ρ)(1−σ)}+2γ

 . (3.22)

One-night stands do not alter the relationship and hence do not constitute transition events. Given that

the number of one-night stands made by an infectious individual in an interval of a given length follows

a Poisson distribution with mean proportional to the length of the interval it is straightforward to show

that

Φ =


ωσ

ασ+γ
ρωσ
ασ+γ 0

ρωσ
δ+β+γ

ρ2ωσ
δ+β+γ

β
δ+β+γ

ρωσ
δ+2γ

ρ2ωσ
δ+2γ 0

 , (3.23)
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and that the transition matrix is given by

P =

 0 ασ
ασ+γ 0

δ
δ+β+γ 0 β

δ+β+γ
δ

δ+2γ
γ

δ+2γ 0

 . (3.24)

Straightforward, but tedious algebra, gives that

M = (I−P)−1Φ = (I−PE)−1ΦE

=


σω(ασρ+δ+γ)
(ασ+δ+γ)γ

σωρ(ασρ+δ+γ)
(ασ+δ+γ)γ

ασβ(δ+2γ)
γ(ασ+δ+γ)(β+δ+2γ)

σω(ασρ+δ+γρ)
(ασ+δ+γ)γ

σωρ(ασρ+δ+γρ)
(ασ+δ+γ)γ

β(δ+2γ)(ασ+γ)
γ(ασ+δ+γ)(β+δ+2γ)

σω(ασρ+δ+γρ)
(ασ+δ+γ)γ

σωρ(ασρ+δ+γρ)
(ασ+δ+γ)γ

β{ασ(δ+γ)+γ2}
γ(ασ+δ+γ)(β+δ+2γ)

 . (3.25)

Note that the mean number of one-night stands is the same for all individuals who start their infectious

period in a relationship, regardless of the infectious status of their partner. The eigenvalues of M can be

obtained from solving the characteristic equation det(M−sI) = 0, a cubic polynomial in s. The resulting

algebraic expressions are not very illuminating about R0 and its properties. However, this does allow for

simple computation of R0 for specified parameter values.

In the special case ρ = 0 where only single individuals can have one-night stands, we note that individuals

can only enter the infectious state as a member of an infectious unit of type 1 or 3. Furthermore, if ω = 0,

there are no one-night stands and individuals only become infected via an infectious partner within a

relationship. In this case the first two columns of M become 0 and

R0 = M3,3 =
β{ασ(δ + γ) + γ2}

γ(ασ + δ + γ)(β + δ + 2γ)
, (3.26)

the mean number of times an individual will successfully infect a partner whilst infectious.

The expression for R0 given in (3.26) is very similar to that given in [12], (30) and [9], page 69. The only

difference for ω = 0 between our model and the SI sexually transmitted disease model presented in [12]

and [11] for individuals with a maximum of one sexual partner is that the model of [12] replaces recovery

(γ) by death (µ) which results in the relationship ending as well as removal of the infective. The models

of [12], [11] and [9] incorporate the birth of susceptibles at rate Nµ to maintain the population size of

O(N).
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3.3 Great Circle Epidemic model

The final example we consider in this paper is the great circle SIR epidemic model, see [5] and references

therein. The model assumes that the population consists of N individuals who are equally spaced on

the circumference of a circle with the individuals labeled sequentially from 1 to N and individuals 1 and

N are neighbours. Thus individuals i ± 1(modN) are the neighbours of individual i (i = 1, 2, . . . , N).

Individuals, whilst infectious, make both local and global infectious contacts as in the household model.

An individual makes global infectious contacts at the points of a homogeneous Poisson point process

with rate λG with the individual contacted chosen uniformly at random from the entire population.

An individual makes local infectious contacts with a given neighbour at the points of a homogeneous

Poisson point process with rate λL. Finally, the infectious periods are independently and exponentially

distributed with mean 1/γ.

An infectious individual in the great circle model can be characterised by the total number of susceptible

neighbours that it has which can be 2, 1 or 0. In the initial stages of the epidemic with N large, with

high probability, an individual infected globally will initially have 2 susceptible neighbours, whereas an

individual infected locally will, with high probability, have 1 susceptible neighbour when they are infected.

An infective with k (k = 0, 1, 2) susceptible neighbours makes Po(λG/{kλL+γ}) global infectious contacts

before either making a local infection or recovering from the disease with the probability that the event

is the infection of a neighbour kλL/(kλL + γ). Therefore if we construct Φ and P in terms of descending

number of susceptible neighbours we have that

Φ =


λG

2λL+γ
2λL

2λL+γ 0
λG

λL+γ
λL

λL+γ 0
λG

γ 0 0

 , (3.27)

and

P =

0 2λL

2λL+γ 0

0 0 λL

λL+γ

0 0 0

 . (3.28)
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It is then straightforward to show that

M =


λG

γ
2λL

λL+γ 0
λG

γ
λL

λL+γ 0
λG

γ 0 0

 . (3.29)

We observe that no individuals are created with 0 susceptible neighbours and we only need to consider

the mean offspring distributions for type 1 and type 2 infectives. This gives R0 as the solution of the

quadratic equation, (
λG
γ
− s
)(

λL
λL + γ

− s
)
− λG

γ
× 2λL
λL + γ

= 0

s2 − (µG + pL)s− µGpL = 0, (3.30)

where µG = λG/γ denotes the mean number of global infectious contacts made by an infective and

pL = λL/(λL + γ) denotes the probability an infective makes infects a given susceptible neighbour. This

yields

R0 =
pL + µG +

√
(pL + µG)2 + 4pLµG

2
. (3.31)

In [3], [4] and [5], the threshold parameters R∗ is defined for the great circle model as the mean number

of global infectious contacts emanating from a local infectious clump, where a local infectious clump is

defined to be the epidemic generated by a single infective by only considering local (neighbour) infectious

contacts. From [4], (3.12),

R∗ = µG
1 + pL
1− pL

. (3.32)

It is trivial to show that R0 = 1 (R0 < 1;R0 > 1) if and only if R∗ = 1 (R∗ < 1;R∗ > 1) confirming R0

and R∗ as equivalent threshold parameters for the epidemic model.

In contrast to the household SIR epidemic model (Section 3.1) and the SIS sexually transmitted disease

(Section 3.2) for the great circle model it is trivial to extend the above definition of R0 to a general infec-

tious period distribution T . Let µT = E[T ], the mean of the infectious period and φT (θ) = E[exp(−θT )]

(θ ∈ R+), the Laplace transform of the infectious period. Thus µG and pL become λGµT and 1− φ(λL),

respectively. Then the probability that a globally infected individual infects 0, 1 or 2 of its initially
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susceptible neighbours is φ(2λL), 2{φ(λL)−φ(2λL)} and 1−2φ(λL)+φ(2λL), respectively. Similarly the

probability that a locally infected individual infects its initially susceptible neighbour is pL = 1− φ(λL).

Since the mean number of global infectious contacts made by an infective is µG(= λGµT ) regardless of

whether or not the individual is infected globally or locally, we can derive directly the mean offspring

matrix M is terms of those infected globally (initially 2 susceptible neighbours) and those infected locally

(initially 1 susceptible neighbour) with

M =

(
µG 2pL
µG pL

)
. (3.33)

Therefore after omitting the final column (and row) of M from (3.29), the equation for M is identical in

(3.29) and (3.33), and hence (3.31) holds for R0 for a general infectious period distribution T .

4 Extensions

In this paper we have given a simple definition and derivation of R0 for structured populations by

considering the population to consist of different types of infectious units. This multi-type approach to

constructing R0, via the mean offspring matrix of the different types of infectious units, follows a widely

established mechanism introduced in [8]. Moreover, we have demonstrated that for SIR household

epidemic models that R0 coincides with Rg0, the generational basic reproduction number defined in [6].

In [6], the rank generational basic reproduction number, Rr0, is also considered and is taken to be the

default choice of R0 in that paper.

For the household SIR epidemic model it is straightforward to define and construct a rank generational

mean reproduction matrix MR for a general infectious period distribution, T . The approach is to represent

the evolution of the epidemic as a discrete time process generation-by-generation. This approach ignores

the time dynamics of the epidemic but leaves the final size unaffected and dates back to [13]. The initial

infective in the household (infected by a global infection) forms generation 0. Then for i = 1, 2, . . . , h−1,

the infectious contacts by the infectives in generation i− 1 are considered and any susceptible individual

contacted by an infective in generation i − 1 will become an infective in generation i. We define an

infective to be a type (a, b) individual if the generation of the household epidemic in which they are
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an infective has b infectives and a susceptibles. In the construction of MR, we again look at the mean

number of infections attributable to a given infective with details provided in Appendix B. Let µRi denote

the mean number of infectives in generation i of the household epidemic then it is shown in [6], Section

3.1.3, that for all k ≥ 1,
∑k
i=0 µ

R
i ≥

∑k
i=0 µi, which in turn implies Rr0 ≥ Rg0. The construction of MR

is straightforward using [15], Appendix A and we provide a brief outline in Appendix B how similar

arguments to those used in Section 3.1 can be used to show that Rr0 is the maximal eigenvalue of MR.

The rank generational construction is natural for the SIR epidemic model and allows us to move beyond

T ∼ Exp(γ) but does not readily apply to SIS epidemic models. Extensions of the SIS epidemic model

are possible by using the method of stages, see [7], where T can be expressed as a sum or mixture

of exponential distributions and by extending the number of infectious units to allow for individuals in

different stages of the infectious period. In principle P and Φ can be constructed as above but the number

of possible infectious units rapidly grows making the calculations more cumbersome.

Another natural extension of the epidemic model is to allow for an exposed state. That is, to assume

that on becoming infected an individual does not immediately become infectious but instead enters the

exposed state during which the disease develops in the individual until such time that the individual

becomes infectious. The time spent in the exposed state is known as a latent period and if we take the

latent periods to independent and identically distribution according to Exp(δ) then we have a Markovian

model. It is well known from [13] that the final size of the epidemic is invariant to the distribution of

the latent period. In Appendix C, we show for the SEIR household epidemic model (with the inclusion

of the exposed state, E, between an individual being infected and becoming infectious) that the mean

reproduction matrix M, and hence basic reproduction number is not invariant to the latent period

distribution. Specifically, letting Rδ0 denote the basic reproduction number for the SEIR household

epidemic model with latent period Exp(δ), we show that for households of size 3,

lim
δ↓0

Rδ0 = Rr0 (4.1)

and

lim
δ→∞

Rδ0 = R0(= Rg0). (4.2)
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We also note R0 ≤ Rδ0 ≤ Rr0 with Rδ0 decreasing as δ increases. Equation (4.2) holds for any SEIR

epidemic household model since as δ → ∞ the SEIR model reduces to the SIR. For δ small, it is

highly likely that the initial infective in the household will complete their infectious period before any

individuals they infect leave the exposed period. Hence in a household of size 3, who infects who, will be

in line with the rank generational representation. For SEIR household epidemic model with household

sizes h > 3, we observe that limδ↓0R
δ
0 < Rr0 as the epidemic will no longer be in line with the the rank

generational representation.
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A Proofs of Lemmas 3.1 and 3.2

In this Section we present the proofs of Lemmas 3.1 and 3.2. We begin with the proof of Lemma 3.2

which is required for the proof of Lemma 3.1.

Proof of Lemma 3.2. Let Z
(i)
(a,b) denote the total number of individuals of type (a, b) in generation i of

a household epidemic. Note that Z
(i)
(a,b) will be either 0 or 1 and Z

(i)
(a,b) = 1 if an infection takes place in

a household in state (a+ 1, b− 1) with the infector belonging to generation i− 1. Then by definition

µi =
∑
(a,b)

E[Z
(i)
(a,b)]. (A.1)

We note that Z
(0)
(h−1,1) = 1 and for (a, b) 6= (h− 1, 1), Z

(0)
(a,b) = 0, giving µ0 = 1. Since U0 is the identity

matrix, we have that
∑

(c,d) u
0
(h−1,1),(c,d) = 1 also.

For i = 1, 2, . . . , h− 1, we have that

E[Z
(i)
(a,b)] = E[E[Z

(i)
(a,b)|Z

(i−1)]], (A.2)

where Z(i−1) = (Z
(i−1)
(a,b) ). Now

E[Z
(i)
(a,b)|Z

(i−1)] =
∑
(c,d)

u(c,d),(a,b)Z
(i−1)
(c,d) , (A.3)

since u(c,d),(a,b) is the probability that a type (c, d) individual will infect an individual to create a type

(a, b) infective. Therefore taking expectations of both sides of (A.3) yields

E[Z
(i)
(a,b)] =

∑
(c,d)

u(c,d),(a,b)E[Z
(i−1)
(c,d) ]. (A.4)

Letting z
(i)
(a,b) = E[Z

(i)
(a,b)] and z(i) = (z

(i)
(a,b)) it follows from (A.4) that

z(i) = z(i−1)U = z(0)Ui. (A.5)
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Hence,

µi =
∑
(a,b)

z
(i)
(a,b)

=
∑
(a,b)

z
(0)
(a,b)

∑
(c,d)

ui(a,b),(c,d)

=
∑
(c,d)

ui(h−1,1),(c,d) = νi, (A.6)

as required. �

Proof of Lemma 3.1. We prove the lemma by induction and noting that for n = 0, y
(0)
(h−1,1) = x0,0 = 1.

Before proving the inductive step, we note that it follows from (3.8) that

y
(n)
(h−1,1) =

λG
γ

∑
(c,d)

y
(n−1)
(c,d) = µG

∑
(c,d)

y
(n−1)
(c,d) (A.7)

and for (a, b) 6= (h− 1, 1),

y
(n)
(a,b) =

∑
(c,d)

y
(n−1)
(c,d) u(c,d),(a,b)

= y
(n−1)
(h−1,1)u(h−1,1),(a,b) +

∑
(c,d)6=(h−1,1)

y
(n−1)
(c,d) u(c,d),(a,b)

= y
(n−1)
(h−1,1)u(h−1,1),(a,b) +

∑
(c,d)6=(h−1,1)

∑
(e,f)

y
(n−2)
(e,f) u(e,f),(c,d)

u(c,d),(a,b)

= y
(n−1)
(h−1,1)u(h−1,1),(a,b) +

∑
(e,f)

y
(n−2)
(e,f)

∑
(c,d)6=(h−1,1)

u(e,f),(c,d)u(c,d),(a,b)

= y
(n−1)
(h−1,1)u(h−1,1),(a,b) +

∑
(e,f)

y
(n−2)
(e,f) u

2
(e,f),(a,b). (A.8)

The final line of (A.8) follows from u(e,f),(h−1,1) = 0 for all (e, f). Then by a simple recursion it follows

from (A.8), after at most h− 1 steps, that, for (a, b) 6= (h− 1, 1),

y
(n)
(a,b) =

h−1∑
j=1

y
(n−j)
(h−1,1)u

j
(h−1,1),(a,b). (A.9)

Note that (A.9) can easily be extended to include (a, b) = (h− 1, 1) giving

y
(n)
(a,b) =

h−1∑
j=0

y
(n−j)
(h−1,1)u

j
(h−1,1),(a,b). (A.10)
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For n ≥ 1, we assume the inductive hypothesis that for 0 ≤ k ≤ n−1, y
(k)
(h−1,1) = xk,0. Then from (A.10),

we have that

y
(n)
(h−1,1) =

∑
(a,b)

m(a,b),(h−1,1)y
(n−1)
(a,b)

= µG
∑
(a,b)

y
(n−1)
(a,b)

= µG
∑
(a,b)


h−1∑
j=0

y
(n−1−j)
(h−1,1) u

j
(h−1,1),(a,b)


= µG

h−1∑
j=0

y
(n−1−j)
(h−1,1)

∑
(a,b)

uj(h−1,1),(a,b)

 . (A.11)

Using the inductive hypothesis and Lemma 3.2, we have from (A.11) that

y
(n)
(h−1,1) = µG

h−1∑
j=0

x(n−1−j),0µj = xn,0, (A.12)

as required for (3.12).

Using a similar line of argument,

yn = y(n)1 =
∑
(a,b)

y
(n)
(a,b)

=
∑
(a,b)


h−1∑
j=0

y
(n−j)
(h−1,1)u

j
(h−1,1),(a,b)


=

h−1∑
j=0

y
(n−j)
(h−1,1)

∑
(a,b)

{
uj(h−1,1),(a,b)

}

=

h−1∑
j=0

xn−j,0µj = xn, (A.13)

as required for (3.13). �

B Construction of MR

We give a brief outline of the construction of MR and demonstrate that its maximal eigenvalue coincides

with Rr0 given in [6], Section 3.1.3.
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We begin by computing the transition probabilities for a household epidemic in state (a, b), a susceptibles

and b infectives. By considering the total amount of infection, Ib, generated by the b infectives and the

fact that the infectious periods, T , are independent and identically distributed, it was shown in [15],

Appendix A, that X(a,b)|Ib ∼ Bin(a, 1− exp(−λLIb)) with

P(X(a,b) = c) = E[P(X(a,b) = c|Ib)]

=

(
a

c

)
E
[
{1− exp(−λLIb)}c exp(−λLIb)a−c

]
=

(
a

c

) c∑
j=0

(
c

j

)
(−1)jE[exp(−λL(a+ j − c)Ib]

=

(
a

c

) c∑
j=0

(
c

j

)
(−1)jφT (λL(a+ j − c))b, (B.1)

where φT (θ) = E[exp(−θT )] is the Laplace transform of the infectious period distribution. Given that if

a household epidemic transitions from state (a, b) to state (a− c, c), the mean number of infections due

to any given infective is simply c/b.

For the rank generational representation of the epidemic, we can again subsume all states (0, b) into

(0, 1)∗. We note that in contrast to Section 3.1, epidemic states (a, 1) (1 ≤ a ≤ h − 2) can arise from

the epidemic process whilst states (h − b, b) (b > 1) will not occur. For all {(a, b); b > 0, a + b ≤ h},

we have that MR
(a,b),(h−1,1) = µG = λGE[T ] (the mean number of global infectious contacts made by an

individual) and for (d, c) 6= (h− 1, 1),

MR
(a,b),(d,c) =


c
b

(
a
c

)∑c
j=0

(
c
j

)
(−1)jφT (λL(a+ j − c))b if d = a− c > 0

a
b

∑a
j=0

(
a
j

)
(−1)jφT (λLj)

b if (d, c) = (0, 1)∗

0 otherwise.

(B.2)

We can proceed along identical lines to (3.7) in decomposing MR into

MR = G + UR, (B.3)

where G is theK×K matrix (K denotes the total number of infectious states) withGk1 = µG (1 ≤ k ≤ K)

and Gkj = 0 otherwise. For i = 0, 1, . . . , h− 1, let µRi denote the mean number of individuals in the ith

generation of the rank construction of the epidemic, then we have that µRi =
∑K
j=1(uRij)

i, the sum of the

first row of (UR)i. We can follow essentially identical arguments to those given in Section 3.1 to show

that Rr0 is the maximal eigenvalue of MR.
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To illustrate, this approach we consider households of size h = 3. The possible infectious units are

(2, 1), (1, 1) and (0, 1)∗ with mean reproductive matrix

MR =

µG 2{φT (λL)− φT (2λL)} 2{1− 2φT (λL) + φT (2λL)}
µG 0 1− φT (λL)
µG 0 0

 . (B.4)

The eigenvalues of MR are solutions of the cubic equation

s3 − µGs2 − 2 {1− φT (λL)}µGs− µG 2{1− φT (λL)}{φT (λL)− φT (2λL)} = 0

s3 − µGµR0 s2 − µGµR1 s− µGµR2 = 0, (B.5)

where µR0 = 1, µR1 = 2{1− φT (λL)} and µR2 = 2{φ(λL)− φ(2λL)}{1− φT (λL)} are the mean number of

infectives in rank generations 0, 1 and 2, respectively of the household epidemic model. Given that (B.5)

is equivalent to [15], (3.3), it follows that that maximal eigenvalue of MR is Rr0.

C Basic reproduction number for the SEIR household epidemic
model

For the SEIR household epidemic amongst a population consisting of households of size h, we can char-

acterise type of infectious households by (a, b, c) where a, b and c denote the total number of susceptible,

exposed and infectious individuals in the household, respectively. We also need to distinguish the status

of the specific individual of interest (exposed or infectious). A household is deemed infectious if b+c > 0,

that is, there is at least one exposed or infectious individual in the household. We can view the SEIR

household epidemic as an SIR epidemic where infectives go through two stages spending an exponential

amount of time in each stage. The local (global) infection rates in stages 1 and 2 are 0 (0) and λL (λG),

respectively. As with the SIR household epidemic model, we can subsume all infectious states (0, b, c) into

a single state (0, 0, 1)∗ since once there are no more susceptibles remaining in the household, an infected

individual can only make global infectious contacts which it does independently of the other members of

its household. We also observe that a household in state (a, b, 0) will progress to state (a, b− 1, 1) before

any transition, other than an individual moving from exposed to infectious, can occur.

In a household of size 3, we can model the SEIR household epidemic using 6 types of infectious unit
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(2, 0, 1), (1, 1, 1; I), (1, 1, 1;E), (1, 0, 2), (1, 0, 1), (0, 0, 1)∗, where (1, 1, 1; I) and (1, 1, 1;E) denote the situa-

tions where there is 1 susceptible, 1 exposed and 1 infective in the household and the specific individual of

interest is the infectious or exposed individual, respectively. We note that all globally infected households

start in state (2, 1, 0) before transiting to state (2, 0, 1).

Given that the infectious unit types (2, 0, 1), (1, 1, 1; I), (1, 1, 1;E), (1, 0, 2), (1, 0, 1), (0, 0, 1)∗ are labelled

1, 2, 3, 4, 5 and 6, respectively, we have that P is:

P =



0 2λL

2λL+γ 0 0 0 0

0 0 0 δ
λL+γ+δ 0 λL

λL+γ+δ

0 0 0 δ
λL+γ+δ

γ
λL+γ+δ

λL

λL+γ+δ

0 0 0 0 γ
2λL+2γ

2λL

2λL+2γ

0 0 0 0 0 λL

λL+γ

0 0 0 0 0 0


. (C.1)

Observe that P35 corresponding to the infective recovering followed by the exposed individual entering

the infectious state some time later. Similarly, Φ is given by:

Φ =



λG

2λL+γ 0 2λL

2λL+γ 0 0 0
λG

λL+γ+δ 0 0 0 0 λL

λL+γ+δ

0 0 0 0 0 0
λG

2λL+2γ 0 0 0 0 λL

2λL+2γ
λG

λL+γ 0 0 0 0 λL

λL+γ
λG

γ 0 0 0 0 0


. (C.2)

Given that an individual can only start their infectious journey in states 1, 3 and 6, we can study M̃

given by

M̃ =

M11 M13 M16

M31 M33 M36

M61 M63 M66



=


λG

γ
2λL

2λL+γ
2λL

2λL+γ

(
λL

λL+δ+γ + δ
δ+γ+λL

{
λL

2λL+2γ + γ
2λL+2γ

λL

λL+γ

})
λG

γ 0
(

γ
δ+γ+λL

λL

λL+γ + δ
δ+γ+λL

{
λL

2λL+2γ + γ
2λL+2γ

λL

λL+γ

})
λG

γ 0 0

 . (C.3)

Whilst it is trivial to obtain the eigenvalues of M̃ numerically, it does not permit a nice analytical

expression for the eigenvalues. However, we note that as δ → ∞, converges to M (minus the third

column and row) given in (3.4). Similarly as δ ↓ 0, we have that M̃ converges to MR given in (B.4).
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Thus (4.1) and (4.2) follow immediately. We observe that M16 is decreasing and M36 is increasing with

δ with the consequence that Rδ0 (the maximal eigenvalue of M̃) is decreasing as δ increases.
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