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A Framework for Validation of Rule-Based Systems

Rainer Knauf, Avelino J. Gonzalez, and Thomas Abel

Abstract—This paper describes a complete methodology for the and implementation, starting at the high-level design and
validation of rule-based expert systems. This methodology is pre- going down to the operational details [16] and on adapting
sented as a five-step process that has two central themes: 1) totechnologies of database integrity checking to V&V of rule

create a minimal set of test inputs that adequately cover the do- b 9. In 1251, th ) . . directi i
main represented in the knowledge base and 2) a Turing Test-like P2S€S [9]. In [25], there is an overview on various directions o

methodology that evaluates the system’s responses to the test in-2ctual research in V&V of knowledge-based systems.

puts and compares them to the responses of human experts. Boehm [5] as well as O’Keefe and O’Leary [22] developed
~The development of minimal set of test inputs takes into con- g very intuitive approach that characterizeaification and

S|derat|or_1 various criteria, both user-defined, z_ind domain-specific. validation as building the system righand building the right

These criteria are used to reduce the potentially very large set of . .

test inputs to one that is practical, keeping in mind the nature and System_respectlvely. Both are considered a_part of a g_eneral

purpose of the developed system. evaluation strategy (see [17] or [21]). This perspective is

The Turing Test-like evaluation methodology makes use of only adapted here. Verification is basically the test of whether or not
one panel of experts to both evaluate each set of test cases and coma system follows its (formal) specification. The present paper is
pare the results with those of the expert system, as well as with 0,564 on the validation issue and provides a methodology to

those of the other experts. The hypothesis being presented here is : - . .
that much can be learned about the experts themselves by having get evidence that a given system really does what it should do in

them anonymously evaluate each other’s responses to the same testhe eyes of experts and users. This methodology is constructed
inputs. Thus, we are better able to determine the validity of an ex- for a frequently used kind of rule-based systems. The rules

pert system. _ ) _ are based HrRN-Logic with single propositional expressions
Depending on its purpose, we introduce various ways to exXpress a4 their thenrpart and conjunctions of expressions in their

validity as well as a technique to use the validity assessment for the . - . . . .
refinement of the rule base. if-part, which can be either single propositional expressions or

Lastly, the paper describes a partial implementation of the test Comparsion expressions with attributes and values.
input minimalization process on a small but nontrivial expert In [26], the authors clearly point out that “the inability to ade-

SYStde_m- The e_ffttECtti\r/]eneSS Ct>f th(t? techniquet_wa?h evaluated tbyquately evaluate systems may become the limiting factor in our
seedaing errors Into the expert system, generatin € appropiate i

set of ?est inputs and detgrmini);g Wﬁegther the gerrors Ec?uldp be ak.)lhty to employ syste!:ns that our technology and knowledge
detected by the suggested methodology. will allow us to design. . .

There has been one quite comprehensive approach to the val-
idation of knowledge-based systems described in the literature.
This is the BPRITII project VALID during 1989-1992, as sur-
veyed in [20]. This project’s goal was to undertake a comprehen-
|. INTRODUCTION sive approach to the problem of Validation for existing knowl-
gge—based systems (KBS). In order to do so, several methods
approach toward validation and verification of comple r different validation issues were created and different expert

systems (cf. [8]) ranging from mathematically weII—baseﬁySt_ems were consid_ered._ The_project‘s main result was a val-
formal approaches ([4]) and approaches that also use forrH:%t'on environment in which different expert systems can be

approaches but that are more driven by practical consideratidl dated. To rele_lt(_a this to our .present endeavour, we .need o
[27] to high-level philosophical and psychological approachggake more e>§p|ICIt the validation concept that underlies the

focusing on human factor issues [23]. Newer trends in reseafl ntloneq pl’OJEC’[:

are focused on technologies to accompany the system devel-© points are important to relate our present work to the

opment by an integrated validation and verification (V&V)orolect mentioned. First, M.ID makes enormously strict as-

concept of all aspects at the different stages of developmét"f‘mptions about the object t.o b? vaIidated. The.high degree of
assumed formal knowledge is nicely illustrated in [18], where

a Petri net approach is invoked for validation withimivb.
. . _ Second, after the completion ofaviD, it has been recognized
Manuscript received December 13, 2000; revised July 20, 2001, Novem?ﬁr h . illa fl . . hodoloaies: “I h
16, 2001, and December 27, 2001. at there is still a flaw in testing methodologies: “It seems that
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answer, solution, or behavior that is equivalent to that provided  of all combinations of inputs that are possible, thus ex-

by the best human experts. panding the number of test cases to ensure completeness
For alarge knowledge-based system, providing this assurance in coverage and 2fficiencyminimizing the number of

can be a daunting task that may require a significant effortonthe  test cases to make the process practical. A workable com-

part of the development team. However, its importance is such ~ promise between these constraints is central to our pro-

that it clearly deserves such a serious treatment, as an invalid posed technique.

expert system can at best lead to loss of credibility by the users2) Test case experimentatiorSince intelligent systems

and, at worst, to disastrous results. emulate human expertise, it is clear that human opinion
We concentrate on the validation portion of the V&V needs to be considered when evaluating the correctness

problem, as that is the one more closely related to ensuring  Of the system’s response. But human experts can vary
appropriate response to inputs. In general, the validation in their competence, their own self-image and their bias
process can be considered to be part of a larger process of for or against automation. Thus, it is important that an
system improvement. So, our philosophy is that validation efficient method exist to fairly evaluate the correctness
should not only provide a statement of validity, but also serve  ©Of the system’s outputs given imperfect human expertise.
as the mechanism for finding the invalid parts of the system  This step, therefore, consists of exercising the resulting
and how to repair them. set of test data (from step 1) by the intelligent system as
The best possible means to predict the validity of a system is ~ Well @s by the one or more validating experts in order to
to subject it to actual conditions for an arbitrary period of time. ~ Obtain and document the responses to each test data by
It is hoped that during this time the system would be subjected  the various sources.
to all potential situations and its performance could be measured3) Evaluation:This step interprets the results of the exper-
from the correctness of its response to these. However, this begs imentation step and determines errors attributed to the
two questions: 1) How can it be assured that the system will in _ SyStém and reports it in an informal way.
fact see all potential sets of inputs to which it may reasonably 4) Validity assessmentrhis step analyzes the results re-
have to respond and 2) how can it be easily and definitively ported above and reaches conclusions about the validity
determined that the responses are correct? Our work attempts _ ©f the system. _ .
to answer these questions and here we present an approach f) System refinementn order to improve the final system,
validating intelligent systems effectively as well as efficiently. this step provides guidance on how to correct the errors
The heart of the presented methodology is/&iRG testlike detected in the system as a resu_lt of the previous four
systematic interrogation of the system being validated. steps. This, hopefully, leads to an improved system.
Buchanan and Shortliffe [6] describe a Turing test approadiiese steps are iterative in nature, where the process can be
in their evaluation of MYCIN that shares some commonaliti€2nducted again after the improvements have been made. Fig. 1
with our technique. While comprehensive in nature, they do ndistrates the steps outlined.
attempt to generalize it to serve for all knowledge-based sys-The methodology toimplement these steps and its application
tems. Our approach formalizes the technique as much as feasipfrequently used kind of rule-based systems will be described
and the result is a generic, albeit conceptual, one to be usabld'bie following sections. A detailed description of all steps as
many types of knowledge-based systems. The main differen¥¢l as the research behind this work can be found in [16].
between Buchanan’s Turing test and the one suggested here are
as follows. 1) They use two separate panels of different experts,
respectively for the test case solving session and for the session Il. GENERATION OF TEST CASES

that rates the “goodness” of the solutions. Our approach uses dard that d ist h . ical i b
only one. 2) They do not formally consider the fact that the ex- One standard that does exist, however impractical it may be

pert’'s competences may vary within the different experts as wi]jmost cases, IS the exhaustive testing of the Knowledge-based
as within the different test cases; our approach does. system. Thatis, generate a set of test cases which covers all con-

Our procedure results in a near-complete automation of tHagencies possible in the operation of the system. For systems
validation process. Complete automation, in our opinion, Wi\n/hlch have more than a few inputs, the combinations of values

remain an elusive goal because of the need to employ exgdri"€S€ inputs can be prohibitively large, thus making exhaus-
validators. tive testing quite impractical [10]. Nevertheless, it is not neces-

sary in most cases to have a truly exhaustive set of test cases and
yet still be able to test the system irfunctionally exhaustive
A. Steps in the Proposed Validation Process fashion. As stated by Chandrasekaran [7], the test cases should
) ] S ) reflect the problems to be seen by the system.
The process of mtelhgent system validation can be said to beA functionally exhaustiveet of test cases can be made con-
composed of the following related steps [15]. siderably smaller than maively exhaustiveet by eliminating
1) Test case generatioi@enerate and optimize a set of testunctionally equivalent input values and combinations of input
input combinations (test data) that will simulate the inputgalues which subsume other values. Nevertheless, even this
to be seen by the system in actual operation. We referftmmctionally exhaustive set is usually too large for practical
the pairs TestData, ExpectedOutfus test cases. Therepurposes. Thus, there is a need for further reduction. Of course,
are two competing requirements in this stepcdyerage one has to pay for it with a loss of functional exhaustivity.
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_____________
1 knowledge 1 _____ -
1 base .
L- knowledge rules > test case test data | test case ex-
eneration - " |perimentation
base rules, ) £ solutions Ld )
oulputs results
(protocol)
system - validity .
< — < evaluation
refinement validity assessment, report
statemcntsr
system users
knowledge engineers
Fig. 1. Steps in the proposed validation process.
A reasonable way to reduce the functional exhaustive set of 524
test cases is to usalidation criterig, which can be domain-, Sgnax “:--‘-'-------— ---------------- a-

input-, output-, expert-, validator-, or user-related in nature. !
These criteria are useful in determinindest sufficiency level — gnorm |
for each test case of the functional exhaustive set. This tes!
sufficiency level can be used as an indicator for the decision
whether or not a given test case is really needed from a practica
standpoint.

Due mainly to simplification reasons, but also because of
its practical relevance, we consider rule-based systems with ar
input I of anm-dimensional “input space,” in which each di- gmin
mension is “atomic,” i.e., not compound in any way and an "2 e —_— =
outputO of a set of possible output values. 81 51 ST 81

The main test case generation idea described here is 1fi#b2- Regions of influence for a two-input problem.
generate a “quasi exhaustive” set of test caggsHST) [3], ) ) )
[12] and 2) to define some validation criteria and to use them he input! of the system is formed by a set of points of

R R Rl S

for a reduction ofQuEST down to a “reasonable” set of testth® m-dimensional input space: = {[s,...,s1,...,sm] :

cases ReST) as described in [1]. s < g < X1 The outputO of the system is the set
of final conclusions, i.e.Q = F'. Atest case is a pait], sol;]

A. Generation of Potential Test Cases with the test data; = [s7,s3,...,s},] € I and an associated

A frequently used kind of rule-based system, at leas? |ut|0|’l'sol] < L. .
. . A region of influencés one (or several) convex subspace(s) of
for classification problems, usesoRN clauses of the kind . : S
; I formed by the intersection of the projection of the values of the

conclusion — N, attribute; = waluel. conclusion is . : . .
. = . L sgnsors which have a direct effect on a particular final conclu-
usually a single expression of the propositional calculus an

the set of attributes forms the input space of the system. sion (). Thus, values of the related sensors, which as a group

Data Description: Formally, the rules can be described afsa” W'th'.n thls.reg|on, will be ablg 0 |dent.|fy a pqrtlcular final
follows. conclusion. Fig. 2 shows the various regions of influence for a

. . . . two input problem. In fact, these regions are expressed by the
o 5 = {s1,82,...,5m} is aset of variables; designating

, ) o "o Tules. Since an expert who expresses a rule does not necesarily
th_e|npl‘,‘|t Sensor data’l’nd ranging betwees}™" ands; care for other rules, it may happen that these regions overlap
with a “normal value”s}**"™.

each other and/or that there are several different areas of the
o B C {[t1,rel,ta] : t1 € St € (SUR),rel € {<,<

L ) , input space that are mapped to the same final conclusion.
=, 7,2, >}}" is asetof singlexpressionabout sensor e |ines demarcating the regions from other regions are

data. _ _ called theregion boundaries

* "= {f1,f2..... [a} is @ set of outputsfifal conclu-  pe squasi-exhaustive” set of test cag@sEST has to meet
sions. _ _ the following requirements.

* Int ={inty,inty, ..., inty} s asetointermediate con- 1) For eachy; € I there is at least one testcasejnEST
clusions ¢ .

2) The test data; should be able to reflect the boundary
conditions between different regions of influence.
3) The cardinality ofQuEST should be as small as pos-
sible. QuEST does not consider the overlaps.
The fact that in case of overlaps one test case may serve for sev-
LR is the set of real numbers. eral final conclusions is utilized in the concept of the reasonable
2M+ expressedd U (M x M) U (M x M x M)--- = |J°, M¢ set of test caseBeST (see next section).

i=1

e R C {[left,right] : right e (EU )t lefte FUI}2
is a set ofrulesin which

1) right-hand-sideight designates thié-part of a rule;
2) left-hand-siddeft designates ththenpart of a rule.
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The Approach:The process is based upon the following assigned with a value, tHeTC-Valueof s; is set to its
ideas: normal valueVU = {s}m}.
2) s; € S; ands; is compared with at least one fixed value

1) break down the range of an input into non—overlapping (value)
subranges where its values are considered to be equivalent |, that case there are thréd C-Valuedor each value

in terms of its effects on the final conclusions; s; is compared withs; = (value) — As;, s; = (value)

2) compute an initial set of potential test dé&tdased upon ands; = (valuc) + As;. These three values have to be
combinations of values within these subranges; added toV;; 3

3) sort these data into several s¢}sof data for each final 3) s; € 5; ands; is compared with another variablg
conclusionf;; There are three possible subcases here.

4) filter eachP; seperately by eliminating those test cases

within eachP; that are subsumed by others. a) If Viy, # 0, then define thre@TC-Valuesor each

sk € Vir N ST, namelys; = sp — Asy, 55 = s

This approach can be realized by the following steps. ands; = sj,+Asy, which have to be added 1g; 4
Step 1: Computation of Dependency Setdie first step is S

to compute theule dependency sef8; C R and thesensor b) If Vi, = 0 and there is a joint interval of; ands,

dependency set$; C S for eachf; € F. R; only contains namely betwees'"*-™ ands™"-™2x, then create

rulesr;, € RandsS; only contains variables, € S onwhichf; atemporary sefl’S with (note thatAs;, = As;)

depends. This is easily carried out by tracing the rules backward

from the final conclusions to the sensor inputs. TS :{81;1111 min Asg, 8777 — Ay, 10T, shorm

Step 2: Computation of Critical- and-Values: A particular + Asy, s _ A, | gmax_gmin_ min
value of variables;, is calledcritical, iff that value marks a dif- 8 R85 oSk Sk
ference in the effect of, on one of its dependent final con- + As’w B = Asy Snmmv si
clusions. Critical values are determined by inspection of the + Asy, sp Ask,s}j“"}.
rule left-hand sides, where values ©f are described in rela-
tion to either constants or other variables. Ifgnis related to Those elements &S that are betweegit-min _
another variables;, then all the critical values of; must be Asy and s™-m2% 1 Ag, (inclusively) are added
considered also. All critical values of one variableform the to bothV;; and V..

11 crit HH J [

set of critical va_luesSk . These critical values bound t_he sub- ¢) If Vi = 0 and there is no joint interval of; and
ranges of functionally equivalent values for each variable and s1.5 then both setd;; and Vi, will be equal to
they define the regions of influence. For example, for a rule the set of their norméfl valueﬁ» = {57} and
f3 — (s1 < 4) A (s1 > 2.5), the values 2.5 and 4 are ele- Vie = {sporm}. T
ments ofS¢mt,

Next, we compute aA-value As; for eachs, € S.
These values will allow us to surround the boundaries

the resulting regions of influence. Having all critical valué P will be the union of all test data € M(;) that can be

crit
Sets S ‘cmwe gstgbhsh a-value Asy. for each;k generated created from each/ ( f;) by computing the cross product of the
from S77**. This is because a small change in a sensor mput

Step 4: The Set of All Potential Test Datataving completed
0I}ge procedure to calculaRT C-Valuedor all f; leads us ta*m
SetsV;;.

may dlStIthISh two different final conclusions. One intuitivé CtsVit, -, Vim

approach for computing\s; of each variables;, is to ensure n

that As;, is half of the smallest difference between any “pair P = U M; = U Vi X Vig X -+ x Vi) = H Vij-
of critical values” that are members &™*. In case, for i=1 i=1 i=1j=1

exampleSgt = {2.5,2.9,4,7.5}, the smaIIest difference is
0.4 and therefore\s; = 0.2. If S{™* = (), thenAs;, is set Step 5: Minimizing the Set of All Potential Test Datéhe

to the half of the smallest difference between any pairs Bfige cardinality of” forces us to minimize the number of test
{smin gnorm gmax), cases and to find the minimized set of functionally necessary

Step 3: Computation of the Sets of Potential Test Case Values
. 3 . . X

(PTC-VaIues): The next step is to compute all Sdf% (0 < If there are values being create_d Whlch_go beyond thg bordgsr,_s of s,
. . . . then those values have to be substituted with the appropriate minimum or max-
¢t < n,0 < j < m)of all PTC-Valuef s; which contribute ;yum value.
in any way tof;. This has to be done by searching through eachiyere, we do the same as above with values beyond the borders.
S; andR;. V;; contains alPTC-Valuef s; € S, which arein  Sin this case for each relatiorc( <, =, #, >, >) and any value of; ands,
any way responsible fof;. We have to look for each;, € 5, weare able to decide whether the expression being treated is true or false.

. . By the way, such cases indicate a mistake of knowledge acquisition, because
Whethersl is an element of; or not and, IfSJ € Si, whether such expressions are always true or always false (not depending on the values

there is a relationship between and a fixed value or another of the two sensor data variables). The expression can be removed in case of

sk. There are three cases that have to be dIStIﬂgUIShed always being true, resp. the whole rule can be removed in case of always being
false.
1) 5 ¢ S. SNote that in the worst case, i.e., if all; has the same cardinality, the

. cardinality of only onel{; will be equal to thenth power ofc;! Nevertheless,
In that cases; does not contribute t¢; andV;; would card(S;) < card(S) then the number of potential test data{d(P;))

be empty. Because each variable of a test data has todb@eases significantly.
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HANDLING OF SENSORDATA VARIABLES BEING IN DIFFERENT RELATIONS TO VALUES OR ANOTHER SENSORDATA VARIABLE

#

case
expression

1f the conclusion of the rule » € R;, which contains the considered expression

should be true to make f; happen:
Take that tuple with

should be false to make f; happen:
Take that tuple with

s; < (val)

the largest value of s; that is lower than
(val)

the smallest value of s; that is greater
than (val) and that tuple with a value of
s; that is equal to (val)

sj < (val)

the largest value of s; that is lower than
{(val) and that tuple with a value of s;
that is equal to {val)

the smallest value of s; that is greater
than (val)

s; = (val)

a value of s; that is equal to (val)

the smallest value of s; that is larger than
{val) and the tuple with the largest value
of s; that is lower than {val)

b

i # (val)

the smallest value of s; that is larger than
(val) and the tuple with the largest value
of s; that is lower than (val)

a value of s; that is equal to (val)

sj 2 (val)

the smallest value of s; that is greater
than (val) and that tuple with a value of
s; that is equal to (val}

the largest value of s; that is lower than
(val)

o

5 > (val)

the smallest value of s; that is greater
than (val)

the largest value of s; that is lower than
(val) and that tuple with a value of s;
that is equal to {val)

85 < Sk

the largest value of s; that is lower than
the joint value of si

the smallest value of s; that is greater
than the joint value of s; and that tuple
with a value of s; that is equal to the joint
value of sp

the largest value of s; that is lower than
the joint value of s; and that tuple with a
value of s; that is equal to the joint value
of s

the smallest value of s; that is greater
than the joint value of s

S5 = Sk

a value of s; that is equal to the joint value
of s,

the largest value of s; that is lower than
the joint value of s and that tuple with
the lowest value of s; that is greater than
the joint value of s;

10

s; # s

the largest value of s; that is lower than
the joint value of s; and that tuple with
the lowest value of s; that is greater than
the joint value of s

a value of s; that is equal to the joint value
of sz

11

the smallest value of s; that is greater
than the joint value of sy and that tuple
with a value of s; that is equal to the joint
value of s;

the largest value of s; that is lower than
the joint value of si

12

8j > Sk

the smallest value of s; that is greater
than the joint value of s

the largest value of s; that is lower than
the joint value of s and that tuple with a
value of s; that is equal to the joint value
of sz

ones Qui/ST). As described in more detail below, to reducewhether the system maps to a final conclusfonlf any f; is
the cardinality of P we first sort P into n + 1 different sub- true, thert will be an element of’; of positive test data for the
setsF, (0 < ¢ < n) and then we minimize all the subsetgproof of f;, i.e., [t, ;] is a positive test case, otherwiswill be

P; (0 < i < n) separately, through which se®" will be gen-
erated.QuEST is the union of eaclP. P, represents the set

an element of the set of negative test dBga
Step 5.2: Minimizing All the Sef: The approach for min-

of negative test data for all final conclusions, i.e., those test détaizing each seF; individually (with the exception of) con-

that will not identify any final conclusion.

Step 5.1: Sorting” Inton + 1 Subsetd’;: First we have to 1)
sort allm—tuplest € P. Due to the necessity of keeping the
two parts of the test case (test datand solutionf;) together,
we represenf” as am + 1-tuple [Py, P, . .., P,], where each
P; (i > 0) contains those test datae P that are positive ones
for f; andFy contains all test datae P being negative for all

fi- In case a test case is positive for multigle it belongs to
each of the associateld. We have to check for eadhe P,7

sists of the following steps.

Segregate the largest possible sulidg}, of m—tuples
which differ in only one value (let's say;) from the
setF;. Thus, P, is a subset of the considerdd that
containgn—tuples with identical values at—1 positions
and different values at the remaining position.

7In former publications we checked only, whether a test data M; maps
to the associated conclusigh. As a result of the evaluation of our technology
(see Section VI) we changed this strategy.
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rule set R

Computation of

dependency sets

dependencies

Ri:R—fi S:S—Ff

Computation of critical values and scanning distances

critical values
scanning distances

Serit C values(sy,)
Asy = subrange(sy)

Computation of the sets of potential test case values

test data values of s; for f;

Vij = f(fi,s5)

C values(s;)

Composing the set of

all potential test data

composed test data set
for all outpuis f;

P=J(Vaa x Viz x ... x Vim)

i=1

=Oﬁ%

i=1j=1

Minimizing the set of

all potential test data

fi—related partition of P
minimized P;-s
composed QuEST

P=f(fi)CP
PrCP

QuEST = U{[ti,fi] 1t € P}

i=1

QuEST
Fig. 3. Generation ofJuFEST.
Criteria Ranking Intensity Test
QuEST v Identi- [~ & e Level [ Case > ReST
fication Rating Generation Selection
Test Case Selection Stage

Fig. 4.

2)

Criteria-based test case selection for XPS validation.

With this segregated subsg}.,, look through®; and This procedure should be carried out for each of the Bets
gather all expressions in whicfy is compared to any Inthe end, the minimized set of test cases able to test the system
value or another variable,. For each member of this quasi exhaustively is the union of all s&tg, i.e., QuEST =
subset, the relations betweenand eithers,, or a con- |J._; P*. To sum up and illustrate the technology of generating
stant value must be one of the 12 cases shown on Tabl&@kEST; see Fig. 3.

The result is that all potential test data that do not match

any of the conditions described in T"’?b'e | are removed o jjeria Based Strategy to Reduce a Set of Potential Test
from that subset. Therefore, all potential test data that ses

subsumed by other ones will be removed. The remaining

setisPyoa. This subsection describes a methodology to reduce the

3) Let the new setP; be the minimized setP, ..., := quasiexhaustive set of test casgsF ST down to a “reason-
(Pi_otd \ Pseg) U Pyood. able” (in the sense of “manageable” by a validation technology)

4) Repeat this (go to step 1) with)_,,.., untilno subsef’;., set of test caseBeST. The steps of developingeS1’ out of
is creatable fron’;_,,c..- QuEST are illustrated in Fig. 4.

5) The minimized subse®* is the setF;_,.., computed in The basic concept is that certain criteria about the system or
step 3). associated factors influence the importance of each test case in
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the QuEST. After the relevant criteria have been identified, 4) Test Case SelectionlTo answer the question of which of
they are ranked and rated. The ranking describes the quantitathetest cases have to be selected out of the quasi-exhaustive set
relations inbetween the particular criteria; the rating describesfitest cases(fu£/ST) to become a member of the “reason-
criterion’s influence on the investigated domain for the consiable” set of test caseg¢.5T"), ABEL et al. suggest that dest
ered output. Based on the results of this process, a test int8nfficiency Level should be determined for each of the mem-
sity level can be computed that forms the basis for reducing thers of theQ«£S7". This can be performed by considering 1)
gquasi—exhaustive set of test cag@sF ST down to a “reason- the input space of the system; 2) the dependency sets of the out-
able” set of test case’eST. By removing those test cases thaputs and the critical values of each input dimension; and 3) the
are of less importance than a certain threshold, the suite of tesgions of influence. By comparing this test sufficiency level
cases can be reduced significantly. of each test data with the test necessity level of its solution (a
1) Criteria Identification: Abel developed a catalog of cri- system’s output), it is determined whether or not a test case of
teria (cf. [1] and [2]), which should be considered in order tthe QuE ST should belong to the?eST. Loosely speaking,
answer the question of how important a certain test case is tbe more a test case 1) has relevant input data that is relevant
the system’s validity. This catalog contains conceptual criterfar other test cases as well; 2) has relevant input data that con-
and human criteria, which are motivated by the scenarios of debutes to outputs with high rated local test necessity level; 3)
veloping, using and validating the system. Abel classifies tmas relevant input data within an important interval of its range;
criteria into two main groups: and 4) is situated near a border of a region of influence, the more
a) Conceptual Criteria: this test case has a claim to become a membet«fiT. For
Domain Related CriteriadRC) (criticality, complexity, ~ More detailed information about the quantitative considerations

sensitivity, domain coverage, domain robustness, ...),Of test case selecti(.)n.see [1]. _
Input Related Criteria IRC) (criticality, sensitivity, 5) Formal Description of the Steps Aboveet us define

characteristics, ...) and Output Related Criter@RQ (kp,ko,n,m,r & IN) 1) kp assessible Domain Related
(probability, criticality, sensitivity, costs, robustness, ...) ~ Criteriadrc;; 2) ko assessible Output Related Criteriec;;
3) one assessment scale having an odd quantity,{) of

b) Human Cnteng. ) o ordered scale values (1 < r < ry.x); 4) n outputs (final
Expert Related CriterisgHRQ (competence, credibility,  conclusions)yf;, the domain “outputs;” 5)n sensor variables
avalilibility, ...), Validator Related Criteria\RQ (objec- siv S = {s1,59,...,5,} is the domain'sSensor Setthe
tivity, competence, independence, neutrality, ...) and Useryomain “inputs;” 6)n Sensor Dependency Seis (S; C S,
Related CriterialRC) (acceptable level of performance, S; is the set of all sensorg; depends on); 7 minimized
maintainability, effectiveness, usability, ...) (quasi—exhaustive) sef*, (Pr U P} U ... U P* = QuEST)
Identifying the relationships between a given criterion anof positive test cas€3” contains well-selected test cases ([3])
its influence on the Test Case Selection Stage is best doneitaplying f;); 8) m setsS¢™ of critical values and 9)n*m
the user community, in collaboration with the developmersetsV;;(f;,s;) of potential test case value$he setsPr, S;,
team and the expert. The involved individuals must establisht6g™* andV;,; were generated during the Test Case Generation
common ground about defining the criteria and how it shoulgtage as shown in Section II-A.
be used in the validation of the system. We found this to be Assessing the DomainEach criterionorc (resp.drc) is
beyond the scope of our work and leave it for future researctgiven a rank#(orc) (resp.#(drc)) using the criteria assess-
2) Ranking and Rating:After indentifying the relevant cri- ment scalel .. . r,.. AS a result of using the complete “ex-
teria out of this catalog, Abadt al. (cf. [1]) suggest &riteria  pressivity” of the assessment scale, the highest of these ranks
Ranking as a first step toward the criteria-based reduction should ber,,,.. Since these values are normalized with respect
test cases. The criteria having a measurable influence on thefotheir maximum value, it does not have to (but Should) be
main have to be identified. For each criteria, a rank has to bg... Having done this, there isfgr—tuple ofDRG—rankings

established by using a Criteria Assessment Scale. A rank ékp = [#1(drey), fo(dres), . .., 71, (dres, )] and ako—tuple of
presses a criterion’s importance related to the other ones. ore—rankingsRo = [f1(orer), Falores), . . ., Fr, (0rcr,, )]
3) Intensity Level GenerationThe second step is2omain Global Test Necessity LevéllVL: All the rankedDRC

Assessment which uses the ranked domain-related criteriaill be given criteria—dependent rating&lrc;). The difference
(DRC) as well as the output-related criteria (ORC). The resddetween a rating and a ranking is that the ranking describes the
of it is a Global Test Necessity Levebf the entire system and proportions among the criteria, i.e., how important a criterion is
aLocal Test Necessity Levefor each of the system’s outputs.compared to the other ones, whereas the rating describes a crite-
Here, all the assessible characteristics of the whole domaion’s influence on the investigated domain, i.e., how important
and the different conclusions (outputs) have to be rated usiagriterion is with respect to the domain.

the ranked criteria. We propose the use of the same kind ofThe weights of the domain criteria(drc;) arew(dre;) =

scale as for ranking and rating and a two—level-assessmenttI@yc;)*r(drc;) with 0 < w < r2__. The Global Test Neces-
assess/rate the domain using the ranR&IC and determine sity Level 7N L has to be normalized to the maximum weight

a Global Test Necessity Levell NL and 2) assess/rate allof all DRC, i.e.,TNL = max({w(drc;)|1 <i < kp})/r2....
hypotheses separately using the rankeC and determine a Local Test Necessity Levetsl(f;): Having ranked all
Local Test Necessity Levetnl(f) for each final conclusion ORG the next step is to provide criteria—dependent ratings to all

(output) f. outputs of the domain as well. Bo—tuple of ratingsi;(f;) =
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3) There canbe more orless important intervals of a sensor’s
value range.
4) The importance of a sensor value can be influenced by its
distance to the domain’s and/or sensor’s boundaries.
The degrees of “greyness” of the different outputs
(f1, ..., f4) are descriptions of their importance{( f;)). The
regions of influences are commonly partly covered by others.
The darker distinctive areas in the input space are the more
important is the corresponding interval of the sensor’s value

s range.
tsl(t) can be generated by 1) getting theights of all sen-
Fig. 5. Regions of influences with different test necessity levels. sors (s) using alltnl(f) and 2) getting theveights of all

sensor values(sv*) originated during the Test Case Genera-
tion Stage using atlz/( f) and generating st sufficiency level
tsl(t) by usingw(s) andw(sv!) for eacht € QUEST.
Computing w(s;) is done based on first computing
w(sj) = Z?:l Cz*tnl(fz) with ¢ = 0 iff S5 ¢ S; and

[Fi1, -, riko | With 5 € {1,2, ..., rmax | IS generated for each
output f;.
These tuples can be represented asar fo]-matrix

Ri(f1) Py T2 e Tk ¢; = 1 otherwise. The extreme cases of the equation gbove
Ry (f2) For Tos ... Ton, are 1) no output depends on the value of the considered
R = _ =1 . . _ . sensor variables;, i.e., w(s;) = 0 and 2) all outputs de-
5 5 5 B 5 pend on the value of the considered sensor variabld.e.,
Ry, (fr) Tny Tng oo Tnko w(s;) = Y2, tnl(f;). The normalized weighti(s;) is, i.e.,

is;) = w(s,)/ max({fw(s|L < K < M}).

Each entryr;; describes the rating of a criterianc; for the Computing (s/!) can be done &s

outputf; 8. The:th ranked and summated row can be considered
as an output's weighto(f;) = w(f;) = Efgl Flore; ) rij,
which is a description of it¥alidation Necessityas well. The w(s']b:al) Cii ™ tnl (f3)

(normalized)Test Necessity Leveb!( f;) of an outputf; is i—

iff s; € S A Sgal ¢ (VZJ U SJc”t)
iff s; € S A Sfal S (VZJ \ S;»’Tit)
iff s, € .9 A s']"fal € (Sfrit \Vij)

, iff s; € S A 8}"”'1 € (VZJ n S;T“) .

TNL*w(f;)
max ({w (fr) |1 <k <n})

tnl (fi) = =TNL"® (fi).

Assessing the Test CasesThe results of the preceding
“Ranking and Rating Sessions” aredne Global Test Neces-
sity Level TNL (0 < TNL < 1) (2) n distinctive Local Test _ .
Necessity Level$nl(f;) (0 < tnl < TNL). These have to be Here, tr_]e test necessity levels of the.outpf,;tsare weighted
consulted in order to decide which test cases can be neglecd€g€nding on to what degree the considered sensos datm-

in the following test case evaluation stage, i.e., which test cad#Butes to it.

1
0
1
with Cij = 2
3
4

are sufficient for system validation. 1) Incase it does not contribute at all, the weightis zero.

At first, a Test Sufficiency Levebi(t) for each test casee Otherwise, i.e., in case it contributes, this degree depends
QuEST has to be generated. FinalligeST will be fomed as on whether or not there are valuessgfin the (sub-)set of
ReST = {t|t € P Atsl(t) < tnl(f:)}. potential test case valué$; and the set of critical values

Computation of the Test Sufficiency Level for a Test Case 55"
t The decision of which test cases are to remain inBhs87T 2) Incase it has no particular value in either the potential test

is influenced by the domain’s sensor dependency sets. Imagine ~case value (sub-)séf; or the set of critical value§s™*,
a two input problem, the outputs can be represented as areas, it is set to one. ‘
regions of influencé3]), that are situated in the domain’sinput  3) In case it has such a valuel¥fy but not one inS§™*, itis
space delimited by the sensors’ value ranges (see Fig. 5). two. ‘

The following obvious statements can intuitively be realized. 4) In case it has such a valuestj™* but not one in;, itis

1) If a sensor belongs to more sensor dependency sets than three.

another sensor, then this one is possibly of a higher im- 2) N case it has a value in both, it s four.
portance for the validation process. The normalized weightw(s'j‘”) is related to the max-
2) Sensors belonging to sensor dependency sets of higtieym weight of all sensor values of sensor; (let

val

rated outputs are certainly more important than other sdhere be & different values of s;), ie., @w(sy*) =
Sors. w(sy™)/ max({w(s?)[1 < z < k).

8A summed row is an expression of the (local) importance of the concerned
output referring to the other ones. A summed column is an expression of théThec; andc;; values (1 ... 4) are very intuitively chosen here based on the
(local) influence of the concerned criterion referring to the other ones. Tlathors’ experience. If the investigated application field of the expert system
higher the sums the higher their importances (resp. influences). allows other weights of; (resp.c;;), the factors can be adjusted.
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m test data

l | |

expert exrpert expert expert
1 n n+41
9 ex-
eoe pert
system
m  solved |- m  solved |- m  solved |- m  solved |-
test cases test cases test cases test cases
n-m-(n+1) L (n+1)-m | A (n+1)-m LAn+1)-m
rated 1 rated rated rated
solutions solutions solutions solutions
validity meter
test test : .
case case anonymisator and mixer
H ra- solu- -'7L
tin tion
table table m-(n+1) ' | m-(n+1)
¥ — ¥ test case solutions “1 anonymous test case solutions
validity
estimation
I

validity statement
Fig. 6. Survey of the TRING test to estimate an Al system’s validity.

Computing tsi(t): A test data is considered as arA. Proposed Technique—An Overview
m-tuple of sensor values [3], which can be represented
asty = [sF sk ... s¥] The weight of a test data, is

Y m

The suggested methodology is quite similar in concept to the
g "2l TURING test. It involves the system to be validated, a paned of
w(tr) =25 77”(_31) w(s5)- _ experts and the s€teST to produce 1) a test case associated
TheTest Sufficiency Leveli(t,.) of a test casey. is validity statement for each test dataand 2) a global validity
degree of the entire system.
The idea of the TRING test methodology, as illustrated in
Fig. 6, is divided into four steps: 1) solving of the test cases by

Summary: A Test Necessity Levebaluetni(f) for each the panel as well as the system; 2) randomly mixing the test case

output f representing the necessity of a validation of output solutions and removipg their authorship;'3) rating .a” (anony-
) ) . .mous) test case solutions; and 4) evaluating the ratings.
is generated. In other words: How extensively do | have to in-
vestigate an output to get a credible validity statement? B. Solving Test Cases
A Test Sufficiency Levelvaluetsi(t) is generated for each _
test data of the test cases @uEST. This value,tsi(t), ex- _ S°lvingm test data sets; by n*(human) eXpertsy, ..., cn
presses the sufficiency ofor a validation of a final conclusion. and the SYStent,,.+. Ieads. tom"(n + 1) .SOIV.ed test“cas?s
In other words: Up to which level is a test case sufficient for &7 @» 50l;i] With the solution sal;;. sol;; is either a “real
validation of an output having a certain Test Necessity Layel2UtPut or “unknown” by its providersol;; € OU {unknown}.
To get a sufficient, but neverthelessedible validity state- The output setO is formed by all upcomlrlgl solutions:
ment for an outputf, it's only necessary to check with test O = Toutp(Eit1) Umouty (UiZy &) = Tourp (U2 &
caseg having atsl(t) that is lower or equal tonl(f). In other
words: During the Test Case Evaluation Stage we only needCEo
take into consideration test cases having a lower or equal TesTo ensure that the human experts not be aware of a solution’s
Sufficiency Leveks! than the Test Necessity Levell of a par- author (and especially which is the system’s solution and which
ticular output, i.e.ReST = {t|t € P* A (tsl(t) < tnl(f;))}.  istheirown), each one of thehuman experts gets the* (n+1)
upcomingsolved test casesithout any information about the

lIl. TURING TEST EXPERIMENTATION WITH TEST CASES authorship.

w(tk)
max ({w () |1 < = < [|[P*[]}).

tsl (tk) =1-

Making the Solutions Anonymously

Here, we describe some ideas on developing a validity staf®- Rating the Solutions
ment based on a TURING test—like methodology with a “rea-

With a ratingr 1} an rtainty(r 1} the ex-
sonable” set of test casé&=ST. th aratingr € {0, 1} and a certainty(r) € {0,1} the e

perts express their opinion about the solutior=(1: “correct”,

r = 0: “incorrect”) and their confidence to be valid & 1:
10Note, that the Test Suficiency Level is 1—*normalized weight”, i.e., a lowSUre,” ¢ = 0: “unsure”). Additionally, they have the chance to

level means a high sufficiency. express alack of competenceby: norating(c(norating) =
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0). Each rating; ;. is assigned to a solutiofvl ;. of the expert (cns_est, stb_est); and 3) external (foreign) competence
ex(l <k <n+1)ofatestdata;(1 < j <m)and an evalu- estimation {rgn_cst). These are taken into account equally as
ating (human) expe#t;(1 < ¢ < n) and has the certainty,,

i.e., the two subscripts of the considered solution are preceeded 1,/1 1
by a subscript that indicates the rating expert. cpt(ei b)) =3 <§Slf-63t (ei,t5) + Sert-est (e, tj))
1, /1 1
E. Evaluating the Ratings + 3 <§cns_est (ei,tj) + Qstb_est (€4, tj)>

This procedure is done by thealidity meter which has
m*(n + 1) solved test casemndn*m™*(n + 1) rated test case
solutions (each solved test case is rated byexperts). The
output of the evaluation procedure described here is a validity2) Estimating the System’s Validityfhus, the average
degreed < o j) < 1 for each test data;, € m;,,(ReST). rating of the system’s solution by the experts, each one
The procedure is performed by calculatlng an average ratingighted by the considered expert’'s competence fas well
of the system’s solution by the experts, each one weighted &y by his/her certainty is
the considered expert’'s competencetipas well as by his/her
certainty. Additionally, it provides a global validity of the entire 1

1
+ g*ngn_est (ei t;).

Vsys (t) it
SySteWS_’yS' ) . v ! Ez 1 (Cpt (ezv t; ) U(n-l—l))
1) Estimating an Expert's Competencé&he first step to- n
ward a validity statement is to estimate the competence of each * Z (cpt (eirty) *cij(nJrl)*rij(nH)) .
expert. We prefer to do that for each expert and for each test case i=1

separately due to the fact that not all experts are equally com-

petent for a given test case and a certain expert's competehéés is an estimation of the system’s validity for a test data

is not equal for all test cases. The competence estimation of ar he entire expert system’s validity,, can be estimated by
experte; for a test data, is based on 1) his/her own evaluatiorthe average local validity;, (¢,) for each test casg: vy, =

to be competent; 2) hls/her certainty while rating other experts/™ >, v(t;). Depending on some domain- and user-related
solutions; 3) his/her consistency in the solving and the ratitvglidation criteria (see previous section) each system can be as-
process? 4) his/her stability2 and 5) the other experts’ ratingssociated with a minimum validity™'", which is a threshold

of his/her solution. value for the validity statement. That is, of course, the objec-
The competence estimation of an experfor a test data; tive of this part of the research: The system is calletid, iff
is based on ... v > v"™™ andinvalid otherwise.
1) ...self-evaluation of competence, as indicated by giving
the solutionunknown and/or the ratinguorating IV. EVALUATION AND VALIDITY ASSESSMENT
1 Depending on its purpose there are several ways to express a
slf est(e;, t;) = iord(solji # unknown) system’s validity. Besides the two validity assessment that are

the result of the experimentation, there can be calculated at least

11 &= two other useful validity assessments. The four ways to express
+—— ord(r;:i # norating); L Y ) Y b
2n k:;# (rigne 7 9); validity that are considered useful by the authors are as follows.

1) Global (average) validity
2) ...his/her certainty while rating other experts’ so-
lutions, as indicated by the ratio between the o, = 1/(|ReST|)E(|RFST|)vgys(tj).
number of certain ratings and the number of ratings
altogetherrt_est(e;, t;) = 1/n Ek L ki Gk
3) ...his/her consistency in the solving and the rating Usys (soli) = 1/(|Tk|)z[tjzsolk1€Tk Usys(t))
process, as indicated by the rating of the own solutiom = {[t;,s0l] € ReST :
ens_est(e;, t;) = Tiji; .  (ReST.TE: . sol €
4) ...his/her stability, as indicated by the certainty of the own 5 € Tinp(ReST), b, 500] € Eny1})
solution’s rating:stb_est(e;, t;) = ciji; 3) Validities associated with rules
5) ...the other experts’ ratings of his/her solution, v(re) = /T 2o, sorjem Vsus(ts)
as indicated by their average ratings, Welghte £ sol
. L = , € ReST :
by their certainties: frgn_est(e;,t;) FT (It soli] ¢

1/(Ek 1,k Cku) Dkt k;éz(ckﬂ Thji)-
There are three main sources of competence estimation: 1
intentional reflection: self-estimation and certaint] f{_est, (t;) = 1
sys — 3
crt_est); 2) nonintended reflection: consistency and stability Sy (ept(eisty) - Cijnsny)
n
11Does he/she give his/her own solution good marks? . ept (ei,t5) - ¢ij S
F ] 1 i 41 .
12is he/she certain while rating his/her own solution? Z ( © Wntl) " T ))

2) Validities associated with outputs

t; € Minp(ReST), [t;,s0lx] € Enyr,t; uses ri}).

)4) Validities associated with test data

i=1
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1) and 2) might be useful for (potential) system users and/or  associated solution is the “optimal solutiost’l,,, of r;:
managers, 3) for system developers, namely knowledge engi-  vop: (7, solope) = max({v(ry, soly), ..., v(r, soly)}).
neers, and 4) is the basis of formal system refinement. vopt (1) is @n upper limit of the reachable rule-associated
validity of ry. If e (g, solope) > v(ry), there is a solu-
tion within 77" which got better marks by the experts than
V. SYSTEM REFINEMENT the system’s solution. Thus, if,,: (i, sol,pe) > v(r),

L . ) o 77 IS a guilty rule.
The basic idea to refine the system consists of finding the

“guilty” rules and systematically replacing them by “bette . .
o?wes?{’A ruleis consi)(/jered “guilt))//” if apconcl?Jsion thatyreceivegg' Reduction of the Set of Guilty Rules
“bad marks” by the expert panel forms the conclusion-part If all test cases iff; that used a guilty rule; have the same
(thenpart) of this rule. This is performed by the followingoptimal solutionsol;, that was different from the system’s so-
steps. lution, the conclusion-part of this rule has to be substituted by
1) Finding guilty rules: Analyze which test cases used whict®lx-
rules and which validity degree has been associated with¥[t;; solk,] € 1i : sol; is “optimal solution” tot; = r; :
the system’s solution of these test cases. The “last” ruldf-part — solx) — (if-part — sol,).
i.e., the rule which has exactly this solution in its then-
part, is called “guilty.” Generate an “optimal solution”C. Replacing the If-Part of the Remaining Guilty Rules
for each of these test cases, which is either the system’s i , L
solution or a solution provided by a human expert. 1 Tll of a gwltyn rule 7, is split into subsets
2) Reduction of the set of guilty rules: Repair those guilty ~ Li---+1i---, 1 according to the solutionsol,
rules that have the same optimal solution for all test cases (07 €ach; that got the highest validity(r, sols).
using this rule. The new |f-p_art(s) of the new rul_e(s) instead of a
3) Replacing the if-part of the remaining guilty rules: Re- ~ 'emaining guilty ruler, are expressions; < E pOf
pair the remaining guilty rules by a reduction system that & S€t Of p new alternative rules{r;,r7,....7}
systematically constructs (one or more) new rule(s) as a for each 77 and will be noted as a set of sets

s __ 1
substitute for the guilty rule. Y= Hets e b e e 2:2 {61";)1"612;;}}'
4) Recompiling the new rules and removing unused rules: 1€ 020rrespon(21|ng rule set;ﬂl '?P” c NLer —
Recompile the upcoming substitutes by utilizing rules 590 77+ Nizp ¢i — sols .. 2 \iZ 1 ¢ — sol.

that infer intermediate hypotheses. Remove unused rules2) £0s is the set of Positions (dimensions of the input

. N . . space), at which thg € 7;,,,(1}°) arenot identical. The
Each of these steps is explained in the following subsections. generation of the if-part®; is managed by eduction

o _ Systemwhich is applied to Triplesd;, Pos, 7] until

A. Finding Guilty Rules Pos becomes the empty s@t
All rules having a conclusion part which is a final solution ) Tt‘e starting pm?jegl‘ the redUCt'O”i('lﬁt’ Pos, Y] with
soly., are the subject of the following considerations. Fp={{(s1 = s"), ... (s = s os1, 0008

. . - are those positions, where all test dgta& ;,,,(1}) have
1) T(he)re |sl7|rTuI|ez—<:elssouated Va|I?tIt))/ for each of these rules the same (identical) valug®™* and Pos is the set of the
W) = 1 241t 50t )Ty Ysys\ti)- remaining positionsPos = {s; : ~3(s; = si™) e
2) Thereis asef} of test cases with test datpe 7., (17) Py, gp s (s )
and all solut|on parts which came up in the experimenta-
tion by anye; Ty = T3 U {[t;, sol(e:, ;)] = J[t;, soly] € Table Il shows the reduction rules used to reconstruct the re-
(2 - 3 (RN . 3

) maining guilty rules. The reduction system terminates if the sit-
3) T* can be split into subsetd T « uation [I}7, 0, F7]is reached. A deeper discussion on the reduc-
1§ 128 ipr 2 Llm . . .
according to their different solution partst'On technique can be found in [16].
soly,...,s0l,, ..., 500y,
4) Analogously tass,s(soly), avalidityv(r;, sol,)(1 < p < D. Recompiling the New Rules and Removing the Unused
m) of each solutiosoly, .. ., sol,, . .., sol,, canbe com- Rules
puted, tbL(‘jt only based on the test casedgi—can be |, .oqe thef-part of a new rule contains a subset of expres-
compute sions that is théf-part of another rule having an intermediate
Z 1 solution as théhenpart, this subset has to be replaced by the
v(ry, soly) = — corresponding intermediate solution
? ‘T* [tj sol Ez 1 (cpt (67’ ) cij’]) p g

n

> (et (cisty) - Cijg - Tijg) -

=1

f-part, — inty)
f-part, Adif-part, — int-or-sol) =

i1 (4

i

5) The “optimal validity” of ; is the maximum of all ; : (if-part Aif-part, — int-or-sol)
v(ry, sol,,) among the solutionsol,, occurring inZ;*. The — (int; Aif-part, — int-or-sol) .
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TABLE I
REDUCTION RULES TO CONSTRUCTBETTER RULES SYSTEMATICALLY

Reduction rules

R1 e pos € Pos, sp,s has a value set with no well-defined < relation

1
pos»*

[,TIS,POS,{pl,...,pn}] —

o {s -+, 8pes } are the values of syos occurring in 77 =

1. [Tlsy1 \ {[tj) 3015] € T'Is * Spos 75 811)03}: POS\ {p05}7 U Di U {(SPOS - 3;1703)}]

i=1

n
2. [Tzs’2 \ {[tj, sols] € T7 : spos # 512)03}’ Pos\ {pos}, U Pi U {(spos = szos)}}
i=1

L N J

m. [T\ {[t;, s0l] € Tf : spos # 555}, Pos\ {pos}, | i U{(spos = spo)}]

i=1

Continue with each T,”i (1 < ¢ <'m) separately.

R2 e pos € Pos, spos has a value set with a well-defined <-relation

° .s;,’ffs" is the smallest value of sp,, within 7}

maxr
® Spos

[TIS’POS» {p1,-.-,pn}] —

is the largest value of s,,, within 7}’ =

n
[T7, Pos \ {pos}, | i U{(spos 2 spes'), (8pos < spee”)} U Seael]

i=1

Sexer 1s the set of excluded values for s,,;, which have to be mapped to a

solution different from sol; because of belonging to some other TV with v # s:
Sevet = {(Spos # 5pop) 1 3t s0ks] € T Itm, s0lu] € Ty (v # 5)
with Vp # pos ((s{J =s,) and (sl',’f,i" < s;,'f,s <spes ) }

Lastly, we remove those rules, which have an intermediat&ecuted by the system under test and its response was judged
hypothesis as ththenpart, which is not used in thi&-part of by experts.
any rule For reasons of practicality, the small but robust expert
system chosen dealt with classification of bird types. Called
the Ornithologist, it represents a classification expert system.
The system is rule based and consists of 71 rules capable of
drj : (inty Aif-part, — int-or-sol) = classifying 65 different types of birds, i.e., there are six rules
ri s (if-part — inty) — 0. that infer intermediate results. The Ornithologist uses up to
14 different inputs, but it does not need all of them at all
times. Nevertheless, at least two inputs are always necessary to
identify a bird. A typical rule looks like this:

Jr; : (e f-part, — inty) -

VI. EVALUATION AND ANALYSIS OF THE METHODOLOGY

We applied part of the above technique to a nontrivial experﬁ: size > 17 AND size < 24 AND winter b AND
systems to determine its effectiveness as well as its usefuln%sﬁ. g AND ab_duck i -

More specifically, this' gxercise put into practic.e .the concept 0 HEN spezies — American Black Duck, Anas
the QuEST. We empirically evaluated the validity of our hy—rubriloes

pothesis that th&)u /ST represents an equivalent, yet much

smaller, set of test cases to that of the exhaustives&t). We

studied how well thewFEST was able to identify seeded er- Here,winter_bis an intermediate hypothesis and bbith_g
rors in the knowledge base when test cases i€ ST were as well asub_duck are boolean inputs.
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The cardinality of the exhaustive set of test cases was theorhployed in the real world. We define real-world expert sys-
ically computed to be 35,108,736,000—a clearly unmanagealdens as those either in use, or contemplated for use in solving
number. This was computed as the combination of the systeméal problems. One main group of such systems and the one
14 inputs and their possible values. Most of the inputs were d@ which we focus, represents those that deal with engineering
crete, each having two or three possible values, except for tiveother technical problem/opportunities. Examples of such are
length of the bird. For this input, the continuous range was daiagnosis, classification, monitoring, control, design, analysis,
composed into intervals of 0.10 inch. Alternatively, the EST  data filtering and others. These are systems for which rule-based
generated by our proposed technique resulted in 317 test casgpert systems represent a viable problem-solving technique.

a large but manageable number. Moreover, the number of tesBut there are some caveats. 1) The expert system must be
cases in the sdf, was determined to be an additional 1063. rule-based. 2) Since the test case generation technique is based

Thirty-six errors were seeded in the expert system. In lieu ofi the rule-base structure, it is necessary that the internal rule
having an expert, the original system was deemed to be vatiducture of the expert system be made visible to the test per-
by definition and thus served as the “expert”. A seeded erreonnel. 3) Itis furthermore assumed that the system has already
was said to be properly identified if the original (unchanged)een verified through acceptable means to ensure its consis-
system provided a different answer from the modified systet@ncy, completeness and satisfaction of specifications. 4) The
when a test case that made use of the purposely modified rajeecification must spell out the validation criteria in detail as
was presented to both systems. This discrepancy would capsg of the specification. Lacking this, thh&.S57" may not be sig-
the knowledge engineer to investigate the rule which the testicantly smaller than th€)«.£ST’, making the process much
cases tested and presumably find the error. more costly.

Of the 36 errors seeded, 26 were properly found. Ten errors2) Cost of Implementing the Described Techniq@f:
were not detected for various reasons. Nine of these ten woafelirse, cost is an important consideration when testing any
have been detected if minor adjustments to¢heEST gen- type of system. In this section we analyze the probable costs,
erating procedure had been made. Thus, these were considerelling estimates based on the bird classification example
to be easily correctable errors in the procedure. The last undescribed above and our personal experiences in validating real
tected error, however, brought to light a serious limitation thatorld diagnostic expert systems. We do not include the cost of
could only be corrected by including the set of test caBgs developing the tools that implement the techniques described.

as part of theQuEST. Of course, this had the effect of in-  we are assuming that th@uEST of 1380 test cases can
creasing the size of th@u ST from 317 to 1380 cases. Whilepe further reduced by 75% to a Reasonable Set of Test cases
significantly larger than before, it still represents a managealjlge5T'). This set would now be reduced to 345 test cases. While
number, especially when the test for reasonableness is yet tasi a nontrivial number, we feel that this number is quite con-
done which will further reduce that number. Thus, the conclgervative and based on the experience cited above, we believe
sion was that with the inclusion @, we had high confidence that it could even be reduced to 10% or less ofGheF ST

that theQuEST indeed represented the equivalent of the ex- The costs involved would be broken down into the following.
haustive set of test cases. For detailed information on the P&t cost of each expert in responding to the test cases. 2)

formed experlments, refer to [19]; a more general analysis e cost for a knowledge engineer to exercise the system with

presented in [16]. the 345 cases. 3) The cost of each expert analyzing the cases/re-
sponses. 4) The cost of someone managing the test cases and

A. Analysis of Technique setting up the web site to facilitate testing. 5) The cost of a test

e L engineer compiling the results. These will be analyzed individ-
The problem of classification is a generalization of thﬁally in the following.

diagnosis problem, where the symptoms can be classified as

those observed when a specific type of malfunction occurs inTr?e f’0||OWIng c?uantltgtlve co?sr:derelltlons are based ondthe
the system being monitored and/or diagnosed. In fact, som#t ors personal experience ot how long an expert_nee s to
ve a test case and review a given solution. For particular ap-

of the ideas contained in this technique originally came abo ) o . .
from work by one of the authors in a diagnostic expert syst cations, these estimations may have to be modified to fit the

for large turbine generators [11]. application domain.

In this section we extrapolate the results obtained and discus§0r item 1, we estimate that each expert, if truly an expert,
the amount of effort and cost involved in implementing this praVill take no more than 5 min to do each test case. That implies
cedure in a full expert system development project. Again, t}48-75 person-hours. Including breaks, distractions and all other
estimates are based on the experiences of one of the autho@Ptacles to concentration, we shall assume a person-week of
the above-mentioned project. effort for each expert. Naturally, some test cases may take longer

This analysis focuses on the following issues: 1) applicabiliian 5 min, but we think most of them will be answered almost
of this technique to real-world expert systems; 2) effort involvefmediately, thus making this a conservative number.
in applying this technigue to the validation of a reasonably-sizedltem 2: The time required for a knowledge engineer to exer-
expert system; and 3) computational cost (complexity) of tluése the system should be minimal if the test cases are automat-
technique. ically generated as suggested by our methodology. Continuing

1) Applicability to Real World Expert System§Ve believe our conservative trend, we shall assume one person-day of ef-
that this technique could be used for most rule-based systefiog.
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For item 3, assuming a panel of three experts, there wouddrdinality of QuE.ST will be muliplied by the number of its
be 1380 test cases and responses to analyze by each of thegteal values (see Section II).
perts. This number is obtained by multiplying the number of test On first view, there seems to be a way out of this dilemma by
cases (345) by the number of responses provided for each divéding large knowledge bases into parts that are independent
(by the three experts plus the expert system). We assume thain each other with respect to the inputs. Thus, we can com-
the experts are working independently and there is no discgsie theQuESTs of these “sub-knowledge bases” separately.
sion among them. The cases/responses could be accesse®yi@specting our generation procedure €u£'ST, we found
the web and the responses could also easily be handled in dhethat this cannot lead to a limitation of the complexity, be-
same manner. Given that the experts already have seen thedasse this procedure already considers these dependencies und
cases and should be familiar with them, we assume 1 min fmges them to minimiz&uEST.
each response. This equates to 23 h per expert. Once again, Weevertheless, evelN P-complete problems can be solved in
shall assume that interruptions, breaks etc. will result in a totkeasonable time if th¥ is limited. Thus, segmentation (mod-
of one person-week for each expert. ularization) of the knowledge base can be used, not to reduce
Item 4 is fairly minimal, as this is quite mundane work donehe complexity of the algorithm, but rather, to reduce Mef
by a technician. We assume one person-day to maintain our ctite problem. Such a technique depends on a chunk of knowl-
servative philosophy. edge being independent of other chunks. This technique was
Lastly, item 5, compilation of results would add anotheslso used successfully by Gonzaktzl. ([11]) to do a manual
person-day, assuming the availability of computerized toadeneration of test cases.
to analyze and manipulate the results. This task would alsoAgain, sinceQuEST can get very large we introduced the
include the knowledge engineer inspecting questionable resuisncept ofReST, which can be limited to any requested max-
In summary, the effort spent by the panel of experts isifum number of test cases. Of course, the reliability of the up-
person-weeks and that of the knowledge engineer/techniciadgning validity statements heavily depends on the coverage of
three person-days. We assume a costing rate of $200 000 gperdomain with test cases, i.e., also on their number. Thus, one
annum for the experts and $150 000 per annum for knowledggs to find a reasonable compromise between a minimal number
engineer and technician. Assuming 250 working days per yesiftest cases and a most reliable resulting validity statement.
(50 weeksx 5 days), it equates to $800 per day for each experton one hand, generating test cases is the procedure with the
($4000 per week) and $600 per day for KE/technician ($30@filghest computational complexity, but on the other hand, it is
per week). not the most expensive part of the methodology.
The total, then, is estimated to be $25 800. For performing the test case experimentation, it doesn’t
While the Ornithologist is not a large system, it is not a trivighatter how long it takes to calcula€@wuES7T-this is a proce-
one. There are many systems in the real world that approximatgre that is performed automatically, i.e., without any human
its size and complexity. Furthermore, the figures are quite cogupport. It just needs computer ressources and we admit, this
servative, from the time expended to the number of test cages become a limitation. However, to hire human experts is
ultimately used. typically much more expensive than employing computer re-
3) Computational Complexity of SysterA: problem that sources. And the objective of the test case generation procedure
can become a limiting factor for the adoption of the proposeglto derive a test case set that is as small as possible to limit the
methodology is its computational complexity. The most contosts of the human resources.
plex of the components is that which generateshe? ST
and theReST. It turns out that the generation 6puEST
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