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Ulrike Korger / Christian Kas / Marko Hennhofer / Martin Haardt

Cross-Layer Optimization of Streaming Media over Wireless
MIMO Communication Systems

ABSTRACT

Ongoing developments in modern wireless multimedia appbos require solutions that en-
sure almost consta@uality of Service (QoS) under the focus of minimizing the costs of trans
mission. Due to the rapidly changing channel conditions irelss communications, inter-
layer dependencies have to be taken into account leadingdccalled cross-layer design. In
this paper we present an approach which deals with the fatttiie actual quality of time-
critical streaming applications is a combination of thr&écent parameters, namely the data
rate of the stream, the maximum allowable bit error rate, thedtolerable delay per packet.
Different combinations of these parameters can achieveahee QoS that is measured and re-
presented by thBeak Signal-to-Noise Rati®SNR). To fulfill a given set of requirements, we
combine trellis coded modulation with different transrossstrategies on the physical layer. A
simplified version of a Stop-and-waitutomaticRepeat Rquest (ARQ) system on the data link
layer is taken into account as well. We derive analyticaregpions for the transmit power and
bandwidth consumption and calculate the overall costsasfsimission. We finally optimize
the system with respect to these costs. Thus the overalllaiom time is rapidly decreased
compared to solutions, where transmit power and bandwidtlstapwise increased and the op-
timum has to be chosen from a huge amount of possible conntmsatMoreover, due to the
analytical expressions for the costs, the exact requirésrean be obtained, whereas in case
of increasing the parameters stepwise an error dependehearhosen step size occurs. Op-
timization takes place with respect to two different cos@mnely the transmit power and the
bandwidth consumption, and therefore a disproportionatevaf one ressource is avoided.

1INTRODUCTION

Streaming services are becoming more and more popular omtirmet. Ongoing develop-
ments in the field of wireless communications, like UMTS orlHE\, will soon open up the
mobile market to streaming media applications as well. @dtiag media represents an appli-
cation with both very high payloads and stringent QoS regménts, which makes it difficult
to provide reliable and high quality media streams at a measie cost. This is the prerequisite
for commercial distribution.



Traditionally, the optimization process in wireless conmication systems is performed inde-
pendently on each system layamt(a-layer optimizatio. In general, this approach does not
result in an optimal set of parameters, as the inter-laypexéencies are neglected. Vary-
ing channel conditions on the air interface, challengirtigreimultimedia services like mobile
video conferencing, and the growing demand for QoS suppartabile environments neces-
sitate the interworking between different system layezading to across-layer optimization
approach. Parameters on different layers, which have tte:pal for optimization, have to be
identified and properly chosen. In [1] a method is represktitat uses equivalence classes of
key-parameters of different layers and optimizes the gysteh respect to the transmit power
costs. Different transmission strategies are compareccdivdbine this strategies with different
modulation schemes and optimize the system with respegtdacosts, namely the transmit
power and the bandwidth consumption. Our approach dedtssivingent time restrictions that
occur in time critical multi media applications. A main factor the optimization lies on the
application layer, where QoS requirements are determimed & user point of view and on the
physical layer, where these requirements have to be metoptamal way. Here we usg€rellis
CodedM odulation (TCM) as an adaptive coding scheme [2], [3], whiffers significant ad-
vantages compared to coding and modulation schemes thaepagately chosen. The basic
idea behind TCM is to choose subsets of the signal space in ahaawllows the minimum
Euclidian distance within these subsets to be maximizedceledifferent points within one
subset are widely spaced and do not have to be coded. Theré#ie scheme offers coding
gain without huge bandwidth costs. The network layer andtridwesport layer influence the
optimization in terms of the chosen packet size and the pobtaverhead.

The remainder of the paper is organized as follows: Sectides2ribes the layer structure and
the parameters, which combine the different layers for fitemazation. The choice of different
combinations of the three QoS requirements on the appicddiyer, which ensures a certain
state of QoS, is outlined in Section 3. Analytical expressitor the transmit power and the
bandwidth costs to meet these requirements on the lowerslaye presented in Section 4.
Section 5 contains simulation results and Section 6 coesltite paper.

2 QoSREQUIREMENTSON THE APPLICATION LAYER

In our proposed framework we optimize the system perforradram a user point of view. To
evaluate the Quality of the media stream different measaneavailable. To be more specific,
we use the PEAQ (Perceptual Evaluation of Audio Quality) soea for audio streams and the
PSNR for video streams. With this measures we have toolsfioedehether a stream appears
good or bad from a user point of view. In the following, we eipla method to determine the
parameter set that leads to the same QoS by means of a stgean®o application. In a first
step, a QoS-equivalence class has to be defined. With PSN# agiality metric for video,
different parameter sets that lead to the same PSNR haveftmbd. This QoS-equivalence



class is described as a set of tuplgsvith

T ={t1,ts,..} (1)

containing all possible combinations. Tha are the interfacing parameters for cross-layer
optimization, each containing a parameter triple, coimgsvf data rateR, a related maximal
PacketError Rate (PER) and a service dependent maximum delay per packetSource
distortion and packet loss distortion are the two contmgueffects that result in a quality
degradation of streaming video. In [4], an analytical madedetermine the source distortion
is developed. This distortion that is introduced by the eimg process mainly depends on the
used codec, the bit rate, and the particular test sequertoe following formula is valid for
H.264, a very common codec for video coding:

PSNRg — 10log,, Ds(Rs) — a + by 25 (1 — <) )

c R

wherePSNRg is the source distortion in dB)s is theM eanSquareError (MSE) of the source
distortion, R is the data rate and b, ¢ are sequence dependent constants.
To describe the loss distortion, i.e., the video impairntrg to lost packets, we use simulation
results based on a publicly available toolset called Exh¥]. It turns out that the PSNR curve
can be approximated by the help of an exponential function:

PSNRy; = <a + by /%(1 - Ris)) exp(—A- PER) (3)

Here )\ is a parameter that has to be defined via measurements. Wigti@q (3), QoS equi-

33 dB

350 _...:.;..f_:.._;. i Essrmenessrnt M e 32 4B
I O EaiE o N 31 dB
29dB

300}

250

bit rate [Kbitis]

15@_...5 . <

100 -

PER
Figure 1: QoS equivalence classes

valence classes can be determined analytically with lowprdational effort, what makes the
use of lookup tables dispensable. Figure 1 shows the negutoS equivalence classes. In the



following, we describe the method to calculate the costgfiberent tripels of an equivalence
class exemplarily for one tripel of QoS requirements.

3LAYER STRUCTURE AND OPTIMIZATION PARAMETERS

We now explain how the different transport oriented laydrshe 1SO/OSI reference model
affect the three main QoS requirements. Not every layer hdiseat influence on every pa-
rameter. However, the choice of a certain strategy on oner legn change the demands of
another layer. Figure 2 shows which layer influences whidheiQoS requirements. A closer
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Figure 2: QoS requirements in the ISO/OSI reference model

look at the dependencies between the single layers can be fouexample in [6]. Here we
follow a "Top-Down” approach, since we first examine the riegments of the top layer and
then calculate the modified demands on the lower layers. r@gheroaches like [7] analyze
the inter-layer dependencies starting at the lowest laydrage therefore called "Bottom-Up”
approaches.

The transport layer affects the requirements in terms ofoédopol overhead. Therefore, the
demands with respect to the data rate and delay increadesftovwer layers. The network layer
defines the size of the packets transferred over the chahmsllayer has no direct effect on the
QoS requirements, but determines the packet size, whic¢hbrrin determines the requirements
on the transport and data link layer. ARQ systems are implésdean the data link layer. In our
approach we focus on a simplified version of a stop-and-wRiQAsystem, which influences



each of the requirements through the number of packet mtrigsions. This number is between
0 and a maximum number of retransmissions that must not eéxteeequired delay time per

packet.

We divide the transport-oriented layers into two units. @né contains the transport layer
and the network layer. The data link layer and the physigadrianake up the second unit. We
begin by identifying the influence of the first unit on the Qeguirements and then on making
the second unit meet these modified requirements. The chpzssket size is communicated
between the two units as well. This separation into two sitballows us to circumvent the

problem that the requirements for the physical layer andi#ta link layer cannot be examined
separately because of their inter dependency.

4 ANALYTICAL EXPRESSIONSFOR THE TRANSMISSION COSTS

To find the ideal combination of the system parameters thatnmize the costs of transmit
power and bandwidth, these costs have to be expressed is ¢étihre constellation sizél and

the number of transmissions per packeflhis number equals 1 in case of no retransmissions
and is equal to the number of retransmissions +1 otherwisenid section we derive analytical
expressions for the transmit power and bandwidth costh#described trellis coded modula-
tion with different MIMO transmission schemes. Afterwavds calculate the overall costs, find
the minimum, and choose the corresponding combinatioranétnission strategy, constellation
size and number of transmissions as the optimum solution.

4.1 Transmit power costs

To express the transmit power costs as a function of the eletsdn size and the number of
transmissions, we follow a procedure shown in Figure 3.tRive calculate th&ymbol Error

Number of Adaptation
transmissions  Rjcian K factor Window size time Noise power

y & ¥ ¥ I

%SERHVPYP%MPR
t 1t )

Constellation Strategy Eigenvalues
size

Figure 3: steps to calculate the transmit power costs

Probability (SER) which arises from the given PER requiremeénta next step, we evaluate
the required mean SNRRto meet this symbol error probability for every possiblensaission
strategy. This is done for every snapshot of the test saenadkle calculate the actual SNR



~ in a point within a certain window from the mean SNR of this dow. As a last step we
take into consideration that it takes some time, to adapramsmitter and receiver to changing
channel conditions. Therefore we hold the chosen systeanpeters constant over a certain
period. For a reduced number of SNR values, referred t@,as in the figure, we calculate the
transmit power requirements. Finally, we apply an anadyxpression for the transmit power
costs depending on the constellation size and the numbearidrhissions for all transmission
strategies. The next parts give a more detailed descripfitime procedure.

4.1.1 Symbol error probability and mean SNR

Because in the described cross-layer design the regeradeError Rate (FER) and PER are
constants, the required symbol error probability variethwhe chosen constellation size and
number of transmissions. In a first step, the symbol errdbgiodity is expressed dependent on
the PER as follows:

P, = (1 —(1- PER)logg?w) ()

whereL, represents the packet size in bits including a header.

To consider ARQ on the data link layer, the number of transomsshas to be treated as a
variable value. The maximal allowable numbey., is calculated dependent on the packet
duration ¢,), the acceptable delay per packét,j and the overall processing time per packet,
also called round trip timet )

A
Nmax = \‘ P J . (5)
tp + trr

The symbol error probability aftertransmissions is given by:

Psarq = (Ps)n (6)

To consider the constellation size, we express the reqayetbol error probability in terms of
the squared normalized free distankg¢®. Afterwards, this distance is approximated through
a 4-th order polynomal, callegoly(M) in the following, which is a function of the chosen
constellation size.

A¢*Es
P~ 2 ——— | M-PSK 7
s~ 2Q) N, S (7)
4(vVM —1) A¢*Es
P ———rn M — QAM 8
VM 2Ny @ ©)

with:

o0 2
Qo) = %/ exp (%) dx.



The minimum normalized Euclidian distance for differentlestates and constellation sizes is
listed in [8] for M-ary ASK, QAM, and PSK. The calculation di¢ normalized free distance
(Ay) is straightforward.

In a next step we use the simulation data from the deternardsainnel modeling tool IImProp
[9] that was developed at the llmenau University of Techgglas basis for statistical upsam-
pling. We assume a Rician distribution of the SNR in every terapsnapshot to approximate
different realizations and achieve a mean SNRhis is useful, if there is only one realization
available, e.g., in case of measured data, and more gamegtalonclusions should be drawn.
In a fading environment?, depends on the distribution of the fading amplitudes anckfbee
equations (7) and (8) change into:

Ez/mm9<‘M%>mww M — PSK ©)
0

2

= _ [CA(VM-1) Ag’y
R A Q( 2

Herep(~) is the distribution of the SNR per symbol. Its distributian the Rician channel can
be expressed as follows [10]:

pm:Mexp(_w)]O (W w) 450 (1)
Y Y

) p(v)dy M —QAM. (10)

Y

wherel is the modified Bessel function of the first kind and the O-treartlext the Chernoff-
Bound is used as an approximation for the Q-Function:

1 —2z2

Q) < 5 exp(—). (12)

To evalulate expression (9) and (10), we employN@mentGenerating-unction (MGF). For
Rician fadingP; can be calculated as follows:

—KAZ_
— 14+ K L
P, = a—( + 22 exp (—4 7 : ) (13)

1+ K + 55 1+ K+ 45

_ _ AWM-1)
wherea = 2 for PSK andu = A for QAM.

4.1.2 Different transmission strategies

In the next section we focus on three different transmissibategies. Thereby we assume
ChannelStatelnformation (CSI) at the transmitter. The spatial modes atenterfering since
we diagonalize the channel through SVD-based processing.

If the data is transmitted only over the strongest eigenmagecall the transmission scheme



antenna mod€ANT), also known as dominant eigenmode transmission. &e acd the ANT
mode, the expression for the mean symbol error probabiljtiabs equation (13). This expres-
sion can be solved foy:

4- (K + K? = Aw{ZE exp(K)} = K - Aw{ZE exp(K))}

= — . 14
! { B exp(K)} - A2 -

Here Ay (-) is the Lambert-W function, which is the inverse functionf@i’’) = W exp(W).

In the following we use the expressidiversity mod€DIV), if the data is transmitted simulta-
neously over the two strongest eigenmodes and the transmérgs distributed on these two
modes. Details of the power loading for the schemes are pie$é subsequent sections. We
assumeM aximal Ratio Combining (MRC) at the receiver. In this case, the SNR of thelsing
modes add. Unfortunately, for Rician fading no closed forpregsion for the sum distribution
of the SNR per symbol after MRC is available. Therefore, thalsyl error probability has to
be expressed in terms of the SNRs per branch. We adapt thenitgowsver to the eigenvalues
of the modes in that way, that every mode achieves the same Shifer the assumption of
MRC, the symbol error probability is just the product of the M&Ssociated with the SNR of
each branch [11]:

Po=a-[[(M,(=b)). (15)
Applied to the case of identical SNR on all modes, this leadbé following:
9 —2KAZ_
P—a- (1+K)2 _exp (4—12> (16)
(1+K+5H) L+ K+ 57

This equation can be solved for

! 1+ K
=4 | -ap | ——expK | + K + . (17)

\/ BK2 Aw (\/# exp K) - A2
P2

Because expression (16) contains the squared mean SNR, tutmsslare available. The
second solution leads to a negative mean SNR and thus rnegetiver consumption and is
therefore ignored.

A third transmission strategy divides the data stream imtodub streams, which are transmitted
simultaneously over the two strongest eigenmodes. Itésmed to asnultiplexing mod¢éMUX)

in the following. The overall symbol error probability apgrmately equals the sum of the
symbol error probabilities of the single modes [12]:

E%Psl—i_PsQ- (18)



If the content of a packet is distributed on the two modes otrexall transmission is only as
good as the weakest mode. Therefore we again adapt the itgowsmer to achieve the same
SNR on both modes. Using equation (13) for each mode, thealbggmbol error probability
can be expressed as follows:

—KAZ_

— 1+ K t

P, ~2a- (1+ 22 exp( 4 12 ) (29)
1+ K+ 5% 1+ K+ %

This leads to the following expression for

(20)

— K (EKozp(K)>
7_4-(K+K2—AW<PSKGXP(K)>)— _\ .
2a pu (PsK;zp(K)> ,A?

4.1.3 Actual SNR

Following the procedure depicted in Figure 3, we now cakeulbe actual SNR from the mean
SNR. Therefore, as mentioned before, we compute the actull\&hkhin a window sizem
sample by sample from the mean SNR of this window. The winda& depends on the cohe-
rence time of the channel. From:

N _ Vr—m+1 + < Yr-1 + Vr

v(r) r=1,..., N : actual sample number (21)
m

the actual SNR equals:

V=1 7(70) - (7r—m+1 + “'71“—1) . (22)

Now we have the required actual SNR for every simulated teai@mapshot. To get the re-
duced series of actual SNRs, we calculate the maximal rejagtial SNR within the time that

Is needed for adaptation. Thus we assure that we do noteitilatQoS requirements through
the reduced time resolution of the adaptation process.

4.1.4 Transmit power

Finally, we calculate the transmit power required to achigy,... The actual SNR for the ANT

mode can be calculated as follows: )
B Poi(r)

Yr = NoB
Here,o?(r) is the strongest eigenvalue of th¢h channel sample. Because we use simulation
data from the IimProp simulation tool, the exact value ofrtbese power density is known. A
detailed description of the test scenario is given in the segtion. To calculate the noise power

(23)

density in case of measured data, we first have to estimajpother of the noise from the mea-
surements. We assume constant AWGN (Additive White GaussiégeNover all dimensions

(delay time, time, antennas, etc.). An effective way to meaghe noise floor in the measure-
ments is to observe the channel matrix in the time and defag tiomain. If the path lengths



are short enough so that the last echoes extinguish befenmalximum delay resolvable, we
have a measurement of the noise without signal. If the nurobsamples is sufficient we can

use this data to estimate the power of the noise. The calounlatf the noise power density is

straightforward.

Solving equation (23) for the transmit power and using eguat(20) and (22) leads to an ana-
lytical expression for the required transmit power.

For the DIV mode and the MUX mode, we calculate the transmitggaequirement separately
for every mode:

’YTNOB
py = 102 (24)
T oR(r)
+NoB
Py = 202 (25)
o3 (r)

The overall transmit power consumption is the sum of thelsitrgnsmit powers. Notice that
the required bandwidtB appears,e. g., in equation (23). The calculation is expthin the
following.

4.2 Bandwidth cost and cost weighting

To calculate the bandwidth consumption as a function of tivalyer of transmissions and the
constellation size, we use the following formula:

_ LyNi(gag + (n— 1))

T o Te(logy (M) — 1)

B (26)

where N} is the number of packets per frame ahgd the frame duration. The order of the
modulation scheme is reduced by 1, because we use trellesdocmddulation with 1 bit for
coding. Therefore, the bandwidth requirement reduces éyettorlog, (M) — 1.

To calculate the overall costs of the different combinaiae use a term, which we refer to as
weighted cost§'pi in the following:

P « B 11—«
— . 27
Cre (Pmax) (Bmax) @7

Herea is a user defined weighting constant between zero and ong takes into account that
different users have different amounts of both resourcagale and might therefore prefer
spending more of one resource instead of the other. Withdhetant they can achieve their
personal cost function structure. For scaling reasons wehes maximal useable bandwidth
Bh.ax and powerP,,., as reference. The expression is calculated for all coasitatl sizes and
different numbers of transmissions. The optimum solutgthe one with the lowest weighted
costs.




5SSIMULATION RESULTS

In this section we show results for simulations with the Ihogsoftware tool. Figure 4 shows
the used test scenario. The user and its trajectory arerealon blue, whereas the position

e,

20" a0

40" D=

s o
430

Figure 4: test scenario

of the base station is marked with a red circle. The blue bpxesents a building, which
introduces shadow fading. Scatterers are depicted thrgregn circles. We use 4000 temporal
snapshots and assume a velocity of 160 km/h. The QoS recpriterare set to a data rate of
512 kbps, a FER of 0.01 and a delay per frame of 100 ms. The assoemter frequency is 5
GHz. We restrict the available transmit power to 3 W and th&imal useable bandwidth to
500 kHz. Table 1 shows an overview over the possible systeanpeers for the test scenario.
For equally weighted transmission costs, presented inr€iguthe DIV mode outperforms

TCM 8 PSK, 16 QAM, 32 QAM, 64 QAM, 128 QAM, 256 QAM
number of transmissions 1,..3
transmission strategy ANT, DIV, MUX

Table 1: overview over possible system parameters

the other modes at almost every time whereas the MUX modeesabe highest costs. This
results from the fact that streaming media require very lowreprobabilities. The DIV mode
achieves a diversity gain through transmitting the samermétion over both modes and is
therefore optimal with respect to the error probability. nde it achieves the required FERs
with very low transmit power costs compared to the other sg@® The MUX mode, which
achieves capacity gain and therefore is optimal with resfgebigh payloads, in turn suffers
from errors on the second eigenmode, which results in aeased error probability. This can
be observed, even if the bandwidth consumption is weighiglleln, as depicted in Figure 6.
Here,a equals 0.3. When shadowing occurs (sample 800-2000), the otithe MUX mode is
incomplete. Here, the QoS requirements cannot be fulfillgl this strategy due to the limited
maximum available transmit power. Marker 1 shows an exarfigplthis situation. Notice that
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= MUX|
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costs
costs

vadhain

. . . . . . . o. . . . . . . .
00 500 1000 150 2000 2500 000 3500 4000 050 500 1000 150 2000 2500 000 3500 4000
samples samples
ANT: n=3, 8PSK, C_PB=0.15 P=0.099 Watt B = 200 kHz ANT: n=3, 128 QAM, C_PB=0.21 P=0.504 Watt B=118.3 kHz
@ DIV: n=3, 8PSK, C_PB=0.16 P=0.110Watt B = 200 kHz @ DIV: n=3, 64 QAM, C_PB=0.27 P=0.401Watt B=142kHz
MUX: no combination fulfills requirements MUX: no combination fulfills requirements
ANT: n=3, 8PSK, C_PB=023 P=0.217 Watt B= 200 kHz ANT: n=3, 128 QAM, C_PB=0.27 P=1.083Watt B=118.3 kHz
@ DIV: n=3, 8PSK, C_PB=0.05 P=0.011Watt B= 200kHz @ DIV: n=3, 64 QAM, C_PB=0.11 P=0.041Watt B=142kHz
MUX: n=3, 8PSK, C PB =032 P=0.885Watt B= 100 kHz MUX: n=3, 64 QAM, C PB =025 P=2916Watt B=71kHz
Figure 5: Costs forv = 0.5 Figure 6: Costs forv = 0.3

here the ANT mode even outperforms the DIV mode due to distgre.g., due to the fact that
shadowing affects mainly the second eigenmode, which isiged in this scheme. Therefore
this strategy can reach a higher constellation size, nafr3yQAM, compared to 64 QAM in
the DIV mode case, hence saving bandwidth costs. Both sikeatege the maximal number
of packet transmissions, because the increase of bandeadth can be neglected compared to
the savings of transmit power due to decreased error pritlyatemands. Marker 2 shows an
sample, where the second mode is not severely corrupted, therMUX mode achieves lower
costs than the ANT mode due to savings in bandwidth consompailthough it uses a lower
modulation scheme. The DIV mode is optimal, because witheeing distance to the base
station the costs to meet the error probabilities grow gbat the other two strategies whereas
the curve for this mode rises slowly. Therefore the higheidwadth costs are compensated.

6 CONCLUSIONS

In wireless communications, cross-layer optimizationrapphes should be used due to inter
layer dependencies. For this optimization, specific patarsen the different layers have to
be chosen and combined to minimize the overall power andvidtid consumption. In our
approach we derive methods to find possible combinationeretQoS requirements on the
application layer that achieve the same PSNR, which is arctivsgemeasure for the actual qua-
lity of the stream. Following a top-down approach, we take eccount the influence of inter-
mediate layers of the ISO/OSI reference model on thesemagents. We use TCM combined
with ARQ to meet the demands. Thereby, we focus on three diffaransmission strategies.
For the simulated scenario with moderate data rates buthighyerror probability demands, the
DIV mode is almost always optimal. The ideal constellatize ®f the TCM varies for the dif-



ferent schemes. The optimal number of packet transmisgatgial to the maximum allowed,
because the increased bandwidth is not significant compartée fast diminishing transmit
power consumption. We derive analytical expressions ferttansmit power and bandwidth
consumption and achieve the optimal combination of theskffit system parameters through
these costs. This technique offers high advantages cothfraeemethod where transmit power
and bandwidth increase stepwise, and the optimal solutiochasen from all combinations that
fulfill the required QoS. Due to the high number of differeabbinations in the latter case, the
overall simulation time is rapidly decreased through owprapch. Furthermore, we calculate
the exact required transmit power and bandwidth, whereeada of increasing the parameters
stepwise an error dependent on the chosen step size cananvaited.
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