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Abstract

We study stability of linear time-varying differential-algebraic equations (DAEs). The Bohl
exponent is introduced and finiteness of the Bohl exponent is characterized, the equivalence of ex-
ponential stability and a negative Bohl exponent is shown and shift properties are derived. We also
show that the Bohl exponent is invariant under the set of Bohl transformations. For the class of
DAEs which possess a transition matrix introduced in this paper, the Bohl exponent is exploited to
characterize boundedness of solutions of a Cauchy problem and robustness of exponential stability.

Keywords: Time-varying linear differential-algebraic equations, transition matrix, Bohl expo-
nent, Bohl transformation, exponential stability, robustness

1 Introduction

We study stability of solutions of time-varying linear differential-algebraic equations (DAEs) of the
form

E(t)ẋ = A(t)x, (1.1)

where (E,A) ∈ C(R+;Rn×n)2, n ∈ N. For brevity, we identify the tuple (E,A) with the DAE (1.1).
For robustness analysis we also consider implicit differential equations

F (t, x, ẋ) = 0, (1.2)

where F ∈ C(R+ × Rn × Rn;Rn).
The functions E,A and F are supposed to be continuous for technical reasons only: the results are
also valid if the functions are piecewise continuous, L∞loc, or distributional. Rather than the systems
entries, the solution space is crucial, and here we allow for “right global solutions”, see Definition 2.1.

While time-invariant DAEs are well studied, see e.g. the monographs [6, 7, 10] and the textbook [17],
stability theory of general time-varying DAEs (1.2) and even linear systems (E,A) is still an active
research topic. However, most papers [12, 13, 19, 22, 9] treat only DAEs with tractability index 1
or 2. Kunkel and Mehrmann [18] derive some stability results for time-varying DAEs with existing
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strangeness index (well-defined differentiation index) and Linh and Mehrmann [20] investigate Lya-
punov, Bohl and Sacker-Sell spectral intervals for DAEs of this class. For a very good overview of
recent DAE theory and its applications see also [20, Sec. 1].
The main focus of stability theory, and therefore of the articles mentioned above, is the asymptotic
behaviour of the solutions of the given system. There are two fundamental concepts in the theory of
ordinary differential equations (ODEs) to investigate asymptotic behaviour of solutions: the Lyapunov
and the Bohl exponent. While the Lyapunov exponent, introduced by Aleksandr M. Lyapunov [21],
gives a bound for the exponential growth of the solutions of the system, the Bohl exponent, introduced
by Piers Bohl [5], describes the uniform exponential growth of the solutions. It is well-known from
ODEs that the Bohl exponent compared to the Lyapunov exponent is the appropriate concept when it
comes to time-varying, instead of time-invariant, ODEs. The Bohl exponent has been successfully used
to characterize exponential stability and to derive robustness results, see e.g. [11, 14]. For an excellent
summary of the history of the development of Lyapunov and Bohl exponents see [11, pp. 146–148].
When it comes to DAEs, the approach to Bohl exponents has, to the author’s best knowledge, only
been carried out in two contributions [9, 20]. Though [9] generalize several ODE results concerning
Bohl exponents to DAEs, they treat only DAEs of index 1. [20] investigate Bohl spectral intervals and
Bohl exponents of particular solutions, however the Bohl exponent of the system does not lie in their
focus. Both [9] and [20] avoid the problem of a proper definition of the Bohl exponent for DAEs (1.2).
[9] define the Bohl exponent via a transition matrix (as it is common for ODEs [15, Def. 3.3.10]),
which however is not present for general nonlinear DAEs (1.2). [20] only consider Bohl exponents of
particular solutions.
The aim of the present article is to develop a theory of Bohl exponents for DAEs (E,A). To this end
we consider the set of right global solutions of (E,A) introduced in [2] to obtain a proper definition of
Bohl exponents for DAE systems. The notions of (right global) solutions and exponential stability are
introduced in Section 2. In Section 3 we define the Bohl exponent for a solution x and the system (1.2)
and derive properties of it. Furthermore, finiteness of the Bohl exponent is characterized, the equiva-
lence of exponential stability and a negative Bohl exponent is shown and shift properties are derived.
Lyapunov and Bohl transformations are introduced and it is shown that the Bohl exponent is invariant
under Bohl transformations. In Section 4, we focus on the class of DAEs which possess a transition
matrix: It is shown that solutions of certain structured perturbations of DAEs can be represented in
terms of an integral equation. For this class of systems we derive the main theorems in Section 5:
Theorem 5.5 shows that the Bohl exponent is negative if, and only if, the Cauchy problem (5.6) has a
bounded solution whenever the inhomogeneity is in class (5.7). Theorem 5.7 characterizes the robust-
ness of exponential stability, more precisely, the behaviour of the Bohl exponent under perturbations
is characterized. As it is well-known for ODEs, Theorem 5.7 states that the Bohl exponent does only
change little if the perturbation of the system is “sufficiently small”. The first approach to robustness
of exponential stability of time-varying DAEs has been carried out in [9] - also using the Bohl expo-
nent - however, only for index 1 systems. In the present paper, to the author’s best knowledge, the
first robustness results for systems of arbitrary index are derived.
The results of the present paper are the generalizations of ODE results in [11, 14, 15, 16] to DAEs.

Nomenclature

N, N0 the set of natural numbers, N0 = N ∪ {0}

R+ := (0,∞)

imA the image of the matrix A ∈ Rm×n
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Gln(R) the general linear group of degree n, i.e. the set of all invertible n× n matrices
over R

‖x‖ :=
√
x>x, the Euclidean norm of x ∈ Rn

Bδ(x0) :=
{
x ∈ Rn

∣∣ ‖x− x0‖ < δ
}

, the open ball of radius δ > 0 around x0 ∈ Rn

‖A‖ := sup { ‖Ax‖ | ‖x‖ = 1 }, induced matrix norm of A ∈ Rn×m

C(I;S) the set of continuous functions f : I → S from an open set I ⊆ R to a vector
space S

Ck(I;S) the set of k-times continuously differentiable functions f : I → S from an open
set I ⊆ R to a vector space S

dom f the domain of the function f

‖f‖∞ := sup { ‖f(t)‖ | t ∈ dom f } the infinity norm of the function f

f |M the restriction of the function f on a set M⊆ dom f

f(0+) := limt↘0 f(t) if this limit exists

2 Stability of solutions

The concept of a solution and its extendability is introduced similarly to ODEs, see for example [1,
Sec. 5]. Note that we consider the concept of classical, i.e. continuously differentiable, solutions.

Definition 2.1 (Solutions). A function x : (α, ω)→ Rn, 0 ≤ α < ω, is called

solution of (1.2) :⇐⇒ x ∈ C1((α, ω);Rn) and x satisfies (1.2) for all t ∈ (α, ω).

A solution x̃ : (α, ω̃)→ Rn of (1.2) is called a

(right) extension of x :⇐⇒ ω̃ ≥ ω and x = x̃ |(α,ω).

x is called

right maximal :⇐⇒ ω = ω̃ for every extension x̃ : (α, ω̃)→ Rn of x,

right global :⇐⇒ ω =∞,

global :⇐⇒ (α, ω) = R+. �

Consider the linear system (E,A). Let (t0, x0) ∈ R+ × Rn; then the set of all right maximal solutions
of the initial value problem (E,A), x(t0) = x0 is denoted by

SE,A(t0, x0) :=

{
x : J → Rn

∣∣∣∣ J open interval, t0 ∈ J , x(t0) = x0,
x(·) is a right maximal solution of (E,A)

}
,

and the set of all right global solutions of (E,A), x(t0) = x0 by

GE,A(t0, x0) :=
{
x(·) ∈ SE,A(t0, x0)

∣∣ x(·) is right global solution of (E,A)
}
.

For DAEs it is essential to consider the appropriate set of solutions and the corresponding initial values
for which these solutions exist. The set GE,A(t0, x0) has proved to be a fundamental solution space of
time-varying DAEs (E,A), see [2].
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The set of all pairs of consistent initial values of (E,A) ∈ C(R+;Rn×n)2 and the linear subspace of
initial values which are consistent at time t0 ∈ R+ is denoted by

VE,A :=
{

(t0, x0) ∈ R+ × Rn
∣∣ ∃ (local) sln. x(·) of (E,A) : t0 ∈ domx, x(t0) = x0

}
,

VE,A(t0) :=
{
x0 ∈ Rn

∣∣ (t0, x0) ∈ VE,A
}
,

resp. Note that if x : J → Rn is a solution of (E,A), then x(t) ∈ VE,A(t) for all t ∈ J .
Possible singular behaviour of right maximal solutions x : (α, ω) → Rn of (E,A) with ω < ∞ is dis-
cussed in [2, Sec. 2]: it is shown that DAEs behave very differently compared to ODEs.

Next we define exponential stability of a linear DAE (E,A). Note that usually stability is a property
of a particular solution: other existing solutions in a neighborhood of it stay close to it for all time.
For linear systems it is sufficient to consider this property only for the trivial solution. However, for
DAEs it is at first sight not clear whether this is still true. To this end, it is shown in [2, Thm. 4.3] that
also for DAEs (E,A) it suffices to consider the stability properties of the trivial solution. Therefore,
we introduce exponential stability of (E,A) as in [2, Defs. 4.1 & 4.4].

Definition 2.2 (Exponential stability). A linear DAE (E,A) ∈ C(R+;Rn×n)2 is called

exponentially stable :⇐⇒ ∃µ,M > 0 ∀ t0 ∈ R+ ∃ δ > 0 ∀x0 ∈ Bδ(0) ∀x(·) ∈ SE,A(t0, x0) :

[t0,∞) ⊆ domx ∧ ∀ t ≥ t0 : ‖x(t)‖ ≤Me−µ(t−t0)‖x0‖.
�

The local Definition 2.2 (i.e. δ > 0 and x0 ∈ Bδ(0)) seems to be artificial and superfluous for linear
DAEs. However, we consider general time-varying linear DAEs, where it is not clear whether a condi-
tion which holds locally does also hold globally. In Section 5 it is shown that the latter is indeed the
case for linear DAEs which possess a transition matrix (cf. Definition 4.1).
Finalizing this section, note that our notion of exponential stability is sometimes referred to as uni-
formly exponential stability, see e.g. [23, Def. 6.5], [15, p. 257] for ODEs. This is due to the fact that
M in Definition 2.2 does not depend on the initial time t0.

3 Bohl exponent and Bohl transformations - general results

We introduce the concept of Bohl exponent for right global solutions of (1.2) and for the system (1.2)
itself. Then we concentrate on linear DAEs (E,A) and derive basic properties of the Bohl exponent.
We stress that in order to generalize ODE results to DAEs it is crucial to consider the correct (function)
spaces and to bear in mind that, in general, there is no transition matrix and associated semi group
property.

The notation B(ν,N), introduced next for the general nonlinear DAE (1.2) and ν ∈ R, N ∈ R+, was
first used by P. Bohl [5] for linear ODEs:

(1.2) has property B(ν,N) :⇐⇒ ∀ right global sln. x : (α,∞)→ Rn of (1.2)

∀ t ≥ s > α : ‖x(t)‖ ≤ Ne−ν(t−s)‖x(s)‖.

For more information about the applications of this property in (mathematical) history see [11, pp. 146–
148].

We continue with the definition of the Bohl exponent for right global solutions of (1.2). This is a
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straightforward generalization of the corresponding concept for ODEs (see e.g. [11]); [20] generalize
this to the class of linear time-varying DAEs (E,A) which have a well-defined differentiation index.

Definition 3.1 (Bohl exponent for solutions). The Bohl exponent of a right global solution x :
(α,∞)→ Rn of (1.2) is defined as

kB(x) := inf
{
ρ ∈ R

∣∣∣ ∃Nρ > 0 ∀ t ≥ s > α : ‖x(t)‖ ≤ Nρe
ρ(t−s)‖x(s)‖

}
.

Note that we use the usual convention inf ∅ = +∞. �

Remark 3.2 (Calculation of Bohl exponent). On page 169 in [20] it is shown that, as a generalization
of the formula in [11, p. 118], the Bohl exponents (as considered in [20]) admit the representation

kB(x) = lim sup
s,t−s→∞

ln ‖x(t)‖ − ln ‖x(s)‖
t− s

. (3.1)

However, formula (3.1) does, in general, not hold true for solutions of systems (1.2), or even linear
DAEs (E,A) ∈ C(R+;Rn×n)2. Consider the scalar system

(t− 2)ẋ = 2x, t ∈ R+. (3.2)

Then x : R+ → R, t 7→
{

(t− 2)2, 0 < t ≤ 2
0, t > 2

is a non-trivial global solution of (3.2) and kB(x) =

0 <∞. But obviously, a calculation of kB(x) via formula (3.1) is impossible. Here x |[2,∞) = 0, which
is due to the finiteness of the Bohl exponent of x.
If the Bohl exponent is not finite, solutions may vanish only at isolated points. Consider the DAE

sin t ẋ = cos t x, t ∈ R+. (3.3)

The function x : R+ → R, t 7→ sin t, is a non-trivial global solution of (3.3) with kB(x) = ∞. Since
x(kπ) = 0 for all k ∈ N a calculation of kB(x) via formula (3.1) is impossible.
Nevertheless the following is easily verified:
If x : (α,∞)→ Rn is any right global solution of (1.2) and x(t) 6= 0 for all t > α, then kB(x) may be
calculated via formula (3.1). �

Example 3.3. Consider the system

(t− 1)ẋ = (2− t)x, t ∈ R+. (3.4)

Any local solution of (3.4) extends uniquely to a global solution and the set of global solutions of (3.4)
is given by

{
R+ 3 t 7→ c(t− 1)e−(t−1)

∣∣ c ∈ R
}

. Since any global solution of (3.4) is zero at t = 1,
the Bohl exponent of any non-trivial global solution equals +∞, even though all global solutions tend
exponentially to zero. This shows that an exponential decay rate of a solution of a time-varying DAE
is not sufficient to deduce a negative or even finite Bohl exponent, as in the case of ODEs. This is due
to the possible non-uniqueness of solutions, cf. also Proposition 3.8. �

Now, following [11] and using the concept of right global solutions, it is straightforward to define the
Bohl exponent for a system (1.2).

Definition 3.4 (Bohl exponent for DAEs). The Bohl exponent of a system (1.2) is defined as

kB(1.2) := inf

{
ρ ∈ R

∣∣∣∣ ∃Nρ > 0 ∀ right global sln. x : (α,∞)→ Rn of (1.2)

∀ t ≥ s > α : ‖x(t)‖ ≤ Nρe
ρ(t−s)‖x(s)‖

}
.

�
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In the case of a linear DAE (E,A) ∈ C(R+;Rn×n)2 we write kB(E,A) instead of kB(1.1). We illustrate
this definition by an example.

Example 3.5. Consider the nonlinear DAE

(ẋ1 + x1) sinx1 − x2 cosx1 = 0
−(ẋ1 + x1) cosx1 − x2 sinx1 = 0.

(3.5)

Simple calculations show that any right global solution (x1, x2) : (α,∞)→ R2, α ≥ 0, of (3.5) has the
representation:

∀ t, s > α : x1(t) = e−(t−s)x1(s) ∧ x2(t) = 0.

Clearly, system (3.5) has Bohl exponent kB(3.5) = −1. �

Remark 3.6. It is obvious that the Bohl exponent kB(x) of right global solutions x of (1.2) and the
Bohl exponent kB(1.2) of (1.2) are related in the following way:

∀ right global sln. x(·) of (1.2) : kB(x) ≤ kB(1.2). (3.6)

However, equality does not hold: System (3.2) has Bohl exponent kB(3.2) =∞ since R+ 3 t 7→ (t−2)2

is a global solution of (3.2). However, as shown in Remark 3.2, there are nontrivial global solutions
with finite Bohl exponent. �

The Bohl exponent for the nonlinear DAE (1.2) will be used for robustness analysis of linear DAEs at the
end of Section 5. In the remainder of this section we will consider linear DAEs (E,A) ∈ C(R+;Rn×n)2.
The next proposition characterizes finiteness of the Bohl exponent; for ODEs see [15, Prop. 3.3.14]. In
contrast to [15] we do not use any transition matrix and its semi group properties.

Proposition 3.7 (Finiteness of the Bohl exponent). Let (E,A) ∈ C(R+;Rn×n)2. Then kB(E,A) <∞
if, and only if,

sup

{
‖x(t)‖
‖x0‖

∣∣∣∣ (t0, x0) ∈ R+ × Rn, x(·) ∈ GE,A(t0, x0), t ∈ [t0, t0 + 1]

}
<∞. (3.7)

Here we use the usual conventions α
0 := ∞ for α > 0 and 0

0 := 0; so x0 = 0 in (3.7) is specifically
allowed.

Proof: “⇒”: Choosing ρ > max{kB(E,A), 0}, there exists Nρ > 0 such that (E,A) has property
B(−ρ,Nρ). Let (t0, x0) ∈ R+ × Rn, x(·) ∈ GE,A(t0, x0) and t ∈ [t0, t0 + 1]. If x0 = 0 then, ‖x(t)‖ = 0

since (E,A) has property B(−ρ,Nρ), and hence ‖x(t)‖
‖x0‖ = 0 <∞. If x0 6= 0 then

‖x(t)‖
‖x0‖

B(−ρ,Nρ)

≤ Nρe
ρ(t−t0) ‖x0‖

‖x0‖
≤ Nρe

ρ <∞.

“⇐”: (3.7) implies existence of K > 0 such that

∀ (t0, x0) ∈ R+ × Rn ∀x(·) ∈ GE,A(t0, x0) ∀ t ∈ [t0, t0 + 1] :
‖x(t)‖
‖x0‖

≤ K. (3.8)

Let x : (α,∞) → Rn be a right global solution of (E,A) and t ≥ t0 > α. Set x0 := x(t0), then
x(·) ∈ GE,A(t0, x0). Choose k ∈ N such that t0 + (k − 1) ≤ t < t0 + k and consider three cases:
Case 1 : x0 = 0. Then (3.8) implies x(s) = 0 for s ∈ [t0, t0 + 1]. Furthermore, invoking x(·) ∈
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GE,A(t0 + 1, x(t0 + 1)), we find x(s) = 0 for s ∈ [t0 + 1, t0 + 2] and, repeating this argument, x(s) = 0
for s ∈ [t0 + (k − 1), t0 + k], whence x(t) = 0. This gives

‖x(t)‖ ≤ Ke(lnK)(t−t0)‖x0‖. (3.9)

Case 2 : x0 6= 0 and x(t − j) = 0 for some j ∈ {1, . . . , k − 1}. Then the same argument as in Case 1
yields x(t) = 0 and hence equation (3.9).
Case 3 : x0 6= 0 and x(t− j) 6= 0 for all j ∈ {1, . . . , k − 1}. Then

‖x(t)‖
‖x0‖

=
‖x(t)‖
‖x0‖

k−1∏
j=1

‖x(t− j)‖
‖x(t− j)‖

=
‖x(t)‖
‖x(t− 1)‖

· ‖x(t− 1)‖
‖x(t− 2)‖

· · · ‖x(t− (k − 1))‖
‖x0‖

(3.8)

≤ Kk ≤ Ke(lnK)(t−t0), (3.10)

which gives (3.9).
Hence kB(E,A) ≤ lnK <∞ and this concludes the proof.

For the solutions of a DAE (E,A) with finite Bohl exponent kB(E,A) we have the following uniqueness
property.

Proposition 3.8 (Bohl exponent and unique solutions). Let (E,A) ∈ C(R+;Rn×n)2 such that
kB(E,A) < ∞. If x1 : (α1,∞) → Rn and x2 : (α2,∞) → Rn both solve the initial value problem
(E,A), x(t0) = x0 for (t0, x0) ∈ R+ × Rn, then x1 |[t0,∞) = x2 |[t0,∞).

Proof: Since kB(E,A) < ∞ there exist ρ ∈ R, Nρ > 0 such that (E,A) has property B(−ρ,Nρ).
(x2 − x1) : (max{α1, α2},∞)→ Rn solves the initial value problem (E,A), x(t0) = 0. Therefore,

∀ t ≥ t0 : ‖x2(t)− x1(t)‖ ≤ Nρe
ρ(t−t0)‖x2(t0)− x1(t0)‖ = 0,

whence x1 |[t0,∞) = x2 |[t0,∞).

For linear ODEs it is well-known [15, Thm. 3.3.15] that exponential stability is equivalent to a negative
Bohl exponent and to the fact that the transition matrix is bounded in the Lp-norm. This is useful for
studying robustness of exponential stability, since the Bohl exponent turns out to be the appropriate
tool for robustness analysis, see e.g. [11, 14]. For DAEs we proceed in a similar manner by first stating
a DAE-version of [15, Thm. 3.3.15] and then deriving robustness results in Section 5.
The next theorem shows that the Bohl exponent of (E,A) is negative (or −∞) if, and only if, the
trivial solution of (E,A) is “essentially” exponentially stable. “Essentially” in the sense that we
cannot guarantee that every existing right maximal solution in a neighborhood of the trivial solution is
right global, cf. Definition 2.2. But we can guarantee that all right global solutions decay exponentially
to zero. In this sense it is a DAE-version of the ODE result [15, Thm. 3.3.15].

Theorem 3.9 (Exponential stability via Bohl exponents). Let (E,A) ∈ C(R+;Rn×n)2 such that
kB(E,A) <∞. Then the following statements are equivalent.

(i) kB(E,A) < 0,

(ii) ∃µ,M > 0 ∀ (t0, x0) ∈ R+ × Rn ∀x(·) ∈ GE,A(t0, x0) ∀ t ≥ t0 : ‖x(t)‖ ≤M e−µ(t−t0)‖x0‖,

(iii)

∀ p ∈ R+ ∃ c > 0 ∀ (t0, x0) ∈ R+ × Rn ∀x(·) ∈ GE,A(t0, x0) :

∫ ∞
t0
‖x(t)‖p dt ≤ c‖x0‖p.
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Proof: (i) ⇔ (ii) follows immediately from the definition of Bohl exponents.
(ii) ⇒ (iii): For any p ∈ R+ the claim holds with c = Mp

pµ .
(iii) ⇒ (i): Since kB(E,A) < ∞ there exist ρ,Nρ > 0 such that (E,A) has property B(−ρ,Nρ). Let
p ∈ R+ and x : (α,∞)→ Rn be any right global solution of (E,A). Then, for all t ≥ t0 > α,

1− e−pρ(t−t0)

pρ
‖x(t)‖p =

∫ t

t0
e−pρ(t−s)‖x(t)‖p ds

B(−ρ,Nρ)

≤ Np
ρ

∫ t

t0
‖x(s)‖p ds

Ass.
≤ Np

ρ c‖x(t0)‖p,

whence, invoking that kB(E,A) <∞ implies (3.8) for some K > 0 by Proposition 3.7, we obtain, for

γ := max
{
K,

pρNp
ρ c

1−e−pρ

}
,

∀ t ≥ t0 > α : ‖x(t)‖p ≤ γ‖x(t0)‖p. (3.11)

Clearly γ does not depend on the choice of the solution x(·). Now we find

∀ t ≥ s > α : (t− s)‖x(t)‖p =

∫ t

s
‖x(t)‖p dt0

(3.11)

≤
∫ t

s
γ‖x(t0)‖p dt0

Ass.
≤ γc‖x(s)‖p,

thus having, for τ := 2pγc,

∀ s > α : ‖x(s+ τ)‖ ≤ 1

2
‖x(s)‖. (3.12)

Now, for t ≥ s > α, there exists k ∈ N such that s+ (k − 1)τ ≤ t < s+ kτ and hence

‖x(t)‖
(3.12)

≤ 1

2
‖x(t− τ)‖

(3.12)

≤ . . .
(3.12)

≤ 1

2k−1
‖x(t− (k− 1)τ)‖

(3.11)

≤ γ1/p

2k−1
‖x(s)‖ < 2γ1/pe−

ln 2
τ

(t−s)‖x(s)‖,

which gives kB(E,A) ≤ − ln 2
τ < 0. This completes the proof of the theorem.

Remark 3.10 (Lyapunov function). As a consequence of [2, Thm. 5.2], the existence of a Lyapunov
function for (E,A) (see [2, Def. 5.1]) is sufficient for the Bohl exponent kB(E,A) to be negative (or
−∞). �

The following proposition states a shift property of the Bohl exponent, i.e. that, roughly speaking,
adding a scalar multiple of E to A does shift the Bohl exponent kB(E,A) by exactly this scalar. It is
a generalization of [16, Lem. 3.4], see also [14, Lem. 2.4]; it has been proved for DAEs of index 1 in [9,
Rem. 4.9].

Proposition 3.11 (Shift property). For (E,A) ∈ C(R+;Rn×n)2 and (1, a) ∈ C(R+;R)2 the following
statements hold true:

(i) kB(1, a) = inf
{
ω ∈ R

∣∣∣ ∃Mω > 0 ∀ t ≥ s > 0 : e
∫ t
s a(τ) dτ ≤Mωe

ω(t−s)
}
.

(ii) If kB(1, a) <∞, then kB(1, a) = lim sup
s,t−s→∞

∫ t
s a(τ) dτ

t−s .

(iii) If kB(1, a) = lim
s,t−s→∞

∫ t
s a(τ) dτ

t−s < ∞ (note that we require the lim here instead of the lim sup),

then

(a) kB(1,−a) = −kB(1, a) and

(b) kB(E,A+ aE) = kB(E,A) + kB(1, a).
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Proof: (i), (ii), (iii)(a) are simple statements concerning ODEs, the proofs of which can be found in
[16, Sec. 4.3]. We prove (iii)(b). First, we show

kB(E,A+ aE) ≤ kB(E,A) + kB(1, a). (3.13)

If kB(E,A) = ∞ inequality (3.13) holds trivially. Suppose kB(E,A) < ∞ and let ρ > kB(E,A),
ω > kB(1, a). Then there exist Nρ,Mω > 0 such that (E,A) has property B(−ρ,Nρ) and (1, a) has
property B(−ω,Mω). Let x : (α,∞)→ Rn be any right global solution of (E,A+ aE) and let t0 > α.

Then simple calculations yield that z : (α,∞)→ Rn, t 7→ e−
∫ t
t0
a(τ) dτ x(t) is a right global solution of

(E,A) and x(t0) = z(t0). Therefore, for all t ≥ s > α,

‖x(t)‖ = e
∫ t
s a(τ) dτ e

∫ s
t0
a(τ) dτ ‖z(t)‖

B(−ρ,Nρ)

≤
B(−ω,Mω)

NρMωe
(ρ+ω)(t−s)e

∫ s
t0
a(τ) dτ ‖z(s)‖ = NρMωe

(ρ+ω)(t−s)‖x(s)‖,

thus (3.13) holds. Analogously it can be proved that

kB(E,A) ≤ kB(E,A+ aE) + kB(1,−a)
(iii)(a)

= kB(E,A+ aE)− kB(1, a).

Remark 3.12 (Shift and exponential stability). Proposition 3.11 yields that any (E,A) ∈ C(R+;Rn×n)2

satisfies:
∀α ∈ R : kB(E,A+ αE) = kB(E,A) + α.

If kB(E,A) < ∞, then one may obtain, via a shift α < −kB(E,A), that kB(E,A + αE) < 0 and
therefore, due to Theorem 3.9, system (E,A+αE) is “essentially” exponentially stable in the sense of
Theorem 3.9(ii). With this in mind one can say that the DAE has been stabilized. �

Now we consider a time-varying coordinate transformation z(t) = T (t)−1x(t), where T ∈ C1(R+; Gln(R)).
To this end we recall the definition of equivalence of two linear DAEs (E1, A1) and (E2, A2); see [17,
Def. 3.3].

Definition 3.13 (Equivalence of DAEs). The DAEs (E1, A1), (E2, A2) ∈ C((τ,∞);Rn×n)2 are called
equivalent if, and only if, there exists (S, T ) ∈ C((τ,∞); Gln(R))× C1((τ,∞); Gln(R)) such that

E2 = SE1T , A2 = SA1T − SE1Ṫ ; we write (E1, A1)
S,T∼ (E2, A2) . (3.14)

�

We introduce Lyapunov transformations (see for example [23, Def. 6.14] for ODEs) and Bohl trans-
formations (see for example [15, Def. 3.3.16] for ODEs) on the set of all initial values (t, x) for which
(E,A) has a right global solution:

G(E,A) := { (t, x) ∈ R+ × Rn | GE,A(t, x) 6= ∅ } .

We stress that we consider Lyapunov and Bohl transformations on G(E,A), not on R+ × Rn. The
reason is that the set

G(E,A)(t) := { x ∈ Rn | (t, x) ∈ G(E,A) } , t > 0,

is a linear subspace of Rn and if x : (α,∞) → Rn is a right global solution of (E,A), then x(t) ∈
G(E,A)(t) for all t > α. As seen in [2], the sets G(E,A) and G(E,A)(t) are fundamental for the
investigation of stability properties of DAEs (E,A). For ODEs (I, A), clearly G(I, A)(t) = Rn for all
t ∈ R+.
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Definition 3.14 (Lyapunov and Bohl transformation). Let (E,A) ∈ C(R+;Rn×n)2. Then T ∈
C1(R+; Gln(R)) is called a Lyapunov transformation on G(E,A) if, and only if,

∃ `1, `2 > 0 ∀ (t, x) ∈ G(E,A) : `1‖x‖ ≤ ‖T (t)−1x‖ ≤ `2‖x‖. (3.15)

T ∈ C1(R+; Gln(R)) is called a Bohl transformation on G(E,A) if, and only if,

inf

{
ε > 0

∣∣∣∣ ∃Mε > 0 ∀ t, s ∈ R+ ∀x ∈ G(E,A)(s) ∀ z ∈ T (t)−1G(E,A)(t) :

‖T (s)−1x‖ · ‖T (t)z‖ ≤Mεe
ε|t−s|‖x‖ · ‖z‖

}
= 0. (3.16)

�

Remark 3.15 (Criterion for Bohl transformation). Note that the definition of Bohl transformations
on G(E,A), (E,A) ∈ C(R+;Rn×n)2, differs from the definition of a Bohl transformation in the ODE
case, see [15, Def. 3.3.16]. The difference is that in condition (3.16) we take the infimum over all
ε > 0 in contrast to that for ODEs (see [15, Def. 3.3.16]) the infimum is taken over all ε ∈ R. So, an
alternative to condition (3.16) could be

inf

{
ε ∈ R

∣∣∣∣ ∃Mε > 0 ∀ t, s ∈ R+ ∀x ∈ G(E,A)(s) ∀ z ∈ T (t)−1G(E,A)(t) :

‖T (s)−1x‖ · ‖T (t)z‖ ≤Mεe
ε|t−s|‖x‖ · ‖z‖

}
= 0. (3.17)

If (E,A) is an ODE, then G(E,A) = R+ × Rn and it is easily seen that conditions (3.16) and (3.17)
are equivalent. But for DAEs it may be that the infimum in (3.17) is −∞, due to the restriction to the
set G(E,A). For instance, consider (E,A) = (0, I). Then G(0, I)(t) = {0} for all t ∈ R+ and any state
space transformation T ∈ C1(R+; Gln(R)) would transform the system 0 = x into 0 = z and hence
preserve all properties (in particular the Bohl exponents), but T does not satisfy condition (3.17) since
the infimum equals −∞; in fact T satisfies (3.16). �

Remark 3.16 (Lyapunov and Bohl transformation). Let (E,A) ∈ C(R+;Rn×n)2.

(i) If (E,A) is an ODE, then G(E,A) = R+ × Rn and T ∈ C1(R+; Gln(R)) is a Lyapunov transfor-
mation on G(E,A) if, and only if, T and T−1 are bounded.

(ii) Neither the Lyapunov nor the Bohl transformations on G(E,A) form a group with respect to
pointwise multiplication, since, for instance, the product of two Lyapunov transformations on
G(E,A) is not necessarily a Lyapunov transformation on G(E,A). This is due to the restriction
to the set G(E,A). However, the following holds true: If

(E, A)
S,T∼ (Ẽ, Ã) for some S ∈ C(R+; Gln(R)), T ∈ C1(R+; Gln(R)),

T is a Lyapunov (Bohl) transformation on G(E,A), and T̃ ∈ C1(R+; Gln(R)) is a Lyapunov
(Bohl) transformation on G(Ẽ, Ã), then T T̃ is a Lyapunov (Bohl) transformation on G(E,A).
Concerning Lyapunov transformations this is easily verified. For Bohl transformations this needs
a proof: Let ε > 0. Then there exist M,N > 0 such that

∀ t, s ∈ R+ ∀x ∈ G(E,A)(s) ∀ z ∈ T (t)−1G(E,A)(t) : ‖T (s)−1x‖ · ‖T (t)z‖ ≤Me
ε
2
|t−s|‖x‖ · ‖z‖,

(3.18)
∀ t, s ∈ R+ ∀x ∈ G(Ẽ, Ã)(s) ∀ z ∈ T̃ (t)−1G(Ẽ, Ã)(t) : ‖T̃ (s)−1x‖ · ‖T̃ (t)z‖ ≤ Ne

ε
2
|t−s|‖x‖ · ‖z‖.

(3.19)
Invoking that G(Ẽ, Ã)(t) = T (t)−1G(E,A)(t) for all t ∈ R+, we have, for all t, s ∈ R+ and for all
x ∈ G(E,A)(s), z ∈ (T (t)T̃ (t))−1G(E,A)(t),

‖T̃ (s)−1T (s)−1x‖ · ‖T (t)T̃ (t)z‖ · ‖T̃ (t)z‖ · ‖T (s)−1x‖
(3.18),(3.19)

≤ MNeε|t−s|‖T (s)−1x‖ · ‖z‖ · ‖x‖ · ‖T̃ (t)z‖.
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If T (s)−1x = 0, then T̃ (s)−1T (s)−1x = 0 and if T̃ (t)z = 0, then T (t)T̃ (t)z = 0. If both are
unequal to zero we may divide by their norms. In each case we obtain that

‖T̃ (s)−1T (s)−1x‖ · ‖T (t)T̃ (t)z‖ ≤MNeε|t−s|‖x‖ · ‖z‖,

whence T T̃ is a Bohl transformation on G(E,A).

(iii) Any Lyapunov transformation on G(E,A) is a Bohl transformation on G(E,A). This is easily
seen by invoking that (3.15) is equivalent to

∃ `1, `2 > 0 ∀ t ∈ R+ ∀ z ∈ T (t)−1G(E,A)(t) : `−1
2 ‖z‖ ≤ ‖T (t)z‖ ≤ `−1

1 ‖z‖, (3.20)

and, for all ε > 0, t, s ∈ R+, x ∈ G(E,A)(s) and z ∈ T (t)−1G(E,A)(t),

‖T (s)−1x‖ · ‖T (t)z‖
(3.15),(3.20)

≤ `2
`1
‖x‖ · ‖z‖ ≤ `2

`1
eε|t−s|‖x‖ · ‖z‖.

(iv) There exist Bohl transformations on G(E,A) which are not Lyapunov transformations on G(E,A).
Consider for example, for any ODE (I, A) and n = 1, the state space transformation T : R+ →
R+, t 7→ t+ 1. Then, for any ε > 0 and t, s ∈ R+,

t+ 1

s+ 1
=
t− s
s+ 1

+ 1 ≤ |t− s|+ 1 ≤
{

1
ε (ε|t− s|+ ε) ≤ 1

ε (ε|t− s|+ 1) ≤ 1
εe
ε|t−s|, 0 < ε ≤ 1

e|t−s| ≤ eε|t−s|, ε > 1

and hence T is a Bohl transformation on G(I, A) = R+ × R, but obviously no Lyapunov trans-
formation. �

If (E,A) is transferable into standard canonical form [8, 3], then in [2, Prop. 4.10] it is shown that
Lyapunov transformations on G(E,A) preserve the properties of stability, attractivity and asymptotic
stability of a DAE. The next proposition shows that the Bohl exponent, and therefore the property of
“essential” exponential stability, is preserved under the larger set of Bohl transformations on G(E,A).

Proposition 3.17 (Bohl exponent is preserved under Bohl transformation). Consider (E,A) ∈
C(R+;Rn×n)2. If

(E, A)
S,T∼ (Ẽ, Ã) for some S ∈ C(R+; Gln(R)), T ∈ C1(R+; Gln(R))

and T is a Bohl transformation on G(E,A), then

kB(E,A) = kB(Ẽ, Ã).

Proof: First observe that G(Ẽ, Ã)(t) = T (t)−1G(E,A)(t) for all t ∈ R+. Hence T−1 is a Bohl trans-
formation on G(Ẽ, Ã) and therefore it is sufficient to show that kB(E,A) ≤ kB(Ẽ, Ã).
Case 1 : kB(Ẽ, Ã) =∞. Then clearly kB(E,A) ≤ kB(Ẽ, Ã).
Case 2 : kB(Ẽ, Ã) <∞. Let ρ > kB(Ẽ, Ã) and ε > 0. Then there exists Nρ > 0 such that

∀ right global sln. z : (α,∞)→ Rn of (Ẽ, Ã) ∀ t ≥ s > α : ‖z(t)‖ ≤ Nρe
ρ(t−s)‖z(s)‖, (3.21)

and there exists Mε > 0 such that

∀ t, s ∈ R+ ∀x ∈ G(E,A)(s) ∀ z ∈ T (t)−1G(E,A)(t) : ‖T (s)−1x‖ · ‖T (t)z‖ ≤Mεe
ε|t−s|‖x‖ · ‖z‖. (3.22)
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Let x : (α,∞)→ Rn be a right global solution of (E,A) and t ≥ s > α. Then z := T−1x : (α,∞)→ Rn
is a right global solution of (Ẽ, Ã) and

‖x(t)‖ · ‖z(s)‖ = ‖T (t)z(t)‖ · ‖T (s)−1x(s)‖
(3.22)

≤ Mεe
ε(t−s)‖x(s)‖ · ‖z(t)‖

(3.21)

≤ MεNρe
(ε+ρ)(t−s)‖x(s)‖ · ‖z(s)‖. (3.23)

If z(s) = 0 then, invoking (3.22), x(t) = x(s) = z(t) = 0. If z(s) 6= 0 we may divide both sides of the
inequality (3.23) by ‖z(s)‖. We obtain

∀ t ≥ s > α : ‖x(t)‖ ≤MεNρe
(ε+ρ)(t−s)‖x(s)‖.

This gives kB(E,A) ≤ kB(Ẽ, Ã) and completes the proof.

4 DAEs which possess a transition matrix

In this section we introduce a subclass of DAEs (E,A) which will be of special interest in due course,
especially for robustness analysis. This is the set of all DAEs (E,A) for which, loosely speaking,
any consistent initial value problem has a unique solution and there exists a transition matrix for the
system.

Definition 4.1 (DAEs which possess a transition matrix). We say that the DAE (E,A) ∈ C2(R+;Rn×n)
possesses a transition matrix U : R+ × R+ → Rn×n if, and only if, uniqueness holds, i.e.

∀ (t0, x0) ∈ VE,A ∀ sln. x1, x2 ∈ SE,A(t0, x0) : x1|domx1∩domx2
= x2|domx1∩domx2

, (4.1)

and
∀ t ∈ R+ : U(t, ·), U(·, t) ∈ C1(R+;Rn×n),

∀ t, s ∈ R+ : E(t) d
dtU(t, s) = A(t)U(t, s),

∀ t, s, r ∈ R+ : U(t, s)U(s, r) = U(s, r),

∀ t, s ∈ R+ : imU(t, s) ⊆ VE,A(t) ∧ imU(t, t) = VE,A(t).

 (4.2)

�

There are several immediate consequences for the transition matrix from Definition 4.1.

Corollary 4.2 (Properties of the transition matrix). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition
matrix U(·, ·). Then the following holds true for all t ∈ R+:

(i) U(t, t)2 = U(t, t),

(ii) ∀x ∈ VE,A(t) : U(t, t)x = x,

(iii) ∀x0 ∈ VE,A(t) ∀x(·) ∈ SE,A(t, x0) ∀ s ∈ domx : x(s) = U(s, t)x0. �

In particular, the large class of DAEs which are sufficiently smooth and satisfy [17, Hypothesis 3.48]
is a subclass of DAEs which possess a transition matrix. Uniqueness of the solution of the consistent
initial value problem is shown in [17, Thm. 3.52] and the existence of a transition matrix with the
respective properties is shown in [18, Sec. 3.1]. Therefore, also any DAE which is analytically solvable,
has a well-defined differentiation index or is transferable into standard canonical form satisfies Defini-
tion 4.1, see [17, 8, 3].
However, there are DAEs which are in none of these classes but still possess a transition matrix. To
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this end consider [3, Ex. 4.3] with I = R+. Then the homogeneous system (E,A) has only the trivial
solution and hence Definition 4.1 is trivially satisfied. However, the system is not analytically solvable
(and therefore does not satisfy [17, Hypothesis 3.48]) since e.g. for f(t) = t the inhomogeneous equa-
tion has no global solution (there is a pole at t = 1 as the solution formula clearly indicates).
In particular, this shows that the existence of a transition matrix does not guarantee that variation
of constants does work, since the solution formula in [3, Ex. 4.3] shows that only for a small class of
inhomogeneities there exists a global solution. Variation of constants is only known to work always in
the case of systems transferable into standard canonical form [3, Thm. 3.9].

Although there is no variation of constants formula for DAEs which possess a transition matrix, there
is a class of inhomogeneities for which the solutions can be represented via an integral equation. In a
way one has to find the appropriate set of inhomogeneities to make variations of constants feasible. In
fact the inhomogeneities in this case may also depend on x and ẋ. In subsequent sections this will be
used for robustness analysis.
We allow for inhomogeneities g as follows: Let Π ∈ C(R+;Rn×n) be such that im Π(t) = VE,A(t) for all
t ∈ R+. For instance, t 7→ U(t, t) satisfies this condition. Then, for any g ∈ C(R+ × Rn × Rn;Rn), we
consider the “perturbed” DAE

E(t)ẋ = A(t)x+ E(t)Π(t)g(t, x(t), ẋ(t)). (4.3)

The following lemma shows that x solves (4.3) if, and only if, it solves a certain integral equation
involving the transition matrix of (E,A).

Lemma 4.3 (Integral equation). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition matrix U(·, ·), choose
Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) for all t ∈ R+ and let g ∈ C(R+ × Rn × Rn;Rn). Then
x : (α,∞) → Rn, α ≥ 0, is a right global solution of (4.3) if, and only if, x(·) satisfies the integral
equation

∀ t, t0 > α : x(t) = U(t, t0)x(t0) +

∫ t

t0
U(t, s)Π(s)g(s, x(s), ẋ(s)) ds .

Proof: “⇒”: Fix t0 > α and consider the functions

h : (α,∞)→ Rn, t 7→ x(t)−
∫ t
t0 U(t, s)Π(s)g(s, x(s), ẋ(s)) ds ,

g : (α,∞)→ Rn, t 7→ U(t, t0)x(t0).

Then, for all t > α,

E(t)ḣ(t) = E(t)ẋ(t)−
∫ t

t0
E(t) d

dtU(t, s)Π(s)g(s, x(s), ẋ(s)) ds − E(t)U(t, t)Π(t)g(t, x(t), ẋ(t))

Def. 4.1
=

Cor. 4.2
A(t)x(t)+E(t)Π(t)g(t, x(t), ẋ(t))−A(t)

∫ t

t0
U(t, s)Π(s)g(s, x(s), ẋ(s)) ds−E(t)Π(t)g(t, x(t), ẋ(t))

= A(t)h(t),

thus h and g are both right global solutions of (E,A). Therefore, x(t0) = h(t0) ∈ VE,A(t0) and
Corollary 4.2 gives

g(t0) = U(t0, t0)x(t0) = x(t0) = h(t0).

Hence h and g are both right global solutions of the initial value problem

E(t)ż = A(t)z, z(t0) = x(t0) ∈ VE,A(t0),
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whence (4.1) yields h = g.
“⇐”: For fixed t0 > α differentiation immediately gives, for all t > α,

E(t)ẋ(t)

= E(t) d
dtU(t, t0)x(t0) +

∫ t

t0
E(t) d

dtU(t, s)Π(s)g(s, x(s), ẋ(s)) ds + E(t)U(t, t)Π(t)g(t, x(t), ẋ(t))

= A(t)U(t, t0)x(t0) +A(t)

∫ t

t0
U(t, s)Π(s)g(s, x(s), ẋ(s)) ds + E(t)Π(t)g(t, x(t), ẋ(t))

= A(t)x(t) + E(t)Π(t)g(t, x(t), ẋ(t)).

We show next that the time-varying subspace VE,A(t) of a DAE (E,A) which possesses a transition
matrix does not have jumps in its dimension.

Corollary 4.4 (VE,A(t) has constant dimension). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition
matrix U(·, ·). Then there exists k ∈ {0, 1, . . . , n} such that dimVE,A(t) = k for all t ∈ R+.

Proof: Fix s ∈ R+ and set k := dimVE,A(s). We distinguish two cases.
Case 1 : k = 0. Then U(s, s) = 0 and hence

U(t, t)
(4.2)
= U(t, s)U(s, s)U(s, t) = 0

which gives dimVE,A(t) = 0 for all t ∈ R+.
Case 2 : k ≥ 1. Let ϕ1, . . . , ϕk ∈ VE,A(s) be linearly independent. Then, for i ∈ {1, . . . , k}, t 7→
U(t, s)ϕi solves (E,A) due to (4.2) and hence U(t, s)ϕi ∈ VE,A(t) for all t ∈ R+.
Now fix t ∈ R+. In order to show that U(t, s)ϕ1, . . . , U(t, s)ϕk are linearly independent let

c1U(t, s)ϕ1 + . . .+ ckU(t, s)ϕk = 0

for some c1, . . . , ck ∈ R. Therefore, U(t, s)y = 0 for y := c1ϕ1 + . . .+ ckϕk ∈ VE,A(s) and hence

y = U(s, s)y = U(s, t)U(t, s)y = 0,

which gives, by linear independency of ϕ1, . . . , ϕk, that c1 = . . . = ck = 0. This proves that
dimVE,A(s) ≤ dimVE,A(t) and equality follows since s and t were fixed but arbitrary.

It remains an open problem as to whether, for the class of DAEs which possess a transition matrix,
(4.2) in Definition 4.1 does already imply uniqueness (4.1). Moreover, the integral equation developed
in Lemma 4.3 should be further investigated, especially regarding existence and uniqueness of solutions.

5 Bohl exponents for DAEs which possess a transition matrix

In this section we consider Bohl exponents for the class of DAEs which possess a transition matrix as
introduced in the previous section. We revisit some results of Section 3 for this class, state a relation-
ship between solutions of a Cauchy problem and negative Bohl exponent, and then derive a robustness
result using the Bohl exponent.

It is immediate from Definition 4.1 and Corollary 4.2, that the Bohl exponent of a DAE (E,A) ∈
C(R+;Rn×n)2 which possesses a transition matrix U(·, ·) has the following representation:

kB(E,A) = inf
{
ρ ∈ R

∣∣∣ ∃Nρ > 0 ∀ t ≥ s > 0 ∀x ∈ VE,A(s) : ‖U(t, s)x‖ ≤ Nρe
ρ(t−s)‖x‖

}
. (5.1)
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Remark 5.1 (Time-invariant linear DAEs). We give a complete characterization of the Bohl exponent
of time-invariant linear DAEs (E,A) ∈ (Rn×n)2. To this end we distinguish the cases that either (E,A)
is regular, i.e. det(sE −A) 6≡ 0, or not.
Case 1 : (E,A) is regular. In this case we can find invertible matrices S, T ∈ Rn×n which transform
(E,A) into quasi-Weierstraß form [4]

(SET, SAT ) =

([
I 0
0 N

]
,

[
J 0
0 I

])
,

where J is some matrix and N is nilpotent. Note that it is not sufficient to consider the Weierstraß
canonical form as in [17, Thm. 2.7], since we require the matrices J, S, T to be real-valued. Now it
follows [4] that (E,A) possesses a transition matrix

(t, s) 7→ U(t, s) = T

[
eJ(t−s) 0

0 0

]
T−1.

Then formula (5.1) and some simple calculations yield that

kB(E,A) = max { Re λ | λ ∈ σ(J) } = max { Re λ | det(λE −A) = 0 } .

This result was already mentioned in [9, Rem. 4.2], but without proof.
Case 2 : (E,A) is not regular. In this case we have det(λE − A) = 0 for all λ ∈ C. Therefore, given
any λ ∈ R, we find xλ ∈ Rn \ {0} such that (λE −A)xλ = 0. Hence, t 7→ eλtxλ solves the DAE (E,A)
for all λ ∈ R, which shows that (E,A) cannot have a finite Bohl exponent, i.e. we obtain

kB(E,A) =∞.
�

In order to extend Theorem 3.9 to DAEs which possess a transition matrix in such a way that a
negative Bohl exponent is equivalent to exponential stability we first need a characterization of ex-
ponential stability for this class of DAEs. An immediate characterization, due to Definition 4.1 and
Corollary 4.2, is the following: A DAE (E,A) ∈ C(R+;Rn×n)2 which possesses a transition matrix
U(·, ·) is exponentially stable if, and only if,

∃µ,M > 0 ∀ (t0, x0) ∈ VE,A ∀ t ≥ t0 : ‖U(t, t0)x0‖ ≤M e−µ(t−t0)‖x0‖. (5.2)

The proof of this equivalence uses arguments similar to the ones used in Proposition 5.2; we omit it.
Note that in particular equations (5.1) and (5.2) show that a DAE (E,A) which possesses a transition
matrix is exponentially stable if, and only if, kB(E,A) < 0.
We may also obtain a characterization via replacing x0 in (5.2) by Π(t0), where Π is continuous and
bounded and Π(t0) is a projector on VE,A(t0).

Proposition 5.2 (Exponential stability of normal DAEs). Let (E,A) ∈ C(R+;Rn×n)2 possess a
transition matrix U(·, ·) and choose Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) and Π(t)2 = Π(t)
for all t ∈ R+. Furthermore, suppose Π is bounded. Then (E,A) is exponentially stable if, and only if,

∃µ,M > 0 ∀ t ≥ t0 > 0 : ‖U(t, t0)Π(t0)‖ ≤Me−µ(t−t0).

Proof: “⇒”: Let t0 ∈ R+ and note that Corollary 4.2(iii) implies that any right maximal solution of
(E,A) is right global. Thus by Definition 2.2 we have

∃µ,M > 0 ∃ δ = δ(t0) > 0 ∀x0 ∈ Bδ(0) ∩ VE,A(t0) ∀ t ≥ t0 : ‖U(t, t0)x0‖ ≤Me−µ(t−t0)‖x0‖. (5.3)
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Now let i ∈ {1, ..., n}. If Π(t0)ei 6= 0, then

∀ t ≥ t0 :

∥∥∥∥U(t, t0)
δΠ(t0)ei

2‖Π(t0)ei‖

∥∥∥∥ ≤Me−µ(t−t0)

∥∥∥∥ δΠ(t0)ei
2‖Π(t0)ei‖

∥∥∥∥
=⇒ ∀ t ≥ t0 :

∥∥U(t, t0)Π(t0)ei
∥∥ ≤Me−µ(t−t0)

∥∥Π(t0)ei
∥∥ ≤Me−µ(t−t0)

∥∥Π(t0)
∥∥ .

If Π(t0)ei = 0 the latter inequality trivially holds, hence it is true for all i ∈ {1, ..., n}. Using equivalence
of norms and boundedness of Π the claim finally follows from some simple calculations.
“⇐”: Let t0 > 0. We show that (5.3) holds. Choose δ = 1 and let x0 ∈ Bδ(0) ∩ VE,A(t0). Since Π(t0)
is idempotent we find that Π(t0)x0 = x0, hence

∀ t ≥ t0 : ‖U(t, t0)x0‖ = ‖U(t, t0)Π(t0)x0‖ ≤ ‖U(t, t0)Π(t0)‖ · ‖x0‖
Ass.
≤ Me−µ(t−t0)‖x0‖.

This proves the assertion.

It is clear that the assumption of boundedness of Π in Proposition 5.2 is crucial, since otherwise one
may easily construct a counterexample. The assumption of Π being idempotent, i.e. Π(t)2 = Π(t) for
all t ∈ R+, however may possibly be relaxed.
Whereas, having the transition matrix U(·, ·) of the DAE (E,A), one may define

Π : R+ → Rn×n, t 7→

{
U(t, t), ‖U(t, t)‖ ≤ 1
U(t,t)
‖U(t,t)‖ , ‖U(t, t)‖ > 1

,

which satisfies all assumptions. Therefore, if ever boundedness or idempotency of Π is required, this
is no great restriction in the free choice of Π.

We are now in the position to state a “simplified” version of Theorem 3.9 for DAEs which possess
a transition matrix. To this end we use the bounded projector Π and therefore it is clear that the
following corollary is a direct generalization of [15, Thm. 3.3.15] to DAEs which possess a transition
matrix, since in the case E = I we would have Π = I and U(·, ·) would be the transition matrix of the
ODE (I, A).

Corollary 5.3 (Theorem 3.9 revisited). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition matrix
U(·, ·) and choose Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) and Π(t)2 = Π(t) for all t ∈ R+.
Furthermore, suppose Π is bounded and kB(E,A) <∞. Then the following statements are equivalent.

(i) kB(E,A) < 0,

(ii) (E,A) is exponentially stable,

(iii)

∀ p ∈ R+ ∃ c > 0 ∀ t0 ∈ R+ :

∫ ∞
t0
‖U(t, t0)Π(t0)‖p dt ≤ c.

Proof: (i)⇔(ii): Follows directly from equations (5.1) and (5.2).
(i)⇔(iii): By Theorem 3.9 and Corollary 4.2 it follows that kB(E,A) < 0 if, and only if,

∀ p ∈ R+ ∃ c > 0 ∀ (t0, x0) ∈ VE,A :

∫ ∞
t0
‖U(t, t0)x0‖p dt ≤ c‖x0‖p.

Now using the same arguments as in the proof of Proposition 5.2 yields the assertion.
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Note that the matrix-valued function Π is not needed for the equivalence of (i) and (ii) in Corollary 5.3.

In the following we consider Cauchy problems corresponding to the DAE (E,A). In particular, we
derive the result that, loosely speaking, the Bohl exponent of (E,A) is negative if, and only if, the
Cauchy problem for a special class of bounded inhomogeneities has a bounded solution. For ODEs this
is well-known [11, Thm. 5.2] and the class of inhomogeneities is just the set of all bounded continuous
functions. However, for DAEs the situation is more subtle, since solutions do not necessarily exist
for arbitrary inhomogeneities and variation of constants is, as explained in Section 4, in general not
feasible. So one has to find the correct class of inhomogeneities in order to generalize [11, Thm. 5.2]
to DAEs.
We call a continuously differentiable function x : (0, ω)→ Rn, ω > 0, a solution of the Cauchy problem

E(t)ẋ = A(t)x+ f(t), x(0+) = x0, (5.4)

where f ∈ C(R+;Rn), if, and only if, x satisfies E(t)ẋ(t) = A(t)x(t) + f(t) for all t ∈ (0, ω) and
x(0+) = x0.

In Section 4 we have seen that inhomogeneities of the form EΠf , where Π ∈ C(R+;Rn×n) is such that
im Π(t) = VE,A(t) for all t ∈ R+, are the correct concept when it comes to DAEs (E,A) which possess
a transition matrix U(·, ·). In Theorem 5.5 we show that the Cauchy problem corresponding to the
inhomogeneity EΠf has a bounded solution whenever Πf is bounded if, and only if, kB(E,A) < 0.
This equivalence justifies the consideration of the special perturbations EΠg as in (4.3).
In the following lemma we show that the Cauchy problem has a unique global solution for inhomo-
geneities f as described above. However, we require the additional technical assumption that the limits
(Πf)(0+) and U(t, 0+) exist for all t ∈ R+.

Lemma 5.4 (Unique solution to the Cauchy problem). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition
matrix U(·, ·) and choose Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) for all t ∈ R+. Then, for any
t0 ∈ R+ and f ∈ C(R+;Rn), all right global solutions x(·) of the initial value problem

E(t)ẋ = A(t)x+ E(t)Π(t)f(t), x(t0) = 0, (5.5)

satisfy

∀ t ≥ t0 : x(t) =

∫ t

t0
U(t, s)Π(s)f(s) ds .

If additionally U(t, 0+) exists for all t ∈ R+, then, for any f ∈ C(R+;Rn) such that (Πf)(0+) exists,
the Cauchy problem

E(t)ẋ = A(t)x+ E(t)Π(t)f(t), x(0+) = 0, (5.6)

has the unique global solution

x : R+ → Rn, t 7→
∫ t

0
U(t, s)Π(s)f(s) ds .

Proof: Let t0 ∈ R+ and f ∈ C(R+;Rn). Since (E,A) possesses a transition matrix U(·, ·) we may
apply Lemma 4.3 to conclude that any right global solution x : (α,∞)→ Rn of (5.5), α < t0, has the
representation

∀ t > α : x(t) = U(t, t0)x(t0) +

∫ t

t0
U(t, s)Π(s)f(s) ds ,
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which, in view of x(t0) = 0, proves the claim.
Considering the Cauchy problem (5.6) we find that, due to Lemma 4.3, any right global solution
x : (0,∞)→ Rn of (5.6) has the representation

∀ t, t0 > 0 : x(t) = U(t, t0)x(t0) +

∫ t

t0
U(t, s)Π(s)f(s) ds .

Since limt0↘0 x(t0) = x(0+) = 0 and the limits U(t, 0+), (Πf)(0+) exist for all t ∈ R+, we may take
the limit for t0 → 0 and obtain

∀ t > 0 : x(t) =

∫ t

0
U(t, s)Π(s)f(s) ds .

On the other hand, simple calculations show that this is indeed a solution of (5.6), hence the lemma
is proved.

In view of Lemma 5.4 we collect all functions f such that (5.6) has a unique global solution:

FΠ := { f ∈ C(R+;Rn) | f is bounded and (Πf)(0+) = 0 } . (5.7)

Even for ODEs the result [11, Thm. 5.2] does not hold without further assumptions: the usual as-
sumption is integral boundedness of A, see e.g. [11, (5.9)]. However, a careful inspection of the proof
of [11, Thm. 5.2] yields that this assumption can be weakened; we formulate it for DAEs which possess
a transition matrix U(·, ·):

∃M > 0 ∀ t0 ∈ R+ ∀ t ∈ [t0, t0 + 1] : ‖U(t, t0)Π(t0)‖ ≤M. (5.8)

The following theorem is the generalization of [11, Thm. 5.2] to DAEs (E,A) which possess a transition
matrix. Although the main idea of the proof is as in [11] it is more subtle.

Theorem 5.5 (Cauchy problem). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition matrix U(·, ·) and
choose Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) and Π(t)2 = Π(t) for all t ∈ R+. Suppose that
condition (5.8) holds and U(t, 0+) exists for all t ∈ R+. Then the unique global solution of the Cauchy
problem (5.6) is bounded for every f ∈ FΠ if, and only if, kB(E,A) < 0.

Proof: “⇐”: Let f ∈ FΠ. Since (E,A) possesses a transition matrix U(·, ·) we may apply Lemma 5.4
to conclude that the unique global solution x : (0,∞) → Rn of the Cauchy problem (5.6) has the
representation

∀ t > 0 : x(t) =

∫ t

0
U(t, s)Π(s)f(s) ds . (5.9)

Taking norms gives

∀ t > 0 : ‖x(t)‖ ≤
∫ t

0
‖U(t, s)Π(s)f(s)‖ ds . (5.10)

Since kB(E,A) < 0 there exist ρ,Nρ > 0 such that (E,A) has property B(ρ,Nρ) and invoking
Π(s)f(s) ∈ VE,A(s) gives that t 7→ U(t, s)Π(s)f(s) solves (E,A) for all s ∈ R+. Therefore,

∀ t, s ∈ R+ : ‖U(t, s)Π(s)f(s)‖ ≤ Nρe
−ρ(t−s)‖Π(s)f(s)‖.

This inequality together with (5.10) implies

∀ t ∈ R+ : ‖x(t)‖ ≤
∫ t

0
Nρe

−ρ(t−s)‖Π(s)f(s)‖ ds ≤ ‖Πf‖∞
Nρ

ρ
.
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“⇒”: Step 1 : We show that

V := { g ∈ C(R+;Rn) | g is bounded and ∃ f ∈ C(R+;Rn) : g = Πf }

is a Banach space.
Clearly, V is a linear subspace of the Banach space (B, ‖·‖∞), where B = { g ∈ C(R+;Rn) | g is bounded }.
We show that V is a closed subspace of B. To see this consider the following: for any convergent se-
quence gk → g in V there exist fk ∈ C(R+;Rn), k ∈ N, such that gk = Πfk and since ‖Πfk−g‖∞ → 0 we
also have pointwise convergence, i.e. Π(t)fk(t)→ g(t) for all t ∈ R+. This clearly gives g(t) ∈ im Π(t)
and hence g(t) = Π(t)g(t) since Π(t) is idempotent. But this means g ∈ V and therefore V is closed.
Hence we have that (V, ‖ · ‖∞) is a Banach space.

Step 2 : We show that, for all t ∈ R+,

Kt : V → Rn, g 7→
∫ t

0
U(t, s)g(s) ds

is a bounded linear operator and satisfies

∃K > 0 ∀ g ∈ V ∀ t ∈ R+ : ‖Kt(g)‖ ≤ K‖g‖∞. (5.11)

Fix t ∈ R+. Kt is bounded since, for all g ∈ V ,∥∥∥∥∫ t

0
U(t, s)g(s) ds

∥∥∥∥ ≤ ∫ t

0
‖U(t, s)‖ ds︸ ︷︷ ︸

=:Mt

‖g‖∞

and the continuity of s 7→ U(t, s) on the compact set [0, t] implies Mt <∞. Now, for any g ∈ V , there
exists f ∈ C(R+;Rn) such that g = Πf and since g is bounded, the Cauchy problem (5.6) corresponding
to Πf has a unique global and bounded solution x by assumption, i.e.

∀Πf ∈ V ∃M > 0 ∀ t ∈ R+ : ‖Kt(Πf)‖ = ‖x(t)‖ ≤M,

where we used the representation (5.9) of the solution x of the Cauchy problem. Therefore, we have

∀ g ∈ V : sup
t>0
‖Kt(g)‖ <∞.

Invoking that V is a Banach space by Step 1, the uniform boundedness principle now gives that

sup
t>0
‖Kt‖ <∞,

and therefore (5.11) holds.

Step 3 : Let t0 ∈ R+ and f ∈ C(R+;Rn) such that Πf is bounded and consider the initial value
problem (5.5). By Lemma 5.4 any right global solution x of (5.5) has the representation

∀ t ≥ t0 : x(t) =

∫ t

t0
U(t, s)Π(s)f(s) ds (5.12)

and indeed x as in (5.12) solves (5.5), i.e. there exists a unique global solution. We show that the
solutions are bounded in the following sense:

∃K > 0 ∀ f ∈ C(R+;Rn) s.t. Πf is bounded ∀ t ≥ t0 : ‖x(t)‖ ≤ K‖Πf‖∞. (5.13)
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To this end consider, for 0 < ε < t0, the Cauchy problem

E(t)ẋε = A(t)xε + E(t)Π(t)fε(t), xε(0) = 0, (5.14)

where

fε(t) =


0 for 0 < t < t0 − ε

1
εf(t0)(t− t0 + ε) for t0 − ε ≤ t < t0

f(t) for t ≥ t0.

Note that fε(0+) = (Πfε)(0+) = 0. Then Lemma 5.4 yields that the unique global solution xε of (5.14)
has the form

∀ t > 0 : xε(t) =

∫ t

0
U(t, s)Π(s)fε(s) ds

=

∫ t0

t0−ε
U(t, s)Π(s)

(
1

ε
f(t0)(s− t0 + ε)

)
ds +

∫ t

t0
U(t, s)Π(s)f(s) ds . (5.15)

Equations (5.15) and (5.11) (see Step 2) now immediately yield that for any f ∈ C(R+;Rn) such that
Πf is bounded, the corresponding solution xε of (5.14) satisfies

∀ t ∈ R+ : ‖xε(t)‖ ≤ K‖Πfε‖∞. (5.16)

Now, for fixed t ∈ R+ and ε → 0 we find that fε(t) → f∗(t) =

{
0 for 0 < t < t0

f(t) for t ≥ t0 . Hence

xε(t)→ x(t) for t ≥ t0, where x is as in (5.12) and therefore (5.16) yields that

∀ t ≥ t0 : ‖x(t)‖ ≤ K‖Πf∗‖∞ ≤ K‖Πf‖∞,

which proves (5.13).

Step 4 : Let t0 ∈ R+. We distinguish two cases.
Case 1 : U(t, t0)Π(t0) 6= 0 for all t ∈ R+. Then let y ∈ Rn and define the continuous functions

χ : R+ → R, t 7→ 1

‖U(t, t0)Π(t0)‖
and f : R+ → Rn, t 7→ U(t, t0)Π(t0)y

‖U(t, t0)Π(t0)‖
.

Since U(t, t0)Π(t0)y ∈ VE,A(t) and Π(t) is idempotent we find that

‖Π(t)f(t)‖ = ‖f(t)‖ ≤ ‖y‖

for all t ∈ R+ and hence Πf is bounded. Then, by (5.12), any solution x(·) of (5.5) satisfies

∀ t ∈ R+ : x(t) =

∫ t

t0
U(t, s)Π(s)

U(s, t0)Π(t0)y

‖U(s, t0)Π(t0)‖
ds = U(t, t0)Π(t0)y · ϕ(t),

where

ϕ : R+ → R, t 7→
∫ t

t0
χ(s) ds .

Clearly ϕ ∈ C1(R+;R) and ϕ(t) > 0 for all t ≥ t0 + 1. From (5.13) (see Step 3) we obtain that

∀ t ≥ t0 : ‖x(t)‖ ≤ K‖Πf‖ ≤ K‖y‖,
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and hence
∀ t ≥ t0 : ϕ(t)‖U(t, t0)Π(t0)y‖ ≤ K‖y‖. (5.17)

We show that

∀ t ≥ t0 + 1 :
1

K
≤ ϕ′(t)

ϕ(t)
. (5.18)

Assume that 1/K > ϕ′(t̂)/ϕ(t̂) for some t̂ ≥ t0 + 1 and observe that ϕ′(t) = χ(t) for all t ∈ R+. Then,
by (5.17) we obtain

∀ y ∈ Rn :
ϕ(t̂)

ϕ′(t̂)
‖y‖ > K‖y‖

(5.17)

≥ ϕ(t̂)‖U(t̂, t0)Π(t0)y‖

and since ϕ(t̂) > 0 we have

1

ϕ′(t̂)
> max

y∈Rn
y 6=0

‖U(t̂, t0)Π(t0)y‖
‖y‖

= ‖U(t̂, t0)Π(t0)‖ =
1

χ(t̂)
=

1

ϕ′(t̂)
,

a contradiction. This proves (5.18). Now integrating (5.18) gives

∀ t ≥ t0 + 1 :
1

K
(t− t0 − 1) =

∫ t

t0+1

1

K
ds ≤

∫ t

t0+1

ϕ′(s)

ϕ(s)
ds = lnϕ(t)− lnϕ(t0 + 1),

and applying the exponential yields

∀ t ≥ t0 + 1 : ϕ(t) ≥ ϕ(t0 + 1)e
1
K

(t−t0−1).

Then
1

‖U(t, t0)Π(t0)‖
= χ(t) = ϕ′(t)

(5.18)

≥ ϕ(t)

K
≥ ϕ(t0 + 1)

K
e

1
K

(t−t0−1)

and hence

‖U(t, t0)Π(t0)‖ ≤ Ke
1
K

ϕ(t0 + 1)
e−

1
K

(t−t0)

for all t ≥ t0 + 1. Now invoking the assumption (5.8) we find

ϕ(t0 + 1) =

∫ t0+1

t0

1

‖U(s, t0)Π(t0)‖
ds ≥ 1

M

and
max

t∈[t0,t0+1]
e

1
K

(t−t0)‖U(t, t0)Π(t0)‖ ≤ e
1
KM.

Thus, for

ν :=
1

K
, N := max

{
M, e

1
KM

}
,

we obtain
∀ t ≥ t0 : ‖U(t, t0)Π(t0)‖ ≤ Ne−ν(t−t0). (5.19)

Case 2 : There exists t̂ ∈ R+ such that U(t̂, t0)Π(t0) = 0. Then, for all t ∈ R+,

U(t, t0)Π(t0) = U(t, t̂)U(t̂, t0)Π(t0) = 0,

thus (5.19) does also hold true in this case.

Cases 1 and 2 together and the “⇐”-part of the proof of Proposition 5.2 (which does not need the
boundedness of Π) show that (E,A) is exponentially stable and an application of Corollary 5.3 then
finally yields that kB(E,A) < 0.
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Remark 5.6 (Cauchy problem and condition (5.8)). A careful inspection of the proof of Theorem 5.5
reveals that condition (5.8) is only necessary for the necessity part of the proof. Furthermore, in case
of an ODE (I, A), the integral boundedness of A [11, (5.9)] implies condition (5.8). That integral
boundedness of A is essential (for the sufficiency part), i.e. cannot be dropped, in the case of an ODE
has been shown in [11, p. 131], so it is straightforward that condition (5.8) is essential in the case of
DAEs. �

In the remainder of this section we investigate robustness of DAEs (E,A) which possess a transition
matrix. The appropriate tool for this analysis is, as it turned out for ODEs [11, 14], the Bohl exponent.
To this end we consider perturbations of the DAE (E,A) as already introduced in Section 4: Choose
Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) for all t ∈ R+. Then, for any g ∈ C(R+ × Rn;Rn), we
consider the perturbed DAE

E(t)ẋ = A(t)x+ E(t)Π(t)g(t, x). (5.20)

EΠg is a structured perturbation which guarantees “consistency” with the DAE. This becomes clear
by considering the equivalent integral equation (Lemma 4.3) and Theorem 5.5, which both justify the
term EΠ in front of g. Note that E and Π are constant invertible matrices if (E,A) is an ODE. Fur-
thermore, the necessity of the term EΠ concerning stability issues is stressed by the following simple
example of an index 1 DAE: The system 0 = x is obviously exponentially stable, but the perturbed
system 0 = x − δ is unstable for any arbitrary small δ > 0. However, EΠ = 0 in this case and hence
any perturbation involving the term EΠ, i.e. any system 0 = x+0 ·g(t, x), would still be exponentially
stable.
We show in the following that the Bohl exponent of a system (E,A) remains negative under pertur-
bations of the form (5.20), provided g is “sufficiently small” in some sense.

Theorem 5.7 (Stability of Bohl exponents). Let (E,A) ∈ C(R+;Rn×n)2 possess a transition matrix
U(·, ·) and choose Π ∈ C(R+;Rn×n) such that im Π(t) = VE,A(t) for all t ∈ R+. Then for any ε > 0
there exists δ > 0, such that for all g ∈ C(R+ × Rn;Rn) and q ∈ C(R+;R) with the properties

∀ (t, x) ∈ VE,A : ‖Π(t)g(t, x)‖ ≤ q(t)‖x‖ (5.21)

and

lim sup
t,s→∞

1

s

∫ t+s

t
q(τ) dτ < δ, (5.22)

we have
kB(5.20) < kB(E,A) + ε.

Before we prove Theorem 5.7 we need the following lemma.

Lemma 5.8. Let (E,A) ∈ C(R+;Rn×n)2 possess a transition matrix U(·, ·) and choose Π ∈ C(R+;Rn×n)
such that im Π(t) = VE,A(t) for all t ∈ R+. Suppose there exist g ∈ C(R+×Rn;Rn), q ∈ C(R+;R) such

that (5.21) holds,
∫ t0

0 q(s) ds <∞ and

∃ t0, s0 > 0 : sup
t≥t0

1

s0

∫ t+s0

t
q(s) ds =: M0 <∞. (5.23)

If (E,A) has property B(ν,N) for some ν ∈ R, N ∈ R+, then (5.20) has property B(ν−NM0, NN0es
0NM0

),

where N0 := eN
∫ t0
0 q(s) ds .
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Proof: Let x : (α,∞) → Rn be a right global solution of (5.20) and s > α. Then, by Lemma 4.3, x
has the representation

∀ t > α : x(t) = U(t, s)x(s) +

∫ t

s
U(t, τ)Π(τ)g(τ, x(τ)) dτ .

Since (E,A) possesses a transition matrix U(·, ·) and has property B(ν,N) it is immediate that

∀ t ≥ s > 0 ∀x ∈ VE,A(s) : ‖U(t, s)x‖Ne−ν(t−s)‖x‖. (5.24)

Now x(s) ∈ VE,A(s) (see the proof of Lemma 4.3) and Π(τ)g(τ, x(τ)) ∈ VE,A(τ) give that, for all t > α,

‖x(t)‖
(5.24)

≤ Ne−ν(t−s)‖x(s)‖+

∫ t

s
Ne−ν(t−τ)‖Π(τ)g(τ, x(τ))‖ dτ ,

and hence, invoking (5.21),

eνt‖x(t)‖ ≤ Neνs‖x(s)‖+

∫ t

s
Nq(τ)eντ‖x(τ)‖ dτ .

An application of Gronwall’s inequality (see e.g. [15, Lem. 2.1.18]) yields

∀ t > α : ‖x(t)‖ ≤ Ne−ν(t−s)‖x(s)‖eN
∫ t
s q(τ) dτ . (5.25)

Now we distinguish two cases.
Case 1 : s < t0. Let t ≥ s and k ∈ N such that s0(k − 1) ≤ t− t0 < s0k. Then∫ t

t0
q(τ) dτ

(5.23)

≤ ks0M0 ≤ (t− t0 + s0)M0 ≤ (t− s+ s0)M0, (5.26)

and therefore,

∀ t ≥ s : ‖x(t)‖
(5.25)

≤ Ne−ν(t−s)‖x(s)‖eN
∫ t0
s q(τ) dτ eN

∫ t
t0
q(τ) dτ

(5.26)

≤ Ne−ν(t−s)N0eN(t−s+s0)M0‖x(s)‖ = NN0es
0NM0

e−(ν−NM0)(t−s)‖x(s)‖.

Case 2 : s ≥ t0. Let t ≥ s and k ∈ N such that s0(k − 1) ≤ t− s < s0k. Then∫ t

s
q(τ) dτ

(5.23)

≤ ks0M0 ≤ (t− s+ s0)M0, (5.27)

and therefore, (5.25) gives

∀ t ≥ s : ‖x(t)‖
(5.27)

≤ Ne−ν(t−s)eN(t−s+s0)M0‖x(s)‖ ≤ NN0es
0NM0

e−(ν−NM0)(t−s)‖x(s)‖.

We are now in the position to prove Theorem 5.7.

Proof of Theorem 5.7: (E,A) has property B
(
−kB(E,A)− ε

2 , N ε
2

)
, and (5.22) implies existence

of t0, s0 > 0 such that

sup
t≥t0

1

s0

∫ t+s0

t
q(s) ds < 2δ.

An application of Lemma 5.8 yields that (5.20) has property B
(
−kB(E,A)− ε

2 − 2δN ε
2
, Ñ
)

for some

Ñ > 0. Choosing δ < ε
4N ε

2

completes the proof of the theorem.
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Remark 5.9 (Bounded Π). If Π in Lemma 5.8 and Theorem 5.7 is bounded, then it is sufficient to
assume that g is linearly bounded in the sense that there exists q ∈ C(R+;R) such that

∀ (t, x) ∈ VE,A : ‖g(t, x)‖ ≤ q(t)‖x‖

to deduce conditions equivalent to (5.23) and (5.22). �

Remark 5.10 (Perturbation of Bohl exponents). Theorem 5.7 characterizes the continuity property
of the Bohl exponent. For any given ε > 0 we may choose perturbations of (E,A) so small that the
corresponding Bohl exponent does only increase by at most ε.
On the other hand, Theorem 5.7 also characterizes the robustness of exponential stability of the DAE
(E,A): if (E,A) is exponentially stable, then any sufficiently small perturbation of (E,A) (i.e. (5.22)
is satisfied for sufficiently small δ > 0) is exponentially stable, provided that a negative Bohl exponent
is equivalent to exponential stability for the perturbed system. �
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