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#### Abstract

We study a class of rooted trees with a substitution type structure. These trees are not necessarily regular, but exhibit a lot of symmetries. We consider nearest neighbor operators which reflect the symmetries of the trees. The spectrum of such operators is proven to be purely absolutely continuous and to consist of finitely many intervals. We further investigate stability of the absolutely continuous spectrum under perturbations by sufficiently small potentials. On the one hand, we look at a class of deterministic potentials which include radial symmetric ones. The absolutely continuous spectrum is stable under sufficiently small perturbations of this type if and only if the tree is not regular. On the other hand, we study random potentials. In this case, we prove stability of absolutely continuous spectrum for both regular and non regular trees provided the potentials are sufficiently small.


## Zusammenfassung

Wir untersuchen eine Klasse von Bäumen mit Wurzel denen eine Substitutionsstruktur zugrunde liegt. Obwohl diese Bäume nicht notwendigerweise regulär sind, weisen sie dennoch viele Symmetrien auf. Wir betrachten Differenzenoperatoren, die die Symmetrien respektieren. Wir zeigen, dass das Spektrum solcher Operatoren rein absolut stetig ist und aus endlich vielen Intervallen besteht. Weiterhin untersuchen wir die Stabilitätseigenschaften des absolut stetigen Spektrums unter Störungen durch genügend kleine Potenziale. Auf der einen Seite handelt es sich dabei um eine Klasse deterministischer Potenziale, die unter anderem radial symmetrische Potenziale enthält. Das absolut stetige Spektrum erweist sich als stabil dann und nur dann, wenn der zugrundeliegende Baum nicht regulär ist. Auf der anderen Seite betrachten wir zufällige Potenziale. In diesem Fall beweisen wir Stabilität des absolut stetigen Spektrums sowohl für reguläre wie auch für nicht reguläre Bäume unserer Klasse.

## Contents

0 Introduction ..... 1
1 Models and Results ..... 4
1.1 Trees with a substitution type structure ..... 4
1.2 Label invariant operators ..... 7
1.3 Radial label symmetric potentials ..... 9
1.4 Random potentials ..... 11
2 Basic concepts ..... 14
2.1 Self adjoint operators on trees ..... 14
2.1.1 Definition of the operators ..... 14
2.1.2 Spectral measures and Green functions ..... 16
2.1.3 A criterion for absolutely continuous spectrum ..... 19
2.2 Recursion relations for the Green functions ..... 20
2.2.1 Recursion formulas ..... 21
2.2.2 Polynomial equations ..... 22
2.2.3 Recursion maps ..... 23
2.2.4 Application to label invariant operators ..... 23
2.2.5 More formulas for the Green functions ..... 25
2.3 A hyperbolic semi metric ..... 27
2.3.1 Limit point principles ..... 28
2.3.2 Comparison to the hyperbolic standard metric ..... 31
2.3.3 A substitute for the triangle inequality ..... 32
2.3.4 The center of balls and euclidean distances ..... 33
2.4 Contraction properties of the recursion map ..... 36
2.4.1 A decomposition and criterions for contraction ..... 36
2.4.2 Uniqueness of fixed points ..... 40
3 Label invariant operators and label radial symmetric potentials ..... 43
3.1 Recursion formulas ..... 44
3.2 Polynomial equations ..... 45
3.2.1 Regular tree operators ..... 46
3.2.2 Non regular tree operators ..... 47
3.2.3 An application of a theorem of Milnor ..... 49
3.3 Recursion maps ..... 50
3.3.1 The decomposition revisited ..... 51
3.3.2 The recursion map on the relative arguments ..... 54
3.3.3 Uniform contraction on balls ..... 55
3.4 Spectral analysis ..... 57
3.4.1 Continuity of the Green function ..... 57
3.4.2 Stability of absolutely continuous spectrum ..... 59
3.5 Open problems and remarks ..... 61
4 Random potentials ..... 66
4.1 Mean value bounds for the Green function ..... 67
4.2 The ingredients of the proof ..... 69
4.2.1 A two step expansion formula ..... 69
4.2.2 Permutations and an averaged contraction coefficient ..... 73
$4.2 .3 \quad$ A vector inequality ..... 74
4.2.4 Proof of the mean value bounds ..... 76
4.3 Proof of uniform contraction ..... 79
4.3.1 A formula for the averaged contraction coefficient ..... 79
4.3.2 Visibility ..... 81
4.3.3 Case 1: A Jensen type inequality ..... 83
4.3.4 Case 2: Geometric and arithmetic means ..... 85
4.3.5 Case 3: A general bound on the relative arguments ..... 86
4.3.6 Proof ..... 89
4.4 Off diagonal perturbations ..... 90
4.5 Open problems and remarks ..... 92

## Acknowledgements

The first thanks belong undoubtedly to Daniel Lenz. I am more than fortunate to have an advisor, teacher and friend like him. The uncountable hours of explanations and discussion of ideas have contributed a major deal to what I know about mathematics today. I am very thankful for all the encouragement, advice and inspiration during the last years.

The work of this thesis was done partially at the Technical University of Chemnitz, Princeton University and Friedrich Schiller University Jena. The years in Chemnitz are of great importance to me. I am grateful to the group of Peter Stollmann for the friendly and supportive atmosphere and the profound education I received there. I would like to thank Michael Aizenman and the Princeton Department of Mathematics for their generous support and hospitality. Especially, I am indebted to Simone Warzel for the numerous invaluable discussions and explanations on various topics during my time in Princeton. I am also very thankful to the group in Jena. In particular, completing this work would not have been half as much fun without my office mates and friends Sebastian Haeseler and Felix Pogorzelski.

During my research I enjoyed the hospitality of various institutions. In particular, I want to thank Norbert Peyerimhoff (Durham University), Józef Dodziuk (Graduate Center CUNY, New York), Florian Sobieczky (Technical University of Graz) and Radosław Wojciechowski (Group of Mathematical Physics, Lisbon) for the invitations and the wonderful time that I spent at their places.

During the first year of my graduate studies, I was financially supported by the German Research Council (DFG) and, for the rest of the time, by the German Business Foundation (SDW). I appreciate this support as it gave me the freedom to concentrate on research.

I am very grateful to my parents who always supported me strongly. I thank them for their love, encouragement and their outstanding example that you can achieve more than you ever thought by working hard.

My son Elliott is an abundant source of joy to me and a wonderful reminder that there is more to life than mathematics. Finally, I want to express my love and gratitude to my wife Yvonne. Without her support and love during all these years this work would not have been possible. It is wonderful being married to her and I cannot imagine a life without her.

## Chapter 0

## Introduction

And out of the ground made the Lord God to grow every tree that is pleasant to the sight, and good for food; the tree of life also in the midst of the garden, and the tree of knowledge of good and evil. Genesis 2:9

The spectral theory of graphs has a long tradition and to this day it is a vibrant branch of mathematics. The motivations to study nearest neighbor operators on graphs, often referred to as combinatorial Laplacians, reach from random walks over discrete spectral geometry to mathematical physics.

There is a large amount of literature found on questions concerning the return probability of random walks. We refer to Woe2 and references therein. A great survey on many classical results of the spectral theory of certain operators on graphs is given in MW. A question of particular importance concerns the bottom of the spectrum. There are global geometric invariants such as isoperimetric constants and volume growth which can be used to obtain estimates for the bottom of the spectrum, see Do, DoKe DoKa, Fu1, Fu2. Since these geometric invariants are not always explicitly computable, one is also interested in the implications obtained by local quantities. For instance, curvature is a powerful tool to study planar graphs, see Fu2, Hi, Kel KLPS, KP Woe1 Woj. However, to study spectral properties in greater detail, such as the type of the spectral measures, one needs to take a much closer look at the particular structure of the graph. At the moment there are two classes of graphs which seem to be accessible for such a detailed spectral analysis.

One class consists of abelian coverings of finite graphs where one can apply Fourier/ Bloch theory to prove that the corresponding operators have absolutely continuous spectrum. For a recent development see HN and references therein. The most prominent example is $\mathbb{Z}^{d}$ for which the spectral theory was known long before. Moreover, in MRT ladder graphs are studied for which the analysis can be more or less reduced to the situation of $\mathbb{Z}$.

The other class of examples are trees. It is mathematical folklore that the nearest neighbor Laplacian on a regular tree has purely absolutely continuous spectrum. Moreover, the spectrum consists of one interval depending on the branching number of the graph. In [A, a characterization for the existence of eigenvalues is given for operators on trees which are invariant under a group action. On the other hand, there
are classes of trees for which singular spectrum has been proven. For example, the Laplacian on sparsely branching, radial symmetric trees exhibits singular continuous spectrum, see $\overline{\mathrm{Br}}$. In $\overline{\mathrm{BF}}$ it is shown that Laplacians on radial symmetric trees whose branching number does not become eventually periodic have pure singular spectrum. The proofs of these results depend strongly on reducing the operators to a one dimensional situation. Another model of a tree which has pure point spectrum is the canopy tree, studied in AW. From a particular viewpoint, the canopy tree is the limit of a regular tree truncated at the $n$-th sphere as $n$ tends to infinity.

The class of trees which we study in this work have a substitution type structure. Although still rich in symmetry, the trees in this class are, in general, distinguished by a loss of regularity. In general, they are neither regular nor radial symmetric. One motivation to study such trees is that they appear in the context of regular hyperbolic tessellations as spanning trees.

In the first step, we study nearest neighbor operators which exhibit the substitution type structure of the underlying tree. We call them label invariant operators. The spectrum of these operators turns out to be purely absolutely continuous and to consist of finitely many intervals, see Theorem In the second step, we analyze how small perturbations of these operators by potentials effect the spectral properties.

Before describing the perturbation results in more detail we want to explain the motivation which comes from mathematical physics. There such operators are used to model quantum mechanical phenomena of solid states. In particular, the structure of the graph describes the order of atoms in the solid state and the spectral properties of the operators stand in close correspondence to its conductivity properties. The first step is to study systems which exhibit a lot of symmetries. In the second step, one is interested in models where the symmetric structure is broken.

Particular attention has been attracted by models where the loss of symmetry is due to some randomness. In this way the model becomes totally disordered but the symmetries remain in a statistical sense. A question which arises naturally is how much of the spectral properties are preserved under such small random perturbations. Operators of this kind have been widely studied for $\mathbb{Z}^{d}$ (or $\mathbb{R}^{d}$ in the continuous case). See the monographs CFKS, CL, Sto for details and further reference.

A meta theorem in this context is that a lot of symmetry corresponds to absolutely continuous spectrum of the operator and conductance while large disorder corresponds to point spectrum and the behavior of an insulator. For operators on $\mathbb{Z}$, it was proven that an arbitrary small perturbation by a random potential turns the absolutely continuous spectrum of the operator completely into pure point spectrum CKM KS. For higher dimensions, i.e., $\mathbb{Z}^{d}, d \geq 2$, this behavior is only proven for large disorder or energy regimes close to the band edges of the spectrum.

It is expected by physicists that, for $d=2$, the absolutely continuous spectrum turns immediately into point spectrum as soon as disorder occurs. On the other hand, for $d \geq 3$, one expects that parts of the absolutely continuous spectrum remain stable for small disorder. This phenomena is referred to as the extended states conjecture or stability of absolutely continuous spectrum. But there are no rigorous results
known so far for this questions on $\mathbb{Z}^{d}$.
However, in KIT exactly this behavior expected for $\mathbb{Z}^{d}, d \geq 3$, was observed and proven rigorously for regular trees, see also K12 K13. Later in ASW1 FHS2 similar results were obtained by different methods of proof, see also ASW2, ASW3 FHS1, FHS3. In some sense, a tree can be considered as an infinite dimensional analogue of the euclidean lattice. But the absence of cycles in the graph makes the analysis of the spectrum much more accessible. However, the analysis of ASW1 FHS2, KI1 uses strongly the regularity of the tree. A first step away from regularity was taken in Hal1, Hal2 where additional vertices are inserted into edges of a regular tree. There, extending the methods of FHS2 stability of pure absolutely continuous spectrum is proven for this model.

We generalize the geometric setting to a much larger class of trees. In contrast to regular trees, or the model of Hal1 Hal2, the statement that the underlying unperturbed operator has pure absolutely spectrum is neither known nor immediate but has to be proven. Having this established, see Theorem 1, we then show stability of the absolutely continuous spectrum. This is done, firstly, for certain deterministic potentials, see Theorem 22, and, secondly, for random potentials, see Theorem 3.

In some sense, the absolutely continuous spectrum of our trees is even more stable than the one of regular trees. For regular trees, it is known that the absolutely continuous spectrum is generically destroyed completely by radial symmetric potentials, see ASW1 Appendix A]. In clear contrast to this, for non regular trees of our class, we prove stability of absolutely continuous spectrum under radial symmetric potentials which are sufficiently small, see Theorem 2 In this sense the loss of symmetry (i.e., the loss of regularity of the tree) stabilizes the absolutely continuous spectrum.

Secondly, we consider perturbations by random potentials. This extends the major statements of K11 ASW1 FHS2 to a much larger class of trees. We prove that arbitrary fixed parts of the absolutely continuous spectrum are stable almost surely for sufficiently small potentials. While the overall strategy of our approach owes to FHS1, FHS2, the actual steps of our proof are rather different. This reflects also in the results. For instance, all our estimates are explicit, which could be used to calculate a lower bound on the magnitude of the perturbation parameter. Moreover, we obtain a certain continuity for the density of the spectral measures in the absolutely continuous regime in the perturbation parameter.

The text is structured as follows. In Chapter 1 the class of trees and the operators of our interest are introduced. We state the results which are proven in the later chapters and discuss several examples. Chapter 2 surveys the basic concepts of our analysis. Although many of these concepts are well known, we give full proofs for the sake of completeness. Moreover, at some places we generalize known results for bounded operators on trees to unbounded operators. In Chapter 3 we prove two of the main results. This concerns the spectral theory of unperturbed operators and small perturbations by the class of deterministic potentials. These results are submitted for publication in KLW. In Chapter 4 the issue of small random perturbations is tackled.

## Chapter 1

## Models and Results

The fruit of the righteous is a tree of life. Proverbs 11:30
In this chapter we provide the definitions and present the main results of this work. In Section 1.1 we introduce the trees of interest, which are constructed by rules encoded in a substitution matrix. These trees exhibit a lot of symmetry although they are not necessarily regular trees. In Section 1.2 we define operators which are compatible with the geometric structure. We will call them label invariant. Their spectrum is purely absolutely continuous and consists of finitely many intervals. Moreover, the absolutely continuous spectrum of the underlying label invariant operators is stable for certain sufficiently small perturbations on subsets. These perturbations are, on the one hand, radial label symmetric potentials, see Section 1.3 , and, on the other hand, random potentials, see Section 1.4 .

### 1.1 Trees with a substitution type structure

A graph consists of a pair $(\mathcal{V}, \mathcal{E})$. The set $\mathcal{V}$, called the vertex set, is at most countable. The set $\mathcal{E}$, called the edge set, consists of subsets of $\mathcal{V}$ with exactly two elements. If $\{x, y\} \in \mathcal{E}$ for two vertices $x, y \in \mathcal{V}$ we write $x \sim y$ and call $x$ and $y$ adjacent or neighbors. A path of length $n$ is a subset of $n$ distinct vertices $\left\{x_{0}, \ldots, x_{n}\right\}, n \in \mathbb{N}$, such that $x_{k-1} \sim x_{k}$ for $k=1, \ldots, n$. A graph is called connected if every two vertices can be joined by a finite path. The distance $d(x, y)$ between two vertices $x, y \in \mathcal{V}$ in a connected graph is the smallest number $n$ such that $x$ and $y$ can be connected by a path of length $n$. A path $\left\{x_{0}, \ldots, x_{n}\right\}$ which additionally satisfies $x_{0} \sim x_{n}$ is called a cycle. A connected graph without cycles is called a tree. A tree $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ with a distinguished vertex $o \in \mathcal{V}$ is called a rooted tree and $o$ is called the root. We denote a rooted tree by the pair $(\mathcal{T}, o)$. In a rooted tree the vertices can be ordered according to spheres, i.e., the distance $|\cdot|=d(o, \cdot)$ to the root. A vertex in the $(n+1)$-th sphere which is connected to $x$ in the $n$-th sphere is called a forward neighbor of $x$. For a vertex $x$ the forward tree $\mathcal{T}_{x}=\left(\mathcal{V}_{x}, \mathcal{E}_{x}\right)$ is the subgraph of $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ for which every path connecting the root of $\mathcal{T}$ with a vertex in $\mathcal{T}_{x}$ passes $x$, i.e., $y \in \mathcal{T}_{x}$ whenever $d(x, y)=|y|-|x|$.

We now introduce the class of trees which will be the subject of our analysis: Let $\mathcal{A}$ be a finite set, whose elements will be called labels. Furthermore, let a matrix $M$ be given

$$
M: \mathcal{A} \times \mathcal{A} \rightarrow \mathbb{N}_{0}, \quad(j, k) \mapsto M_{j, k},
$$

which we refer to as the substitution matrix. To each label $j \in \mathcal{A}$ we construct inductively a tree $\mathcal{T}=\mathcal{T}(M, j)$ with the vertex set $\mathcal{V}=\mathcal{V}(M, j)$ and the edge set $\mathcal{E}=\mathcal{E}(M, j)$. Each tree comes with a labeling of the vertices, i.e., a function

$$
a: \mathcal{V} \rightarrow \mathcal{A},
$$

assigning to each vertex its label as follows: The root of the tree gets the label $j$. Each vertex with label $k \in \mathcal{A}$ of the $n$-th sphere is joined by edges to $M_{k, l}$ vertices of label $l$ of the $(n+1)$-th sphere.

Let us give some examples.
Example 1.1. (1.) Assume $\mathcal{A}$ consists of only one element $j$ and $M_{j, j}=k$ for some $k \geq 1$. Then, $\mathcal{T}=\mathcal{T}(M, j)$ is a $k$-regular tree, i.e., a tree where each vertex has exactly $k$ forward neighbors.
(2.) Let $\mathcal{A}=\{1,2\}$ and $M=\left(\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right)$. Figure 1.1 illustrates the tree $\mathcal{T}=\mathcal{T}(M, 2)$.


Figure 1.1: An example of a tree constructed by a substitution matrix.

Let us mention that such trees occur in a very natural way as spanning trees of regular tessellations of the hyperbolic plane. We want to illustrate this connection by giving a particular example in Figure 1.2 . There, the $(4,5)$-tessellation is pictured on the left hand side. The pair $(4,5)$ means that five squares meet in any vertex. Now, consider five copies of the tree $\mathcal{T}=\mathcal{T}(M, 1)$ introduced in Example 1.1 (2.) glued together by connecting the roots of the copies to an additional vertex. The resulting tree is now a spanning tree of the (4,5)-tessellation which is illustrated at the right hand side of Figure 1.2 .


Figure 1.2: The regular hyperbolic (4,5)-tessellation and a spanning tree which is constructed by a substitution matrix.

For the purposes pursued in this text we need some additional assumptions on $M$. First of all, we want to exclude the one-dimensional case:
(M0) If $\mathcal{A}$ contains only one element, then $M>1$, (non one-dimensional).
The assumption excludes the case of the graph with vertex set $\mathbb{N}$ and edges $\{n, n+1\}$, $n \in \mathbb{N}$. Although this assumption will not be necessary for the results on the unperturbed operators, it is essential for the perturbation theory. We will also assume the following:
(M1) $M_{j, j} \geq 1$ for all $j \in \mathcal{A}$ (positive diagonal).
(M2) There exists $n=n(M) \in \mathbb{N}$ such that $M^{n}$ has positive entries (primitivity).
There are very natural geometric interpretations of (M1) and (M2). Assumption (M1) guarantees that each vertex has a vertex of its own label as a forward neighbor. On the other hand, (M2) implies that in the forward tree of every vertex one can find vertices of every label.

Note that the assumptions (M0), (M1), (M2) imply that the vertex degree of every vertex is larger or equal to three. Suppose the opposite, which implies that there is a vertex which has only one forward neighbor. Then, by (M1) the only forward neighbor has the same label. By (M2) there cannot be any other labels than this one and we are in the one dimensional situation which is excluded by (M0).
We want to discuss (M1) and (M2) by giving some examples and counter examples.

Example 1.2. (1.) If $M$ has strictly positive entries, i.e., $M: \mathcal{A} \times \mathcal{A} \rightarrow \mathbb{N}$, then $M$ satisfies (M1) and (M2). This is in particular true for Example 1.1 (1.) and (2.) above as well as for the spanning tree of Figure 1.2
(2.) The trees investigated in Hal1, Hal2 can also be constructed by a substitution matrix. They do satisfy (M2) but not (M1). For the precise definition we refer the reader to Hal1 Hal2. Loosely speaking, they are obtained from a regular tree by adding additional vertices within the existing edges. We give the most prominent example of this class, which is the Fibonacci tree. The Fibonacci tree can be constructed by $\mathcal{A}=\{1,2\}$ and

$$
M=\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)
$$

Clearly, (M1) is not satisfied but since

$$
M^{2}=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right),
$$

we have (M2). The tree constructed by $M^{2}$ is the one of Example 1.1 (2.) and Figure 1.1 which yields the spanning trees illustrated in Figure 1.2. Sometimes this tree is also referred to as the Fibonacci tree or the two step Fibonacci tree.
(3.) In the literature on random walks and related topics (see for example Kr KT, NW Ma Tak) trees of finite cone type (sometimes known as periodic trees) are investigated. This class can be described as follows: Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be a tree. Two vertices $x, y \in \mathcal{V}$ are called equivalent if there is a graph isomorphism (i.e., a bijective map which preserves the adjacency relation) mapping $x$ to $y$. The tree $\mathcal{T}$ is called of finite cone type, if there are only finitely many equivalence classes. In particular, this means that $\mathcal{T}$ admits only finitely many rooted trees $(\mathcal{T}, x), x \in \mathcal{V}$ up to graph isomorphisms. In this case, $\mathcal{T}$ can be constructed by a substitution matrix, but does not satisfy (M2).

### 1.2 Label invariant operators

We next turn to the operators which are compatible with the tree structure. Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be a tree $\mathcal{T}(M, j)$ given by a substitution matrix $M$ on a finite set of labels $\mathcal{A}$ satisfying (M0), (M1), (M2) and whose root carries the label $j \in \mathcal{A}$. Moreover, let $\nu: \mathcal{V} \rightarrow(0, \infty)$ be a label invariant measure, i.e., for $x, y \in \mathcal{V}$ with $a(x)=a(y)$ one has $\nu(x)=\nu(y)$. We consider the Hilbert space of $\nu$-square-summable functions on the vertices

$$
\ell^{2}(\mathcal{V}, \nu)=\left\{\varphi:\left.\mathcal{V} \rightarrow \mathbb{C}\left|\sum_{x \in \mathcal{V}}\right| \varphi(x)\right|^{2} \nu(x)<\infty\right\}
$$

For $\nu \equiv 1$ we simply write $\ell^{2}(\mathcal{V})$. We study self adjoint operators $T: \ell^{2}(\mathcal{V}, \nu) \rightarrow$ $\ell^{2}(\mathcal{V}, \nu)$ acting as

$$
\begin{equation*}
(T \varphi)(x)=\sum_{x \sim y} t(x, y) \varphi(y)+w(x) \varphi(x), \tag{1.1}
\end{equation*}
$$

where $t: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{C}$ and $w: \mathcal{V} \rightarrow \mathbb{R}$ are functions such that $t$ respects the adjacency relation and is symmetric with respect to $\nu$, i.e., for all $x, y \in \mathcal{V}$
(T0) $t(x, y) \neq 0$ if and only if $x \sim y$ (adjacency),
(T1) $t(x, y) \nu(x)=\overline{t(y, x)} \nu(y)$ (symmetry),
(here the overbar denotes complex conjugation) and $t$ and $w$ are label invariant, i.e., there are a matrix $\left(m_{j, k}\right)_{j, k}$ and a vector $\left(m_{j}\right)_{j \in \mathcal{A}}$ on the labels such that for all $x, y \in \mathcal{V}$
(T2) $m_{a(x), a(y)}=|t(x, y)|^{2} M_{a(x), a(y)}$ and $m_{a(x)}=w(x)$ (label invariance).
The multiplication by $M$ in the first term is for convenience further down. Note that the positive diagonal assumption (M1) and the adjacency assumption (T0) imply that $m_{j, j}>0$ for all $j \in \mathcal{A}$.
Definition 1.3. We call a linear operator $T$ on $\ell^{2}(\mathcal{V}, \nu)$ acting as 1.1) and satisfying (T0), (T1) and (T2) a label invariant operator on $\mathcal{T}=\mathcal{T}(M, j)$.
Obviously, a label invariant operator is always bounded. We want to discuss the most important examples.
Example 1.4. Let deg : $\mathcal{V} \rightarrow \mathbb{N}$ be the function which associates to a vertex $x \in \mathcal{V}$ the vertex degree, i.e., the number of edges emanating from $x$. Moreover, let $\delta_{o}$ be the function which equals one at the root $o$ of the tree and zero elsewhere.
We discuss three combinatorial versions of the Laplace operator on a tree. In order to ensure that the operators are label invariant we add a boundary condition in form of a potential at the root. This is often referred to as Dirichlet boundary conditions.
(1.) Let $\nu \equiv 1, t(x, y)=-1$ for all $x \sim y$ and $w=\operatorname{deg}+\delta_{o}$. Then, $T$ is the nearest neighbor Laplacian $\Delta$ on $\ell^{2}(\mathcal{V})$ with Dirichlet boundary condition at the root $o$ given by

$$
(\Delta \varphi)(x)=\sum_{y \sim x}(\varphi(x)-\varphi(y))+\varphi(o) \delta_{o}(x) .
$$

The operator is widely used in mathematical physics. The operator $\Delta$ is positive and bounded by the constant $2 \max _{x \in \mathcal{V}} \operatorname{deg}(x)=2\left(1+\max _{j \in \mathcal{A}} \sum_{k \in \mathcal{A}} M_{j, k}\right)$.
(2.) Let $\nu=\operatorname{deg}+\delta_{o}, t(\cdot, y)=-1 / \nu(\cdot)$ for $y \in \mathcal{V}$ and $w \equiv 1$. Then, one obtains for $T$ the normalized nearest neighbor Laplacian $\widetilde{\Delta}$ on $\ell^{2}(\mathcal{V}, \nu)$ with Dirichlet boundary condition at the root $o$ given by

$$
(\widetilde{\Delta} \varphi)(x)=\frac{1}{\nu(x)} \sum_{y \sim x}(\varphi(x)-\varphi(y))+\frac{\varphi(o)}{\nu(o)} \delta_{o}(x) .
$$

The operator is often used in the context of discrete spectral geometry and random walks. The operator $\widetilde{\Delta}$ is positive, bounded and its spectrum is contained in $[0,2]$.
(3.) Let $\nu \equiv 1, t(x, y)=-1$ if $x \sim y$ and $w \equiv 0$. This gives an operator on $\ell^{2}(\mathcal{V})$ called the adjacency matrix via

$$
(A \varphi)(x)=\sum_{y \sim x} \varphi(y) .
$$

We now state our first main result which concerns the spectrum of label invariant operators.
Theorem 1. (Label invariant operators.) Let $T$ be a label invariant operator. Then, the spectrum of $T$ consists of finitely many intervals and is purely absolutely continuous.

The proof of this theorem will be given in Chapter 3. The only case excluded by (M0) is the one of Jacobi operators on $\mathbb{N}$ with constant diagonal and constant modulus on the off diagonal. For this case, it is well known that the theorem remains true. Thus, the theorem remains true if we drop (M0).

However, the following counter example shows that the statement of the theorem becomes false in general if we drop assumption (M1).
Example 1.5. Let $\mathcal{A}=\{1,2\}$,

$$
M=\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right)
$$

and consider $\mathcal{T}=(M, 1)$. Then, the adjacency matrix $A$ on $\mathcal{T}$ discussed in Example 1.4 (3.) has an eigenfunction to the eigenvalue 0 . The eigenfunction vanishes on the odd spheres and takes values $+\frac{1}{2^{n}}$ and $-\frac{1}{2^{n}}$ on the $2 n$-th spheres.

### 1.3 Radial label symmetric potentials

We introduce a class of potentials on $\mathcal{T}$ which are symmetric with respect to the labeling in each sphere.
Definition 1.6. (Radial label symmetric potentials) We say a function $v: \mathcal{V} \rightarrow$ $[-1,1]$ is radial label symmetric if $a(x)=a(y)$ and $|x|=|y|$ implies $v(x)=v(y)$ for all $x, y \in \mathcal{V}$. We define

$$
\mathcal{W}_{\text {sym }}(\mathcal{T}):=\{v: \mathcal{V} \rightarrow[-1,1] \mid v \text { is radial label symmetric }\} .
$$

By the symmetry, a potential $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ can be reduced to a map $\mathbb{N}_{0} \times \mathcal{A} \rightarrow[-1,1]$ which we denote by slight abuse of notation also by $v$, i.e.,

$$
v_{s, j}=v_{|x|, a(x)}=v(x),
$$

for $x \in \mathcal{V}$ with $|x|=s$ and $a(x)=j$ and $v_{s, j}=0$ whenever there is no $x \in \mathcal{V}$ such that $(s, j)=(|x|, a(x))$.
Example 1.7. All radially symmetric potentials are radial label symmetric and, therefore, contained in $\mathcal{W}_{\text {sym }}(\mathcal{T})$.

We want to prove stability of absolutely continuous spectrum for this type of potentials. To this end, we have to exclude a class of operators which act similarly to operators on regular trees.

Definition 1.8. (Regular tree operators) We call a label invariant operator $T$ a regular tree operator if it satisfies
(R1) $\sum_{l \in \mathcal{A}} m_{j, l}=\sum_{l \in \mathcal{A}} m_{k, l}$ for all $j, k \in \mathcal{A}$ (constant branching),
(R2) $m_{j}=m_{k}$ for all $j, k \in \mathcal{A}$ (constant diagonal),
where the matrix $\left(m_{j, k}\right)$ and the vector $\left(m_{j}\right)$ are taken from (T2) above. On the other hand, if (R1) or (R2) fails we call $T$ a non regular tree operator.

Let us discuss the assumptions of a (non) regular tree operator by giving some examples.
Example 1.9. (1.) Let $T=\Delta$. In this case, $m_{j}=\sum_{l \in \mathcal{A}} m_{j, l}+1$ is the vertex degree of a vertex with label $j \in \mathcal{A}$. Hence, $\Delta$ is a regular tree operator if and only if the underlying tree $\mathcal{T}$ is regular. By similar arguments we see that the same applies to the operators $\widetilde{\Delta}$ and $A$.
(2.) Probably the simplest example of a non regular tree operator is discussed in [FHS1. Let $\mathcal{T}$ be a binary tree and $v: \mathcal{V} \rightarrow\{-\lambda, \lambda\}, \lambda>0$ such that, for all vertices, $v$ takes the value $\lambda$ on one of the forward neighbors and $-\lambda$ on the other. Then, the operators $\Delta+v, \widetilde{\Delta}+v$ and $A+v$ are non regular tree operators.
(3.) Note that (R1) and (R2) are only assumptions on the operator and not on the underlying geometry of the tree. For instance, we can define a regular tree operator on the non regular tree introduced in Example 1.1(2.). Let $\nu \equiv 1, w \equiv 0$ and

$$
t(x, y)= \begin{cases}\frac{1}{\sqrt{2}} & : a(x)=a(y)=1 \\ 1 & : \text { else }\end{cases}
$$

Then, the corresponding operator is a regular tree operator although the underlying graph is not regular at all.

The next theorem deals with stability of absolutely continuous spectrum of $T$ under small perturbations by radial label symmetric potentials in the case of non regular tree operators.
Theorem 2. (Perturbations by label radial symmetric potentials.) Let $T$ be a non regular tree operator. Then there exists a finite subset $\Sigma_{0} \subset \sigma(T)$ such that for every compact set $I \subseteq \sigma(T) \backslash \Sigma_{0}$ there exists $\lambda_{0}>0$ such that for all $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ and $\lambda \in\left[0, \lambda_{0}\right]$ we have

$$
I \subseteq \sigma_{\mathrm{ac}}(T+\lambda v) \quad \text { and } \quad I \cap \sigma_{\text {sing }}(T+\lambda v)=\emptyset
$$

Here the set $\sigma(H),\left(\sigma_{\text {ac }}(H), \sigma_{\text {sing }}(H)\right)$ denotes the (absolutely continuous, singular) spectrum of a linear operator $H$. In Section 2.1 .2 definitions are recalled and discussed.

The assumption that $T$ is a non regular tree operator is essential. As proven in ASW1. Appendix A] for regular trees there are potentials $v: \mathcal{V} \rightarrow[-\lambda, \lambda]$ which destroy the absolutely continuous spectrum of $\Delta$ (or $\widetilde{\Delta}$ or $A$ ) completely no matter how small we choose $\lambda$. Examples of such potentials are radially symmetric
ones where the common value in each sphere is given by a random variable. The absolutely continuous spectrum of these operators coincides with the one of onedimensional operators (up to translation and rescaling). Therefore, the absolutely continuous spectrum vanishes almost surely, confer CL PF. See also Example 3.19 in Section 3.5 for a detailed discussion.

There is a corollary about decaying potentials.
Corollary 1.10. Let $T$ be a non regular tree operator. Then, for all $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ such that $v(x) \rightarrow 0$ as $|x| \rightarrow \infty$, we have

$$
\sigma_{\mathrm{ac}}(T+v)=\sigma_{\mathrm{ac}}(T)
$$

Proof. Multiplication by a $v$ vanishing at infinity is a compact operator. Therefore, we have $\sigma_{\text {ess }}(T+v)=\sigma_{\text {ess }}(T)$. Moreover, by Theorem 11, the spectrum of $T$ is purely absolutely continuous. Thus, $\sigma_{\mathrm{ac}}(T+v) \subseteq \sigma_{\text {ess }}(T+v)=\sigma_{\text {ess }}(T) \subseteq \sigma(T)=\sigma_{\mathrm{ac}}(T)$. Conversely, the absolutely continuous spectrum is stable under finitely supported perturbations. In particular, setting $v$ zero at the vertices $x$ where $|v(x)| \geq \lambda$ leaves the absolutely continuous spectrum of $T+v$ invariant. By Theorem 2 the absolutely continuous spectrum of every compact subset included in the spectrum of $T$ (except for a finite set) can be preserved under perturbations by $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ if $v$ is sufficiently small. Since $v$ vanishes at infinity, every such interval is contained in the absolutely continuous spectrum of $T+v$.

### 1.4 Random potentials

We now introduce a class of random potentials. We show that sufficiently small perturbations by these potentials preserve parts of the absolutely continuous spectrum of a label invariant operator.

Let us first recall some basic definitions. Let $(\Omega, \mathbb{P})$ be a probability space and $J$ an arbitrary index set. Let $X: \Omega \times J \rightarrow \mathbb{C},(\omega, j) \mapsto X_{j}^{\omega}$ be a stochastic process, i.e., a measurable map. We say the family of random variables $\left(X_{j}\right)_{j \in J}$ is independently distributed if

$$
\mathbb{P}\left(\left\{\omega \in \Omega \mid \bigcap_{k=1}^{n} X_{j_{k}}^{\omega} \in B_{k}\right\}\right)=\prod_{k=1}^{n} \mathbb{P}\left(\left\{\omega \in \Omega \mid X_{j_{k}}^{\omega} \in B_{k}\right\}\right),
$$

for all $n \in \mathbb{N}, j_{k} \neq j_{l}$ if $k \neq l$ and Borel sets $B_{k} \subseteq \mathbb{C}, k=1, \ldots, n$. Moreover, we say the random variables $\left(X_{j}\right)_{j \in J}$ are identically distributed if there is a probability measure $\mu$ on $\mathbb{C}$, called the distribution or the push forward measure, such that

$$
\mathbb{P}\left(\left\{\omega \in \Omega \mid X_{j}^{\omega} \in B\right\}\right)=\mu(B),
$$

for Borel sets $B \subseteq \mathbb{C}$ and $j \in J$. In this case, $\left(X_{j}\right)_{j \in J}$ is said to be distributed by $\mu$. We call two random variables $X$ and $Y$ on the vertex sets of two isomorphic trees $\mathcal{T}_{X}$ and $\mathcal{T}_{Y}$ identically distributed if for every graph isomorphism $\psi: \mathcal{T}_{X} \rightarrow \mathcal{T}_{Y}$ the random variables $X$ and $Y \circ \psi$ are identically distributed.

We will consider random potentials whose distribution is strongly related to the structure of the tree. In particular, we want the random potential $v: \Omega \times \mathcal{V} \rightarrow[-1,1]$, $(\omega, x) \mapsto v_{x}^{\omega}$ to satisfy the following two assumptions:
(P1) For all $x, y \in \mathcal{V}$ the random variables $v_{x}$ and $v_{y}$ are independently distributed if $\mathcal{V}_{x} \cap \mathcal{V}_{y}=\emptyset$.
(P2) For all $x, y \in \mathcal{V}$ with $a(x)=a(y)$ the random variables $\left.v\right|_{\mathcal{V}_{x}}$ and $\left.v\right|_{\mathcal{V}_{y}}$ are identically distributed.

We denote

$$
\mathcal{W}_{\text {rand }}:=\mathcal{W}_{\text {rand }}(\Omega, \mathcal{T}):=\{v: \Omega \times \mathcal{V} \rightarrow[-1,1] \mid v \text { satisfies (P1) and (P2) }\}
$$

We give some examples of potentials which satisfy (P1) and (P2).
Example 1.11. (1.) Let $v: \Omega \times \mathcal{V} \rightarrow[-1,1]$ be a potential such that all $v(x)$, $x \in \mathcal{V}$ are independently distributed and $v(x)$ and $v(y)$ are identically distributed whenever $a(x)=a(y)$. Then, $v$ satisfies (P1) and (P2). The most important special case is the one of independently and identically distributed potentials.
(2.) Let $w: \Omega \rightarrow[-1,1]^{\mathcal{V}}$ be such that $\omega \mapsto w_{x}^{\omega}, x \in \mathcal{V}$ are independently distributed random variables and $f: \mathbb{R}^{\mathcal{V}} \times \mathcal{V} \rightarrow[-1,1],(r, x) \mapsto f_{x}(r)$ such that $f_{x}(r)$ depends only on the $r_{y}$ with $y \in \mathcal{V}_{x}$ for $x \in \mathcal{V}$. Then, $v=f \circ w: \Omega \times \mathcal{V} \rightarrow[-1,1]$, $(\omega, x) \mapsto f(w(\omega), x)$ satisfies (P1).
A special case which also satisfies (P2) is the following: Let $\mathcal{T}$ be a binary tree and let the random variable $w: \mathcal{V} \rightarrow\{-1,1\}$ take the value -1 and 1 with probability $1 / 2$ each on every vertex. Then

$$
v: \Omega \times V \rightarrow[-1,1], \quad(\omega, x) \mapsto \sum_{y \in \mathcal{V}_{x}} \frac{1}{2^{d(x, y)+1}} w_{y}^{\omega}
$$

satisfies (P1) and (P2).
We denote the operator of multiplication by a bounded function $f$ on $\ell^{2}(\mathcal{V}, \nu)$ also by $f$. Let $\lambda \geq 0$ and $v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ be given. We define the family of random operators $H^{\lambda, \omega}, \omega \in \Omega$, on $\ell^{2}(\mathcal{V}, \nu)$ by

$$
H^{\lambda, \omega}:=T+\lambda v^{\omega} .
$$

We will prove the following theorem.
Theorem 3. (Perturbations by random potentials) Let $T$ be a label invariant operator. Then there exists a finite subset $\Sigma_{0} \subset \sigma(T)$ such that for every compact set $I \subseteq \sigma(T) \backslash \Sigma_{0}$ there exists $\lambda_{0}>0$ such that for all $v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T}), \lambda \in\left[0, \lambda_{0}\right]$ and almost every $\omega \in \Omega$

$$
I \subseteq \sigma_{\mathrm{ac}}\left(H^{\lambda, \omega}\right) \quad \text { and } \quad I \cap \sigma_{\text {sing }}\left(H^{\lambda, \omega}\right)=\emptyset
$$

The proof will be given in Chapter 4 In contrast to Theorem 2 we do not have to exclude the case of regular trees. A similar result for operators with random off diagonal perturbations, Theorem 4.20, is stated and proven in Section 4.4.

Let us put the statement of the theorem above in the context of the present literature. For regular trees a similar statement was proven by KII and for the binary tree in FHS2. The method of FHS2 was generalized in Hal1 to make it work for regular trees with arbitrary branching number as well. Moreover, in FHS2 potentials which take larger values with small probability are allowed. The authors of ASW1 allow for some dependence within the spheres for the random potentials. They are able to show preservation of some absolutely continuous spectrum. However, their method does not yield purity of the absolutely continuous spectrum. Dependent random potentials were also studied later, among other questions, in FHS3.

## Chapter 2

## Basic concepts

A good tree cannot bring forth evil fruit, neither can a corrupt tree bring forth good fruit.
Matthew 7:18
In this chapter we introduce the objects and the basic techniques of our analysis. The majority of the statements are well known and we will refer to the particular references at the appropriate places. The concepts presented here apply to far more general operators and trees than the ones introduced before. Therefore, we will treat them in the general setting.

Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be an arbitrary tree with the only assumption that it is locally finite, i.e., every vertex has only finitely many neighbors.

### 2.1 Self adjoint operators on trees

We first introduce nearest neighbor operators on trees. Then, we recall some basic notions of spectral theory such as the spectral measures and the Green functions of an operator and discuss some fundamental properties. Finally, we give a sufficient criterion to exclude singular spectrum.

### 2.1.1 Definition of the operators

Let $c_{c}(\mathcal{V})$ be the space of functions which vanish outside of a finite set. Let $\nu$ be a measure on $\mathcal{V}$, i.e., a positive function $\nu: \mathcal{V} \rightarrow(0, \infty)$. We denote the scalar product of $\ell^{2}(\mathcal{V}, \nu)$ by $\langle\cdot, \cdot\rangle$ and the corresponding norm by $\|\cdot\|$. In order to introduce a nearest neighbor operator on $\mathcal{T}$, let a function $w: \mathcal{V} \rightarrow \mathbb{R}$, called the diagonal, and a function $t: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{C}$, called the off diagonal, which satisfies
(H0) $t(x, y) \neq 0$ if and only if $x \sim y$ for all $x, y \in \mathcal{V}$ (adjacency),
(H1) $t(x, y) \nu(x)=\overline{t(y, x)} \nu(y)$ for all $x, y \in \mathcal{V}$ (symmetry)
be given. We consider self adjoint operators $H$ with $c_{c}(\mathcal{V}) \subseteq D(H) \subseteq \ell^{2}(\mathcal{V}, \nu)$ acting as

$$
\begin{equation*}
(H \varphi)(x)=\sum_{y \sim x} t(x, y) \varphi(y)+w(x) \varphi(x), \quad \varphi \in D(H) . \tag{2.1}
\end{equation*}
$$

In the case where the restriction of $H$ to $c_{c}(\mathcal{V})$ has a unique self adjoint extension the operator $H$ is called essentially self adjoint on $c_{c}(\mathcal{V})$. Note that this is not necessarily the case, as it is already known from the theory of Jacobi matrices, (see, for instance, Be]). In Subsection 2.4 .2 . Corollary 2.22 we give a sufficient criterion for essential self adjointness.
Note that in contrast to the definition of label invariant operators in the previous chapter, we do not assume that $t$ and $w$ satisfy any type of invariance. Let us give some examples.
Example 2.1. (1.) Let $T$ be a label invariant operator. Obviously, (H0) and (H1) follow from (T0) and (T1). As remarked above, the operators are also bounded. Moreover, the operators $T+\lambda v$ with $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ and $H^{\omega, \lambda}=T+\lambda v^{\omega}$ with $v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T}), \omega \in \Omega$ and $\lambda \geq 0$ also satisfy (H0), (H1) and are bounded since they differ from $T$ only by a bounded potential.
(2.) Other examples are operators arising from regular Dirichlet forms on an $\ell^{2}$ space of a countable measure space $(\mathcal{V}, \nu)$, see KL1 KL2. In our context, where $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ is a locally finite graph, such forms are given by a symmetric map $b: \mathcal{V} \times \mathcal{V} \rightarrow[0, \infty)$ which is non zero if and only if the two vertices in the argument are adjacent and a potential $c: \mathcal{V} \rightarrow[0, \infty)$ via

$$
h(\varphi, \psi)=\frac{1}{2} \sum_{x, y \in \mathcal{V}} b(x, y)(\varphi(x)-\varphi(y))(\psi(x)-\psi(y))+\sum_{x \in \mathcal{V}} c(x) \varphi(x) \psi(x) .
$$

It is easy to check that $h \geq 0$ on $c_{c}(\mathcal{V})$ and the domain of $h$ is the completion of $c_{c}(\mathcal{V})$ under the scalar product $\langle\cdot, \cdot\rangle_{h}=h(\cdot, \cdot)+\langle\cdot, \cdot\rangle$. The assumptions (H0), (H1) for the corresponding operator can be checked by setting

$$
t(x, y)=-\frac{b(x, y)}{\nu(x)} \quad \text { and } \quad w(x)=\frac{1}{\nu(x)}\left(\sum_{y \in \mathcal{V}} b(x, y)+c(x)\right) .
$$

Moreover, we can add to $h$ a bounded sesquilinear form $h^{\prime}$ with $t^{\prime}$ satisfying (H0), (H1) as long as $t+t^{\prime}$ still satisfies (H0).
(3.) A special case of operators arising from (2.) are the Laplacians $\Delta$ and $\widetilde{\Delta}$ as in Example 1.4 (Note that the Dirichlet boundary conditions are not necessary in this context but could be imposed by a potential at the root). To see this, let $b: \mathcal{V} \times \mathcal{V} \rightarrow\{0,1\}, c \equiv 0$ and $\Delta$ is obtained by choosing $\nu \equiv 1$ while $\widetilde{\Delta}$ is obtained by choosing $\nu=$ deg.
Let us remark that an operator $H$ given by (2.1) is bounded if and only if there is a constant $C \geq 0$ such that

$$
\sup _{x \in \mathcal{V}}\left(\sum_{y \sim x}|t(x, y)|+|w(x)|\right) \leq C
$$

The norm of $H$ has the bound $2 C$ in this case. This can be easily seen using the inequality $|(\xi+\zeta)|^{2} \leq 2|\xi|^{2}+2|\zeta|^{2}, \xi, \zeta \in \mathbb{C}$ to estimate the terms in the form $h(\varphi, \varphi)=\langle\varphi, H \psi\rangle$.
In the case of bounded operators it indeed suffices to consider operators with positive coefficients as the following lemma shows.
Lemma 2.2. Let $H$ be a bounded self adjoint operator acting as 2.1 on $\ell^{2}(\mathcal{V}, \nu)$ and satisfying (H0), (H1). For a map $\theta: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{T}:=\{z \in \mathbb{C}| | z \mid=1\}$ satisfying (H0), (H1) let $H^{\theta}$ be the operator on $\ell^{2}(V, \nu)$ given by

$$
\left(H^{\theta} \varphi\right)(x)=\sum_{y \sim x} \theta(x, y) t(x, y) \varphi(y)+w(x) \varphi(x), \quad \varphi \in \ell^{2}(\mathcal{V}, \nu)
$$

Then, $H^{\theta}$ is unitary equivalent to $H$.
Proof. Let $U: \ell^{2}(\mathcal{V}, \nu) \rightarrow \ell^{2}(\mathcal{V}, \nu)$ be the unitary diagonal operator with entries

$$
U(x, x)=\prod_{j=0}^{n-1} \theta\left(x_{j}, x_{j+1}\right)
$$

where $x_{0} \sim \ldots \sim x_{n}$ is the unique path connecting the root $o$ of $\mathcal{T}$ to $x$. One directly checks that $U^{*}=U^{-1}$ and $U H U^{*}=H^{\theta}$.

A similar statement can be proven for unbounded operators $H$ provided that $U$ is a bijection between $D(H)$ and $D\left(H^{\theta}\right)$.

### 2.1.2 Spectral measures and Green functions

We recall some basic concepts of spectral theory, such as the spectrum, spectral measures and the Green function. Moreover, we prove some fundamental properties of the Green function and give a sufficient condition to exclude singular spectrum on an interval.

Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be a tree and $H$ be a self adjoint operator with domain $D(H) \subseteq$ $\ell^{2}(\mathcal{V}, \nu)$ acting as 2.1). The resolvent set of the operator $H$ is the set of $z \in \mathbb{C}$ such that the inverse operator $(H-z)^{-1}=\frac{1}{H-z}$, called the resolvent, exists and is a bounded operator on $\ell^{2}(\mathcal{V}, \nu)$. The complement of the resolvent set of $H$ is called the spectrum of $H$ and it is denoted by $\sigma(H)$. The spectrum of a self adjoint operator is always a closed subset of $\mathbb{R}$. It is compact if and only if the operator is bounded. This is, in particular, the case for the label invariant operators defined in Section 1.2

The spectral theorem (see for instance Da Theorem 2.5.1]) tells us that there exists a finite measure $\mu$ on $\sigma(H) \times \mathbb{N}$ and a unitary operator

$$
U: \ell^{2}(\mathcal{V}, \nu) \rightarrow L^{2}(\sigma(H) \times \mathbb{N}, \mu) \quad \text { with } \quad H=U^{-1} M_{\mathrm{id}} U .
$$

Here, $M_{f}$ denotes the operator of componentwise multiplication by a function $f$ : $\sigma(H) \rightarrow \mathbb{C}$ and id denotes the identity function. Let $f: \sigma(H) \rightarrow \mathbb{C}$ be a Borelmeasurable function. We define the operator $f(H)$ by

$$
D(f(H)):=U^{*}\left\{\varphi \in L^{2}(\sigma(H) \times \mathbb{N}, \mu) \mid \varphi \in D\left(M_{f}\right) \subseteq L^{2}(\sigma(H) \times \mathbb{N}, \mu)\right\}
$$

and

$$
f(H):=U^{*} M_{f} U .
$$

The operators $f(H)$ are bounded if and only if $f$ is bounded. Let $\mathbb{1}_{B}$ be the characteristic function of a Borel-measurable set $B$. Then, the spectral projections $\mathbb{1}_{B}(H)$ define bounded operators on $\ell^{2}(\mathcal{V}, \nu)$. We can write

$$
f(H)=\int_{\sigma(H)} f(t) d \chi_{t},
$$

where $\chi_{t}:=\mathbb{1}_{(-\infty, t]}(H)$. For $\varphi, \psi \in \ell^{2}(\mathcal{V}, \nu)$ we define the spectral measure $\mu_{\varphi, \psi}$ of $H$ with respect to $\varphi$ and $\psi$ via

$$
\mu_{\varphi, \psi}(B)=\int_{B} d\left\langle\varphi, \chi_{t} \psi\right\rangle
$$

for Borel-measurable sets $B \subseteq \sigma(H)$. For a vertex $x \in \mathcal{V}$, we let $\delta_{x}: \mathcal{V} \rightarrow \mathbb{C}$ be defined by

$$
\delta_{x}(y):=\left\{\begin{array}{cl}
\nu(x)^{-\frac{1}{2}} & : y=x \\
0 & : \text { else }
\end{array}\right.
$$

and we denote

$$
\mu_{x}:=\mu_{\delta_{x}, \delta_{x}} .
$$

Since $\left\{\delta_{x} \mid x \in \mathcal{V}\right\}$ is an orthonormal basis of $\ell^{2}(\mathcal{V}, \nu)$, the whole spectral information of $H$ is encoded in the measures $\mu_{x}, x \in \mathcal{V}$.

Let $x \in \mathcal{V}$. A useful tool to analyze the spectral measure $\mu_{x}$ is the Green function, which is also known as the Borel transform of $\mu_{x}$. The Green function for $x \in \mathcal{V}$ and $z \in \mathbb{C} \backslash \sigma(H)$ is defined as

$$
G_{x}(z, H):=\left\langle\delta_{x}, \frac{1}{H-z} \delta_{x}\right\rangle=\int_{\sigma(H)} \frac{1}{t-z} d \mu_{x}(t)
$$

For convenience we will also write $G_{x}$ and $G_{x}(z)$ for $G_{x}(z, H)$.
Although $G_{x}$ is defined on $\mathbb{C} \backslash \sigma(H)$, we will consider it only as a function on the upper half plane $\mathbb{H}$, which is defined as

$$
\mathbb{H}:=\{z \in \mathbb{C} \mid \operatorname{Im} z>0\} .
$$

Since $H$ is self adjoint we have $\sigma(H) \subseteq \mathbb{R}$ and thus $\mathbb{H} \subseteq \mathbb{C} \backslash \sigma(H)$. We want to mention some well known properties of the Green function.

Lemma 2.3. The Green function $z \mapsto G_{x}(z, H)$ is a Herglotz function for all $x \in \mathcal{V}$, i.e., it is analytic on $\mathbb{H}$ and maps $\mathbb{H}$ into $\mathbb{H}$.

Proof. Let $z_{0} \in \mathbb{H}$ and $r:=\left\|\left(H-z_{0}\right)^{-1} \delta_{x}\right\|$. Then, for $z \in \mathbb{H}$ with $\left|z-z_{0}\right|<r$, one can easily check that

$$
G_{x}(z, H)=\left\langle\delta_{x}, \frac{1}{H-z} \delta_{x}\right\rangle=\sum_{n=0}^{\infty}\left(z-z_{0}\right)^{n}\left\langle\delta_{x},(H-z)^{-(n+1)} \delta_{x}\right\rangle,
$$

which proves the analyticity. To see that $G_{x}$ maps $\mathbb{H}$ into $\mathbb{H}$ we calculate for $z \in \mathbb{C}$

$$
\begin{aligned}
\operatorname{Im} G_{x}(z, H) & =\frac{1}{2 i}\left(G_{x}(z, H)+\overline{G_{x}(z, H)}\right)=\frac{1}{2 i}\left\langle\delta_{x},\left(\frac{1}{H-z}+\frac{1}{H-\bar{z}}\right) \delta_{x}\right\rangle \\
& =\operatorname{Im} z\left\langle\delta_{x}, \frac{1}{H-z} \frac{1}{H-\bar{z}} \delta_{x}\right\rangle=\operatorname{Im} z\left\|\frac{1}{H-z} \delta_{x}\right\|^{2} .
\end{aligned}
$$

We used a resolvent identity in the third equation. Hence, $\operatorname{Im} G_{x}(z, H)>0$ if and only if $\operatorname{Im} z>0$.

Moreover, the spectral measures $\mu_{x}, x \in \mathcal{V}$ are given as the vague limit of the measures $\pi^{-1} \operatorname{Im} G_{x}(E+i \eta, H) d E$ as $\eta \downarrow 0$.
Lemma 2.4. (Vague convergence of spectral measures.) For all $x \in \mathcal{V}$ the measures $\pi^{-1} \operatorname{Im} G_{x}(E+i \eta) d E$ converge vaguely to $\mu_{x}$ as $\eta \downarrow 0$ in the sense that

$$
\lim _{\eta \downarrow 0} \frac{1}{\pi} \int_{\mathbb{R}} f(E) \operatorname{Im} G_{x}(E+i \eta) d E=\int_{\mathbb{R}} f(E) d \mu_{x}(E)
$$

for all compactly supported continuous functions $f$ on $\mathbb{R}$.
Proof. Let $a, b \in \mathbb{R}$ such that $b \geq a$. The functions $f_{\eta}: \mathbb{R} \rightarrow \mathbb{R}$, given by

$$
\begin{aligned}
f_{\eta}(t) & :=\frac{1}{2 \pi i} \int_{a}^{b}\left(\frac{1}{t-E-i \eta}-\frac{1}{t-E+i \eta}\right) d E \\
& =\frac{1}{\pi}\left(\arctan \left(\frac{b-t}{\eta}\right)-\arctan \left(\frac{a-t}{\eta}\right)\right)
\end{aligned}
$$

converge pointwise to the function $\frac{1}{2}\left(\mathbb{1}_{[a, b]}+\mathbb{1}_{(a, b)}\right)$ as $\eta \downarrow 0$. Clearly, $\left|f_{\eta}(t)\right|$ is uniformly bounded in $\eta$ we obtain by the spectral theorem
$\frac{1}{2 \pi i} \int_{a}^{b}\left\langle\delta_{x},\left(\frac{1}{H-E-i \eta}-\frac{1}{H-E+i \eta}\right) \delta_{x}\right\rangle d E \rightarrow \frac{1}{2}\left\langle\delta_{x},\left(\mathbb{1}_{[a, b]}(H)+\mathbb{1}_{(a, b)}(H)\right) \delta_{x}\right\rangle$, as $\eta \downarrow 0$. This equation is known as Stone's formula. By a resolvent identity one directly computes that $2 i \operatorname{Im} G_{x}(z, H)=\left\langle\delta_{x},\left((H-z)^{-1}-(H-\bar{z})^{-1}\right) \delta_{x}\right\rangle$. Approximating compactly supported continuous functions by characteristic functions, we obtain the statement.

One can say even more about pointwise convergence of the Green function. A proof of the following statement can e.g. be found in DeKr Theorem 1.4.6].
Lemma 2.5. (Pointwise Convergence.) Let $x \in \mathcal{V}$. The limits $\lim _{\eta \downarrow 0} G_{x}(E+i \eta)$ exist and are finite for almost every $E \in \mathbb{R}$.

### 2.1.3 A criterion for absolutely continuous spectrum

Let $x \in \mathcal{V}$ be fixed for this subsection. By Lebesgue's decomposition theorem RS, Theorem I.14] the measure $\mu_{x}$ is the sum of a measure $\mu_{\mathrm{ac}, x}$ which is absolutely continuous with respect to Lebesgue measure and a singular measure $\mu_{\operatorname{sing}, x}$, i.e.,

$$
\mu_{x}=\mu_{\mathrm{ac}, x}+\mu_{\mathrm{sing}, x} .
$$

If $E \in \mathbb{R}$ is in the support of $\mu_{\mathrm{ac}, x}$ (respectively, $\mu_{\operatorname{sing}, x}$ ) we say $E$ is in the absolutely continuous (respectively, singular) spectrum of $H$ and we write $E \in \sigma_{\mathrm{ac}}(H)$ (respectively, $E \in \sigma_{\text {sing }}(H)$ ).

The following variant of the well known limiting absorption principle gives a sufficient condition for a subset $I \subseteq \sigma(H)$ to be included in $\sigma_{\mathrm{ac}}(H)$. We give a proof for the sake of completeness. See also Hal1 K11 Sil.
Theorem 2.6. (Absence of singular spectrum.) Suppose that for an open interval $I \subseteq \mathbb{R}$ and $p>1$

$$
\liminf _{\eta \downarrow 0} \int_{I}\left|G_{x}(E+i \eta)\right|^{p} d E<\infty
$$

Then

$$
I \cap \sigma_{\text {sing }}(H)=\emptyset .
$$

Proof. Let $I \subseteq \mathbb{R}$ and consider the space $L^{p}(I, d E)$ of $p$-integrable functions with respect to the Lebesgue measure and norm $\|\cdot\|_{p}$. By assumption, there exists a sequence $\eta_{n} \downarrow 0$ such that

$$
\lim _{n \rightarrow \infty} \int_{I}\left|G_{x}\left(E+i \eta_{n}\right)\right|^{p} d E=\liminf _{\eta \downarrow 0} \int_{I}\left|G_{x}(E+i \eta)\right|^{p} d E=: C<\infty
$$

By Lemma 2.4 the measures $\pi^{-1} \operatorname{Im} G_{x}\left(E+i \eta_{n}\right) d E$ converge vaguely to $\mu_{x}$ for $n \rightarrow$ $\infty$. We compute for $f$ continuous with support in $I$ by the Hölder inequality with $q \in(1, \infty)$ such that $1 / p+1 / q=1$.

$$
\begin{aligned}
\left|\int_{I} f(E) d \mu_{x}(E)\right| & =\frac{1}{\pi} \lim _{n \rightarrow 0}\left|\int_{I} f(E) \operatorname{Im} G_{x}\left(E+i \eta_{n}\right) d E\right| \\
& \leq \frac{1}{\pi}\|f\|_{q} \lim _{n \rightarrow \infty}\left\|\operatorname{Im} G_{x}\left(\cdot+i \eta_{n}\right)\right\|_{p} \\
& =\frac{1}{\pi}\|f\|_{q} \liminf _{\eta \downharpoonright 0}\left\|\operatorname{Im} G_{x}(\cdot+i \eta)\right\|_{p} \\
& =C\|f\|_{q} .
\end{aligned}
$$

Hence, $\mu_{x}$ defines a continuous linear functional on a dense subset of $L^{p}(I, d E)$. Therefore, there exists $g \in L^{q}(I, d E)$ such that $\int_{I} f(E) d \mu_{x}(E)=\int_{I} f(E) g(E) d E$. This implies that $\mu_{x}$ has a density in $L^{q}(I, d E)$. Therefore, the measure $\mu_{x}$ is absolutely continuous with respect to the Lebesgue measure.

### 2.2 Recursion relations for the Green functions

We next introduce Green functions associated to operators restricted to forward trees. We refer to them as truncated Green functions. These Green functions satisfy certain recursion relations. That will be the starting point of our analysis.

There are three equivalent formulations of the recursion relations. Firstly, there are the recursion formulas for the Green functions. They can be derived by applying a resolvent identity twice or by constructing the unique solution of a certain difference equation. This recursion formula is given in Proposition 2.7 and we present two alternative proofs. Secondly, the recursion formula can be translated into an infinite system of polynomial equations which have the truncated Green function as roots. Finally, there is a so called recursion map which has the truncated Green functions as fixed points. Each viewpoint on the recursion relations reveals particular properties of the Green functions.

Denote by $o \in \mathcal{V}$ the root of the tree $\mathcal{T}=(\mathcal{V}, \mathcal{E})$. For a vertex $x \in \mathcal{V}$, we define the (forward) sphere $S_{x}^{n}$ of distance $n \in \mathbb{N}_{0}$ by

$$
S_{x}^{n}:=\{y \in \mathcal{V}|d(x, y)=|y|-|x|=n\}
$$

and, for $n=1$, we write $S_{x}:=S_{x}^{1}$. For $x=o$ we drop the subscript writing $S^{n}:=S_{o}^{n}$. Recall that we denoted by $\mathcal{T}_{x}=\left(\mathcal{V}_{x}, \mathcal{E}_{x}\right)$ the forward tree of a vertex $x \in \mathcal{V}$ with respect to the root. Then, the vertex set $\mathcal{V}_{x}$ can be decomposed into

$$
\mathcal{V}_{x}=\bigcup_{n \in \mathbb{N}_{0}} S_{x}^{n}
$$

As above, let $\nu: \mathcal{V} \rightarrow(0, \infty)$ be a measure and denote the restriction of $\nu$ to a subtree $\mathcal{T}^{\prime}=\left(\mathcal{V}^{\prime}, \mathcal{E}^{\prime}\right)$ of $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ by $\nu_{\mathcal{T}^{\prime}}$. The Hilbert space $\ell^{2}\left(\mathcal{V}^{\prime}, \nu_{\mathcal{T}^{\prime}}\right)$ is a closed subspace of $\ell^{2}(\mathcal{V}, \nu)$. Let $p_{\mathcal{T}^{\prime}}: \ell^{2}(\mathcal{V}, \nu) \rightarrow \ell^{2}\left(\mathcal{V}^{\prime}, \nu_{\mathcal{T}^{\prime}}\right)$ be the canonical projection and $i_{\mathcal{T}^{\prime}}: \ell^{2}\left(\mathcal{V}^{\prime}, \nu_{\mathcal{T}^{\prime}}\right) \rightarrow \ell^{2}(\mathcal{V}, \nu)$ be its adjoint operator which is the continuation by zero. For a the self adjoint operator $H$ on $D(H)$, we define the restriction of $H$ to $\mathcal{T}^{\prime}$ by

$$
D\left(H_{\mathcal{T}^{\prime}}\right):=p_{\mathcal{T}^{\prime}} D(H)=\left\{\varphi \in \ell^{2}\left(\mathcal{V}^{\prime}, \nu_{\mathcal{T}^{\prime}}\right) \mid i_{\mathcal{T}^{\prime}} \varphi \in D(H)\right\}
$$

and

$$
H_{\mathcal{T}^{\prime}}:=p_{\mathcal{T}^{\prime}} H i_{\mathcal{T}^{\prime}} .
$$

The truncated Green function of an operator $H$ with respect to the forward tree $\mathcal{T}_{x}=\left(\mathcal{V}_{x}, \mathcal{E}_{x}\right), x \in \mathcal{V}$ is denoted by

$$
\Gamma_{x}(z, H):=G_{x}\left(z, H_{\mathcal{T}_{x}}\right)=\left\langle\delta_{x}, \frac{1}{H_{\mathcal{T}_{x}}-z} \delta_{x}\right\rangle, \quad z \in \mathbb{H} .
$$

Note that, if $x=o$ we have $\Gamma_{o}(z, H)=G_{o}(z, H)$. For convenience we will sometimes write $\Gamma_{x}$ or $\Gamma_{x}(z)$ for $\Gamma_{x}(z, H)$.

### 2.2.1 Recursion formulas

We now present the recursion formulas for $\Gamma_{x}$. The formulas can be already found in a similar form in KI1, ASW1 FHS1, FHS2. We present two versions of the proof.

Proposition 2.7. (Recursion formulas.) For $x \in \mathcal{V}$ and $z \in \mathbb{H}$ we have

$$
\begin{equation*}
-\frac{1}{\Gamma_{x}(z, H)}=z-w(x)+\sum_{y \in S_{x}}|t(x, y)|^{2} \Gamma_{y}(z, H) \tag{2.2}
\end{equation*}
$$

Proof. Let $\Lambda$ be the self adjoint operator which connects $x \in \mathcal{V}$ to its forward neighbors, i.e., $\left\langle\Lambda \delta_{x}, \delta_{y}\right\rangle=\overline{\left\langle\Lambda \delta_{y}, \delta_{x}\right\rangle}=t(x, y)$ for all $y \in S_{x}$ and all other matrix elements vanish. Then, $H^{\prime}:=H-\Lambda$ is a direct sum of the operators $H_{\mathcal{T}_{y}}, y \in S_{x}$ and $H_{\mathcal{T}^{\prime}}$ where $\mathcal{T}^{\prime}=\mathcal{T} \backslash \bigcup_{y \in S_{x}} \mathcal{T}_{y}$. We can think of $H^{\prime}$ as the operator on the tree where all edges connecting $x$ with vertices in $S_{x}$ are removed. Applying a resolvent identity twice yields

$$
\begin{aligned}
\frac{1}{H-z} & =\frac{1}{H^{\prime}-z}-\frac{1}{H^{\prime}-z} \Lambda \frac{1}{H-z} \\
& =\frac{1}{H^{\prime}-z}-\frac{1}{H^{\prime}-z} \Lambda \frac{1}{H^{\prime}-z}+\frac{1}{H^{\prime}-z} \Lambda \frac{1}{H^{\prime}-z} \Lambda \frac{1}{H-z}
\end{aligned}
$$

Since $H^{\prime}$ is a direct sum of operators, so is the resolvent $\left(H^{\prime}-z\right)^{-1}$. In particular, off diagonal matrix elements $\left\langle\delta_{y},\left(H^{\prime}-z\right)^{-1} \delta_{y^{\prime}}\right\rangle$ are non zero if and only if $y$ and $y^{\prime}$ are in the same component after removing the corresponding edges by subtracting $\Lambda$ from $H$.

We start with $x=o$. Note that $H_{\mathcal{T}^{\prime}}$ is the number $w(o)$ in this case. We consider the ( $o, o$ ) matrix element and see that the left hand side above is equal to $G_{o}(z, T)=$ $\Gamma_{o}(z, T)$. We get, by the considerations above, via a direct calculation

$$
\Gamma_{o}(z, T)=\frac{1}{w(o)-z}+\frac{1}{w(o)-z} \Gamma_{o}(z, T) \sum_{y \in S_{o}}|t(o, y)|^{2} \Gamma_{y}(z, T) .
$$

This yields the statement for $x=o$. As an arbitrary vertex $x$ is the root of the forward tree $\mathcal{T}_{x}$, the statement follows.

There is also a more 'pedestrian' way of proving the recursion formulas. It follows by constructing the unique solution $\varphi \in D\left(H_{x}\right)$ to the equation $\left(H_{\mathcal{T}_{x}}-z\right) \varphi=\delta_{x}$. However, for convenience we only treat the case $\nu \equiv 1$

Alternative proof of Proposition 2.7 for $\nu \equiv 1$. Fix $x \in \mathcal{V}$. For $y \in \mathcal{V}_{x}$ let

$$
\Gamma_{x, y}:=\Gamma_{x, y}(z, H):=\left\langle\delta_{y}, \frac{1}{H_{\mathcal{T}_{x}}-z} \delta_{x}\right\rangle .
$$

Note that $y \mapsto \Gamma_{x, y}(z, H)$ is the unique function $\varphi \in D\left(H_{\mathcal{T}_{x}}\right)$ such that

$$
\left(H_{\mathcal{T}_{x}}-z\right) \varphi=\delta_{x} .
$$

For $v \in \mathcal{V}_{x}$ let

$$
\varphi(v):=\frac{1}{z-w(x)+\sum_{y \in S_{x}}|t(x, y)|^{2} \Gamma_{y}}\left\{\begin{array}{cl}
\overline{t(x, y)} \Gamma_{y, v} & : v \in \mathcal{V}_{y}, y \in S_{x}, \\
-1 & : v=x
\end{array}\right.
$$

We claim that $\varphi \in D\left(H_{\mathcal{T}_{x}}\right)$ and $\left(H_{\mathcal{T}_{x}}-z\right) \varphi=\delta_{x}$. By the discussion above this yields $\varphi=\Gamma_{x}$. It is clear that $\varphi \in D\left(H_{\mathcal{T}_{x}}\right)$ since $\Gamma_{y, \text {, are Green functions. To check the }}$ equation we have to consider three cases. For $v=x$ we get

$$
\left(H_{\mathcal{T}_{x}}-z\right) \varphi(x)=\sum_{y \in S_{x}} t(x, y) \varphi(y)+(w(x)-z) \varphi(x)=1 .
$$

For $v \in S_{x}$ we get

$$
\begin{aligned}
\left(H_{\mathcal{T}_{x}}-z\right) \varphi(v) & =t(v, x) \varphi(x)+\sum_{y \in S_{v}} t(v, y) \varphi(y)+(w(v)-z) \varphi(v) \\
& =\frac{1}{(\ldots)}\left(-t(v, x)+t(v, x)\left(H_{\mathcal{T}_{v}}-z\right) \Gamma_{v, v}\right) \\
& =\frac{1}{(\ldots)}\left(-t(v, x)+t(v, x) \delta_{v}(v)\right) \\
& =0 .
\end{aligned}
$$

For $v \in \mathcal{V}_{y} \backslash\{y\}, y \in S_{x}$ note that $H_{\mathcal{T}_{x}} \varphi(v)=H_{\mathcal{T}_{y}} \varphi(v)$. Thus,

$$
\left(H_{\mathcal{T}_{x}}-z\right) \varphi(v)=\left(H_{\mathcal{T}_{y}}-z\right) \varphi(v)=\frac{1}{(\ldots)}\left(H_{\mathcal{T}_{y}}-z\right) \Gamma_{v, v}=\frac{1}{(\ldots)} \delta_{y}(v)=0 .
$$

### 2.2.2 Polynomial equations

We give an equivalent formulation of the recursion relation 2.2 by a system of polynomial equations. For $x \in \mathcal{V}$ we define the polynomial

$$
P_{x}: \mathbb{C} \times \mathbb{C}^{\mathcal{V}} \rightarrow \mathbb{C}, \quad(z, \xi) \mapsto\left(z-w(x)+\sum_{y \in S_{x}}|t(x, y)|^{2} \xi_{y}\right) \xi_{x}+1
$$

and consider the infinite system of polynomial equations

$$
\begin{equation*}
P(z, \xi):=\left(P_{x}(z, \xi)\right)_{x \in \mathcal{V}} \equiv 0 \tag{2.3}
\end{equation*}
$$

By (2.2) we see that $(z, \Gamma(z))$, with $\Gamma(z):=\left(\Gamma_{x}(z)\right)_{x \in \mathcal{V}}$ is a solution of 2.3), i.e.,

$$
P_{x}(z, \Gamma(z))=0
$$

We show in Section 2.4 .2 that 2.3 has a unique solution in $\mathbb{H} \times \mathbb{H}^{\nu}$ which must then be $(z, \Gamma(z))$.

### 2.2.3 Recursion maps

Another equivalent formulation of the recursion formulas (2.2) is given by recursion maps. Define for $z \in \mathbb{H} \cup \mathbb{R}$ the function $\Psi_{z}:=\Psi_{z}^{(H)}: \mathbb{H}^{\mathcal{V}} \rightarrow \mathbb{H}^{\mathcal{V}}$ via the components $\Psi_{z, x}:=\Psi_{z, x}^{(H)}$ in $x \in \mathcal{V}$ by

$$
\begin{equation*}
\Psi_{z, x}: \mathbb{H}^{S_{x}} \rightarrow \mathbb{H}, \quad g \mapsto-\frac{1}{z-w(x)+\sum_{y \in S_{x}}|t(x, y)|^{2} g_{y}} \tag{2.4}
\end{equation*}
$$

For a subset $W \subseteq \mathcal{V}$ and $g \in \mathbb{H}^{\mathcal{V}}$ we write $g_{W} \in \mathbb{H}^{W}$ for the restriction of $g$ to $W$. We denote the restriction $\Psi_{z, S^{n}}:=\Psi_{z, S^{n}}^{(H)}$ of $\Psi_{z}$ to the spheres $S^{n}, n \in \mathbb{N}$ of the tree by

$$
\Psi_{z, S^{n}}: \mathbb{H}^{S^{n+1}} \rightarrow \mathbb{H}^{S^{n}}, \quad g \mapsto\left(\Psi_{z, x}^{(H)}\left(g_{S_{x}}\right)\right)_{x \in S^{n}} .
$$

By the recursion formula $\Gamma(z)=\left(\Gamma_{x}(z)\right)_{x \in \mathcal{V}} \in \mathbb{H}^{\mathcal{V}}$ is a fixed point of $\Psi_{z}$, i.e.,

$$
\Psi_{z}(\Gamma(z))=\Gamma(z) .
$$

We will show in Section 2.4.1 that $\Psi_{z, S^{n}}$ is a contraction with respect to a (semi) hyperbolic metric whenever $z \in \mathbb{H}$. We want to mention at this point that the concept of studying the Green function on graphs via hyperbolic contraction properties of maps similar to $\Psi_{z, S^{n}}$ was first introduced in FHS1. There, operators on $\ell^{2}(\mathcal{V})$ on general graphs $(\mathcal{V}, \mathcal{E})$ are considered which satisfy several additional conditions. For example, these conditions imply that the operators are bounded.

### 2.2.4 Application to label invariant operators

Let us discuss the definitions of the previous subsections in the special case of label invariant operators and radial label symmetric potentials.

Let $\mathcal{T}=\mathcal{T}(M, j)$ be a tree $(\mathcal{V}, \mathcal{E})$ given by a substitution matrix $M$ on a finite label set $\mathcal{A}$ and $j \in \mathcal{A}$. Moreover, let $a: \mathcal{V} \rightarrow \mathcal{A}$ be the labeling function of $\mathcal{T}$.
For an operator $T$ the label invariance (T2) yields that the restrictions $T_{\mathcal{T}_{x}}$ and $T_{\mathcal{T}_{y}}$ are unitarily equivalent operators whenever $a(x)=a(y)$. Therefore, the truncated Green functions $\Gamma_{x}(z, T)$ and $\Gamma_{y}(z, T)$ agree in this case. Consequently, the vector of truncated Green functions $\left(\Gamma_{x}(z, T)\right)_{x \in \mathcal{V}}$ can be reduced to a finite dimensional vector

$$
\Gamma(z, T):=\left(\Gamma_{j}(z, T)\right)_{j \in \mathcal{A}},
$$

by letting $\Gamma_{j}(z, T), j \in \mathcal{A}$ be any $\Gamma_{x}(z, T)$ with $x \in \mathcal{V}$ such that $a(x)=j$. Therefore, the recursion formulas (2.2) also reduce to finitely many equations

$$
-\frac{1}{\Gamma_{j}(z, T)}=z-m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} \Gamma_{k}(z, T), \quad j \in \mathcal{A} .
$$

Similarly, the infinite system of polynomial equations (2.3) can be reduced to a finite system of polynomial equations

$$
P_{j}(z, \xi)=\left(z-m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} \xi_{k}\right) \xi_{j}+1=0, \quad j \in \mathcal{A}
$$

with $z \in \mathbb{H} \cup \mathbb{R}, \xi \in \mathbb{H}^{\mathcal{A}}$. We have $P_{j}(z, \Gamma(z, T))=0$ for all $j \in \mathcal{A}$. We can also reduce the recursion map $\Psi_{z}: \mathbb{H}^{\mathcal{V}} \rightarrow \mathbb{H}^{\mathcal{V}}$ to a map

$$
\Phi_{z}: \mathbb{H}^{\mathcal{A}} \rightarrow \mathbb{H}^{\mathcal{A}}, \quad g \mapsto\left(-\frac{1}{z-m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} g_{k}}\right)_{j \in \mathcal{A}}
$$

and we have that $\Gamma(z, T)$ is a fixed point of $\Phi_{z}$, i.e., $\Phi_{z}(\Gamma(z, T))=\Gamma(z, T)$.
Let us turn to radial label invariant operators $H=T+\lambda v$, i.e., $T$ is a label invariant operator, $\lambda \geq 0$ and $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ is a radial label symmetric potential. Recall that this means that $v(x)=v(y)$ whenever $a(x)=a(y)$ and $|x|=|y|$ for $x, y \in$ $\mathcal{V}$. For these operators we have less symmetry than in the case of label invariant operators. Still, by the radial label symmetry of $v$ the operators $H_{\mathcal{T}_{x}}$ and $H_{\mathcal{T}_{y}}$ are unitarily equivalent operators whenever $a(x)=a(y)$ and $|x|=|y|$. Hence, the vector $\left(\Gamma_{x}(z, H)\right)_{x \in \mathcal{V}}$ in $\mathbb{H}^{\mathcal{V}}$ can be reduced to a vector $\left(\Gamma_{s, j}(z, H)\right)_{s \in \mathbb{N}_{0}, j \in \mathcal{A}}$ in $\mathbb{H}^{\mathbb{N}_{0} \times \mathcal{A}}$.

As discussed in Section 1.3 for $s \leq n(M)$ there are finitely many sites $(s, j)$ for which $v_{s, j}$ is not defined by $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$. (Recall that $n(M)$ is the smallest number $n \in \mathbb{N}$ such $M^{n}$ has only non zero entries which is defined in (M2).) So one may ask how $\Gamma_{s, j}(z, T)$ shall be defined on these sites. On the one hand, this is not a relevant problem since these components do not enter anywhere in the analysis. On the other hand, keeping these components void might be considered as a flaw. Therefore, we present a way that these components can be reasonably defined.

Let $\mathcal{T}^{\prime}=\left(\mathcal{V}^{\prime}, \mathcal{E}^{\prime}\right)$ be a tree given by $\mathcal{T}(M, k)$ for some $k \in \mathcal{A}$ and $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ a subtree $\mathcal{T}_{x}^{\prime}=\left(\mathcal{V}_{x}^{\prime}, \mathcal{E}_{x}^{\prime}\right)$ of $\mathcal{T}^{\prime}$ which is given by $\mathcal{T}(M, j)$ for some $j \in \mathcal{A}$, i.e., the $x \in \mathcal{V}^{\prime}$ has label $a(x)=j$. By the primitivity assumption, a label invariant measure $\nu$ and a label invariant operator $T$ on $\mathcal{T}$ uniquely define a label invariant measure $\nu^{\prime}$ and a label invariant operator $T^{\prime}$ on $\mathcal{T}^{\prime}$. Similarly, a radial label symmetric potential $v$ defined on $\mathcal{T}=\mathcal{T}_{x}^{\prime}$ induces a radial label symmetric potential $v^{\prime}$ on $\mathcal{T}^{\prime}$ by

$$
v^{\prime}(y)=\left\{\begin{array}{cl}
v_{|y|, a(y)} & : \text { there exists } x_{0} \in \mathcal{V} \text { such that }\left(\left|x_{0}\right|, a\left(x_{0}\right)\right)=(|y|, a(y)), \\
0 & : \text { else } .
\end{array}\right.
$$

In this manner a radial label symmetric operator $H=T+\lambda v$ on $\mathcal{T}$ induces a radial label symmetric operator $H^{\prime}$ on the super tree $\mathcal{T}^{\prime}$ via $H^{\prime}=T^{\prime}+\lambda v^{\prime}$. As $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ is a subtree of $\mathcal{T}^{\prime}=\left(\mathcal{V}^{\prime}, \mathcal{E}^{\prime}\right)$ the components of the truncated Green functions coincide on $\mathcal{V}$. We choose the super tree $\mathcal{T}^{\prime}$ and $\mathcal{T}=\mathcal{T}_{x}^{\prime}$ such that $|x| \geq n(M)$ where $|\cdot|$ is considered with respect to the root of $\mathcal{T}^{\prime}$. We now define

$$
\Gamma_{|y|-|x|, a(y)}(z, H)=\Gamma_{y}\left(z, H^{\prime}\right), \quad y \in \mathcal{V} .
$$

Hence, we defined $\Gamma_{s, j}(z, T)$ for all $(s, j) \in \mathbb{N}_{0} \times \mathcal{A}$ and the definition does not depend on the choice of the particular super tree $\mathcal{T}^{\prime}$.

With these conventions we can write the recursion formulas for the truncated Green functions in the reduced way

$$
\frac{1}{\Gamma_{s, j}(z, H)}=z-m_{j}-v_{s, j}+\sum_{k \in \mathcal{A}} m_{j, k} \Gamma_{s+1, j}(z, H),
$$

for $(s, j) \in \mathbb{N}_{0} \times \mathcal{A}$. Since we do not need the viewpoint of polynomial equations for this model we skip it here. On the other hand, the recursion maps will be important. The restrictions $\Psi_{z, S^{s}}$ of the maps $\Psi_{z}$ to the spheres $S^{s}$ can be reduced to a map

$$
\Psi_{z, s}: \mathbb{H}^{\mathcal{A}} \rightarrow \mathbb{H}^{\mathcal{A}}, \quad g \mapsto\left(-\frac{1}{z-m_{j}-v_{s, j}+\sum_{k \in \mathcal{A}} m_{j, k} g_{y}}\right)_{j \in \mathcal{A}}
$$

such that we have the following equation for the reduced truncated Green function

$$
\Psi_{z, s}\left(\left(\Gamma_{s+1, j}(z, H)\right)_{j \in \mathcal{A}}\right)=\left(\Gamma_{s, j}(z, H)\right)_{j \in \mathcal{A}} .
$$

### 2.2.5 More formulas for the Green functions

In this subsection we want to relate $G_{x}(z, H)=\left\langle\delta_{x},(H-z)^{-1} \delta_{x}\right\rangle$ and $\Gamma_{x}(z, H)=$ $\left\langle\delta_{x},\left(H_{\mathcal{T}_{x}}-z\right)^{-1} \delta_{x}\right\rangle$ for general self adjoint $H$ acting as (2.1). Moreover, we will give a formula for the off diagonal elements of the resolvents.
Proposition 2.8. For $x \in \mathcal{V}, y \in S_{x}$ and $z \in \mathbb{H}$ we have

$$
\begin{equation*}
G_{y}(z, H)=\Gamma_{y}(z, H)+|t(x, y)|^{2} \Gamma_{y}(z, H)^{2} G_{x}(z, H) \tag{2.5}
\end{equation*}
$$

Proof. As in the proof of Proposition 2.7 let $\Lambda$ be the self adjoint operator which connects $x \in \mathcal{V}$ to its forward neighbors. So, $H^{\prime}:=H-\Lambda$ is a direct sum of the operators $H_{\mathcal{T}_{y}}, y \in S_{x}$, and $H_{\mathcal{T}^{\prime}}$ where $\mathcal{T}^{\prime}=\mathcal{T} \backslash \bigcup_{y \in S_{x}} \mathcal{T}_{y}$. Again applying a resolvent identity twice yields

$$
\frac{1}{H-z}=\frac{1}{H^{\prime}-z}-\frac{1}{H^{\prime}-z} \Lambda \frac{1}{H^{\prime}-z}+\frac{1}{H^{\prime}-z} \Lambda \frac{1}{H-z} \Lambda \frac{1}{H^{\prime}-z}
$$

and (2.5) follows by a similar reasoning as in the proof of Proposition 2.2.
This formula combined with the recursion formula (2.2) in Proposition 2.7 yields the following statements.
Proposition 2.9. (Extension from $\Gamma$ to $G$.) Let $E \in \mathbb{R}$.
(1.) If $\Gamma_{x}(E+i \eta, H)$ is uniformly bounded in $\eta>0$ for all $x \in \mathcal{V}$, then $G_{x}(E+i \eta, H)$ is uniformly bounded in $\eta>0$ for all $x \in \mathcal{V}$.
(2.) If $\Gamma_{x}(E+i \eta, H)$ is uniformly bounded in $\eta>0$ and $\lim _{\eta \downarrow 0} \operatorname{Im} \Gamma_{x}(E+i \eta, H)=0$ for all $x \in \mathcal{V}$, then $\lim _{\eta \downarrow 0} \operatorname{Im} G_{x}(E+i \eta, H)=0$ for all $x \in \mathcal{V}$.
(3.) If $\Gamma_{x}(E, H):=\lim _{\eta \downarrow 0} \Gamma_{x}(E+i \eta, H)$ exists and $\operatorname{Im} \Gamma_{x}(E, H)>0$ for all $x \in \mathcal{V}$, then $G_{x}(E, H):=\lim _{\eta \downarrow 0} G_{x}(E+i \eta, H)$ exists and $\operatorname{Im} G_{x}(E, H)>0$ for all $x \in \mathcal{V}$.

Proof. (1.), (2.) and the statement about the existence of the limits in (3.) directly follows from Proposition 2.8 by induction over the distance to the root.
It remains to show the statement in (3.) about positivity of the imaginary parts. For $x \in \mathcal{V}$ let $x_{0} \sim x$ be the vertex which lies on the path connecting $x$ with the root
$o$. We single out $x$ to be the root of the rooted tree $(\mathcal{T}, x)$. Applying the recursion relation (2.2) with respect to the rooted tree $(\mathcal{T}, x)$ yields for $z=E+i \eta$

$$
-\frac{1}{G_{x}(z, H)}=z-w(x)+\sum_{y \in S_{x}}|t(x, y)|^{2} \Gamma_{y}(z, H)+\left|t\left(x, x_{0}\right)\right|^{2} G_{x_{0}}\left(z, H_{\mathcal{T} \backslash \tau_{x}}\right) .
$$

We estimate $\operatorname{Im} G_{x_{0}}\left(z, H_{\mathcal{T} \backslash \mathcal{T}_{x}}\right)>0$, go over to the limit $\eta \downarrow 0$, take imaginary parts and multiply by $\left|G_{x}(E, H)\right|^{2}$ to get

$$
\operatorname{Im} G_{x}(E, H) \geq\left(\sum_{y \in S_{x}}|t(x, y)|^{2} \operatorname{Im} \Gamma_{y}(E, H)\right)\left|G_{x}(E, H)\right|^{2}
$$

To conclude positivity of the left hand side we have to show $\left|G_{x}(E, H)\right|>0$. To see this we apply the recursion formula 2.2 to $G_{x_{0}}\left(z, H_{\mathcal{T} \backslash \mathcal{I}_{x}}\right)$ (with respect to the rooted tree $\left.\left(\mathcal{T}, x_{0}\right)\right)$ in the first equation of the proof. We take the modulus, go over to the limit $\eta \downarrow 0$ and obtain

$$
\frac{1}{\left|G_{x}(z, H)\right|} \leq|E|+|w(x)|+\sum_{y \in S_{x}}|t(x, y)|^{2}\left|\Gamma_{y}(z, H)\right|+\frac{\left|t\left(x, x_{0}\right)\right|^{2}}{\left|t\left(x_{0}, y_{0}\right)\right|^{2} \operatorname{Im} \Gamma_{y_{0}}(E, H)},
$$

where we estimated the denominator of the last term first by its imaginary part and then dropped all but one term for some vertex $y_{0}$ in $S_{x_{0}} \backslash\left\{x_{0}\right\}$. Since we assumed $\operatorname{Im} \Gamma_{y}(E, H)>0$ for all $y \in \mathcal{V}$ the statement follows.

At the end of this section we present a formula for the off diagonal elements of the resolvents. For $x, y \in \mathcal{V}$ let

$$
G_{x, y}(z, H):=\left\langle\delta_{y}, \frac{1}{H-z} \delta_{x}\right\rangle=\int_{\sigma(H)} \frac{1}{t-z} d \mu_{x, y}(t),
$$

where $\mu_{x, y}:=\mu_{\delta_{x}, \delta_{y}}$ is an off diagonal spectral measure.
Proposition 2.10. Let $x, y \in \mathcal{V}$ and $z \in \mathbb{H}$. Moreover, let $x_{0}, \ldots, x_{n}$ be a path from $x$ to $y$ in $\mathcal{V}$. Then

$$
G_{x, y}(z, H)=G_{x}(z, H) \prod_{j=1}^{n} \Gamma_{x_{j}}(z, H)
$$

Proof. The statement is clear for $x=y$. As in the proof of the Propositions 2.2 and 2.5 let $\Lambda$ be the self adjoint operator which connects $x \in \mathcal{V}$ to its forward neighbors and $H^{\prime}:=H-\Lambda$. Applying the resolvent identity once yields

$$
\frac{1}{H-z}=\frac{1}{H^{\prime}-z}+\frac{1}{H-z} \Lambda \frac{1}{H^{\prime}-z}
$$

As $\left\langle\delta_{y},\left(H^{\prime}-z\right)^{-1} \delta_{x}\right\rangle=0$, we get by taking the $(x, y)$ matrix element

$$
G_{x, y}(z, H)=G_{x}(z, H) \Gamma_{x_{1}, y}(z, H) .
$$

Iterating this argument with $\Gamma_{x_{1}, y}(z, H)$ we obtain the statement.

These formulas relating the Green functions to the truncated Green functions give us a criterion to decide whether two operators acting as (2.1) on $c_{c}(\mathcal{V})$ agree.

Corollary 2.11. Let $\mathcal{T}$ be a tree and $H, H^{\prime}$ two self adjoint operators with diagonals $w, w^{\prime}$ and off diagonals $t, t^{\prime}$ acting as (2.1) on $c_{c}(\mathcal{V})$. If the off diagonals agree and $\Gamma_{x}(z, H)=\Gamma_{x}\left(z, H^{\prime}\right)$ for all $x \in \mathcal{V}$, then $H=H^{\prime}$.

Proof. By Proposition 2.8 the assumption yields that the diagonal elements of the resolvents of $H$ and $H^{\prime}$ coincide. By Proposition 2.10 this follows as well for the off diagonal elements. Since the matrix elements of the resolvents $(H-z)^{-1}$ and $\left(H^{\prime}-z\right)^{-1}$ coincide the operators must be equal.

### 2.3 A hyperbolic semi metric

We will introduce a hyperbolic semi metric $\gamma$ in order to study contraction properties of the recursion maps introduced in the previous section. A semi metric is a map which satisfies the axioms of a metric except for the triangle inequality. Moreover, an extended (semi) metric is a map which possibly takes the value $+\infty$ but otherwise satisfies the axioms of a (semi) metric.

We discuss in this section the relation of $\gamma$ to the standard hyperbolic metric, prove two limit point principles for general semi metrics, show a substitute for the triangle inequality and study some characteristics of distance balls in this semi metric. One of the limit point principles will be needed at the end of this chapter. The other results will be needed in Chapter 3 and Chapter 4 . The reason why we prove them here is that they are of a purely geometric nature. However, they are not necessary for the understanding of the rest of this chapter.

Let $J$ be a finite index set. We introduce the metric $\operatorname{dist}_{\mathbb{H}^{J}}$ on $\mathbb{H}^{J}$ by

$$
\operatorname{dist}_{\mathbb{H}^{J}}(g, h)=\cosh ^{-1}\left(\frac{1}{2} \gamma_{J}(g, h)+1\right),
$$

where $\gamma_{J}: \mathbb{H}^{J} \times \mathbb{H}^{J} \rightarrow[0, \infty)$ is given by

$$
\gamma_{J}(g, h):=\max _{j \in J} \gamma\left(g_{j}, h_{j}\right), \quad g, h \in \mathbb{H}^{J},
$$

and $\gamma: \mathbb{H} \times \mathbb{H} \rightarrow[0, \infty)$

$$
\gamma(g, h):=\frac{|g-h|^{2}}{\operatorname{Im} g \operatorname{Im} h}, \quad g, h \in \mathbb{H} .
$$

Indeed, dist $_{\mathbb{H}}$ is the standard hyperbolic metric on $\mathbb{H}$. See Ka Theorem 1.2.6] for a proof and discussion. Obviously, $\gamma$ is positive definite and symmetric. One easily checks that the triangle inequality is not satisfied. (For instance, let $h_{1}=i$, $h_{2}=2+i, h_{3}=1+i$ and observe that $4=\gamma\left(h_{1}, h_{2}\right)>\gamma\left(h_{1}, h_{3}\right)+\gamma\left(h_{3}, h_{2}\right)=2$.

Let us define distance balls with respect to $\gamma_{J}$. For $r \geq 0$ and $h \in \mathbb{H}^{J}$ let

$$
B_{r}(h):=\left\{g \in \mathbb{H}^{J} \mid \gamma_{J}(g, h) \leq r\right\} .
$$

We want to recall the notions of isometry, quasi contraction and (uniform) contraction. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be two semi metric spaces and $X_{0} \subseteq X$. Then, a map $\varphi:\left(X, d_{X}\right) \rightarrow\left(Y, d_{Y}\right)$ is called an

$$
\left\{\begin{array}{c}
\text { isometry } \\
\text { quasi contraction } \\
\text { contraction }
\end{array}\right\} \text { on } X_{0}, \text { if } d_{Y}\left(\varphi(x), \varphi\left(x^{\prime}\right)\right)\left\{\begin{array}{c}
= \\
\leq \\
<
\end{array}\right\} d_{X}\left(x, x^{\prime}\right),
$$

for all $x, x^{\prime} \in X_{0}$ with $x \neq x^{\prime}$. A contraction $\varphi$ is called uniform on $X_{0} \subseteq X$ if there exists $c_{0}<1$ such that $d_{Y}\left(\varphi(x), \varphi\left(x^{\prime}\right)\right) \leq c_{0} d_{X}\left(x, x^{\prime}\right)$ for all $x, x^{\prime} \in X_{0}$. In this case $c_{0}$ is called a contraction coefficient of $\varphi$. Note that a quasi contraction (or an isometry or a contraction) must be continuous. For a subset $U$ of a semi metric space $\left(X, d_{X}\right)$ let

$$
\operatorname{diam}(U):=\sup _{x, y \in U} d_{X}(x, y) .
$$

### 2.3.1 Limit point principles

A limit point principle is a generalization of a fixed point principle. Instead of studying a contraction on a (semi) metric space into itself, we draw our attention to a sequence of functions mapping between a sequence of (semi) metric spaces.
Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ be semi metric spaces. Let $\mathrm{QC}(X, Y)$ be the space of all quasi contractions from $X$ to $Y$. The space $\mathrm{QC}(X, Y)$ can be equipped with an extended semi metric $d_{X, Y}$ via

$$
d_{X, Y}(\varphi, \psi):=\sup _{x \in X} d_{Y}(\varphi(x), \psi(x))
$$

Whenever $X$ or $Y$ is compact then $d_{X, Y}$ is a semi metric. In the case where $X$ and $Y$ are metric spaces $d_{X, Y}$ is an extended metric. It is even a metric whenever $X$ or $Y$ is additionally compact.

Let a sequence of semi metric spaces $X=\left(\left(X_{j}, d_{j}\right)\right)_{j \in \mathbb{N}_{0}}$ be given. We define

$$
\mathrm{QC}(X):=\left\{\varphi=\left(\varphi_{j}\right)_{j \in \mathbb{N}_{0}} \mid \varphi_{j} \in \operatorname{QC}\left(X_{j+1}, X_{j}\right), j \in \mathbb{N}_{0}\right\} .
$$

We call a sequence $h \in X$ a limit point of $\varphi \in \mathrm{QC}(X)$ if

$$
h_{j} \in \bigcap_{n \geq j} \varphi_{j} \circ \ldots \circ \varphi_{n}\left(X_{n+1}\right) \subseteq X_{j} \text { for all } j \in \mathbb{N}_{0} .
$$

Notice that the intersection above is decreasing. Therefore, if the spaces $X_{j}$ are compact, then the intersection is non empty. Then, $\varphi$ has at least one limit point. If the limit point $h$ is unique, then it is a fixed point of $\varphi$, i.e., $\varphi(h)=h$.

The question of uniqueness is addressed in the following lemma.
Lemma 2.12. (Existence of limit points.) Let $X=\left(\left(X_{j}, d_{j}\right)\right)_{j \in \mathbb{N}_{0}}$ be a sequence of compact semi metric spaces, $x_{j}=\operatorname{diam}\left(X_{j}\right)$ and the components $\varphi_{j}$ of $\varphi \in \mathrm{QC}(X)$ uniform contractions with contraction coefficients $c_{j} \in[0,1), j \in \mathbb{N}_{0}$. If for some $\beta>0$

$$
\limsup _{n \rightarrow \infty} \frac{1}{x_{n}^{\beta}} \sum_{j=1}^{n-1} \frac{\left(1-c_{j}^{\beta}\right)}{c_{j}^{\beta}}=\infty
$$

then $\varphi$ has a unique limit point $h \in X$ which can be obtained for arbitrary sequences $g \in X$ via

$$
h_{j}=\lim _{n \rightarrow \infty} \varphi_{j} \circ \ldots \circ \varphi_{n}\left(g_{n}\right) .
$$

Proof. Let $B_{n}=\varphi_{0} \circ \ldots \circ \varphi_{n-1}\left(X_{n}\right) \subseteq X_{0}$ for $n \in \mathbb{N}$. Let $\left(n_{k}\right)$ be a sequence realizing the $\lim \sup$ in the assumption. For given $n \in \mathbb{N}$, let $l \in \mathbb{N}$ be the largest number such that $n_{l} \leq n$. Since $B_{n} \subseteq B_{n_{l}}$ we have

$$
\operatorname{diam}\left(B_{n}\right) \leq \operatorname{diam}\left(B_{n_{l}}\right) \leq x_{n_{l}} \prod_{j=1}^{n_{l}-1} c_{j} .
$$

Clearly, convergence of the right hand side to zero is invariant under taking powers of $\beta>0$. Moreover, by taking inverses, we get

$$
\prod_{j=1}^{n_{l}-1} \frac{1}{c_{j}^{\beta}}=\prod_{j=1}^{n_{l}-1}\left(1+\frac{\left(1-c_{j}^{\beta}\right)}{c_{j}^{\beta}}\right) \geq \sum_{j=1}^{n_{l}-1} \frac{\left(1-c_{j}^{\beta}\right)}{c_{j}^{\beta}} .
$$

This yields, by our assumption, that the product in the estimate of $\operatorname{diam}\left(B_{n}\right)$ above converges to zero. Since the $X_{j}$ are compact and $\varphi_{j}$ are continuous the sets $B_{j}$ are compact. Moreover, since for $n \geq m$ we have $B_{n} \subseteq B_{m}$ and therefore

$$
\bigcap_{n \in \mathbb{N}} \varphi_{0} \circ \ldots \circ \varphi_{n-1}\left(X_{n}\right)=\bigcap_{n \in \mathbb{N}} B_{n} \neq \emptyset .
$$

Moreover, since $\operatorname{diam}\left(B_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ there is a unique $h_{0} \in X_{0}$ which can be obtained as a limit as claimed. We can apply the same argument for every $j \in \mathbb{N}_{0}$ to find the unique limit point $h=\left(h_{j}\right)$ of $\varphi$.

Suppose that all spaces $\left(X_{j}, d_{j}\right)$ and all maps $\varphi_{j}, j \in \mathbb{N}_{0}$ are equal. If $h$ is a fixed point of $\varphi_{j}$, i.e. $\varphi_{j}(h)=h, j \in \mathbb{N}_{0}$, then the sequence of elements $h_{j}=h, j \in \mathbb{N}_{0}$ is a limit point of $\left(\varphi_{j}\right)$. However, the contrary is not true. For example, consider a rotation of the unit circle $\mathbb{S}^{1}$. Such a map has $\mathbb{S}^{1}$ as limit points but it only has fixed points if the rotation is the identity map. Nevertheless, whenever there is a unique limit point $h=\left(h_{j}\right)$ then all $h_{j}, j \in \mathbb{N}_{0}$ must be equal and, therefore, be fixed points. Thus, the previous lemma implies an immediate corollary which is a fixed point principle.

Corollary 2.13. Let $\left(X, d_{X}\right)$ be a compact semi metric space and $\varphi: X \rightarrow X$ a uniform contraction. Then, $\varphi$ has a unique fixed point $h \in X$ which can be obtained for arbitrary sequences $g=\left(g_{j}\right)$ in $X$ via

$$
h=\lim _{n \rightarrow \infty} \varphi^{n}\left(g_{n}\right) .
$$

We next show that if two sequences of maps $\varphi, \psi \in \mathrm{QC}(X)$ are close and $\varphi_{j}$ are uniform contractions, then $\psi$ has a limit point which is close to the unique limit point of $\varphi$. Let $X=\left(\left(X_{j}, d_{j}\right)\right)_{j \in \mathbb{N}_{0}}$ be a sequence of locally compact metric spaces. We define, for $h \in X$ and $R \geq 0$, the set $B(R):=\left(B_{j}(R)\right)_{j \in \mathbb{N}_{0}} \subseteq X$ via

$$
B_{j}(R)=\left\{g \in X_{j} \mid d_{j}\left(g, h_{j}\right) \leq R\right\}
$$

Note that the restrictions of $\varphi_{j} \in \mathrm{QC}\left(X_{j+1}, X_{j}\right)$ to $B_{j+1}(R)$ is in $\mathrm{QC}\left(B_{j+1}(R), X_{j}\right)$ and for $\varphi, \psi \in \mathrm{QC}(X)$ and $j \in \mathbb{N}_{0}$.

$$
d_{B_{j+1}(R), X_{j}}\left(\varphi_{j}, \psi_{j}\right) \leq d_{X_{j+1}, X_{j}}\left(\varphi_{j}, \psi_{j}\right)
$$

Lemma 2.14. (Stability of limit points.) Let $X=\left(\left(X_{j}, d_{j}\right)\right)_{j \in \mathbb{N}_{0}}$ be a sequence of locally compact metric spaces and $\varphi \in \mathrm{QC}(X)$ with a limit point $h \in X$. Assume that there exists $R>0$ such that the $B_{j}(R)$ are compact and $\varphi_{j}: B_{j+1}(R) \rightarrow B_{j}(R)$ are uniform contractions with contraction coefficient $c \in[0,1)$ for all $j \in \mathbb{N}_{0}$. Then,
(0.) $h$ is the unique limit point of $\varphi$ in $B(R)$,
(1.) for every $\varepsilon>0$ there exists $\delta=\delta(\varepsilon)>0$ such that all $\psi \in \mathrm{QC}(X)$ with $\sup _{j \in \mathbb{N}_{0}} d_{B_{j+1}(R), X_{j}}\left(\varphi_{j}, \psi_{j}\right) \leq \delta$ have a limit point $g \in B(\varepsilon)$.

Moreover, for some $\varepsilon>0$ let $U \subseteq \mathrm{QC}(X)$ be such that $\sup _{j \in \mathbb{N}_{0}} d_{B_{j+1}(R), X_{j}}\left(\varphi_{j}, \psi_{j}\right) \leq$ $\delta(\varepsilon)$ for $\psi \in U$ and $U_{0} \subseteq U$ be a dense subset with respect to componentwise convergence in $\operatorname{QC}\left(B_{j+1}(R), B_{j}(R+\delta)\right), j \in \mathbb{N}_{0}$. Suppose the limit points $g(\psi) \in B(R)$ of $\psi \in U_{0}$ are unique in $X$ and the maps $g_{j}: U_{0} \rightarrow B_{j}(R), \psi \mapsto g_{j}(\psi)$ are continuous. Then,
(2.) the maps $g_{j}: U_{0} \rightarrow B_{j}(R)$ have continuous extensions $\widehat{g}_{j}: U \rightarrow B_{j}(R)$ such that $\widehat{g}(\psi)=\left(\widehat{g}_{j}(\psi)\right)$ is the unique limit point of $\psi \in U$ in $B(R)$.

Moreover, if all of the preceding assumptions hold for every limit point $h$ of $\varphi$, then
(3.) $h$ is the unique limit point of $\varphi$ in $X$.

Proof. Let $B:=\left(B_{j}\right)_{j \in \mathbb{N}_{0}}$ with $B_{j}:=B_{j}(R), j \in \mathbb{N}_{0}$.
(0.) By Lemma 2.12 we know that $h$ is the unique limit point of $\varphi$ in $B$.
(1.) For given $\varepsilon \in(0, R]$ let $\delta=(1-c) \varepsilon$, where $c \in[0,1)$ is the contraction coefficient from the assumption. Let $\psi \in \mathrm{QC}(X)$ be given such that $\sup _{j \in \mathbb{N}_{0}} d_{B_{j+1}, X_{j}}\left(\varphi_{j}, \psi_{j}\right) \leq$ $\delta$. Then, for every $g \in B_{j+1}(\varepsilon)$, we have

$$
\begin{aligned}
d_{j}\left(h_{j}, \psi_{j}(g)\right) & =d_{j}\left(\varphi_{j}\left(h_{j+1}\right), \psi_{j}(g)\right) \leq d_{j}\left(\varphi_{j}\left(h_{j+1}\right), \varphi_{j}(g)\right)+d_{j}\left(\varphi_{j}(g), \psi_{j}(g)\right) \\
& \leq c d_{j+1}\left(h_{j+1}, g\right)+d_{B_{j+1}, X_{j}}\left(\varphi_{j}, \psi_{j}\right) \leq c \varepsilon+(1-c) \varepsilon=\varepsilon .
\end{aligned}
$$

Hence, $\psi_{j}\left(B_{j+1}(\varepsilon)\right) \subseteq B_{j}(\varepsilon)$. This implies that $\psi$ has a limit point in $B(\varepsilon)$.
(2.) Let $\psi \in U$ and $\psi^{(n)} \in U_{0}$ converge componentwise to $\psi$ with respect to the metrics $d_{B_{j+1}, X_{j}}$. Let $g^{(n)}$ be the unique limit points of the sequence $\psi^{(n)}$. By compactness and continuity the limit points $g^{(n)} \in X$ converge to some $g \in X$. Let us show that $g$ is a limit point of $\psi$. Let $\varepsilon>0, j \in \mathbb{N}_{0}$ be arbitrary and $N \in \mathbb{N}$ such that $\sup _{j \in \mathbb{N}_{0}} d_{B_{j+1}, X_{j}}\left(\psi_{j}, \psi_{j}^{(n)}\right) \leq \varepsilon / 3$ and $d_{i}\left(g_{i}^{(n)}, g_{i}\right) \leq \varepsilon / 3$ for $i \in\{j, j+1\}$ and all $n \geq N$. Since $\left(g_{j}^{(n)}\right)$ are limit points and $\psi_{j}^{(n)}$ are quasi contractions we have

$$
d_{j}\left(\psi_{j}^{(n)}\left(g_{j+1}\right), g_{j}^{(n)}\right)=d_{j}\left(\psi_{j}^{(n)}\left(g_{j+1}\right), \psi_{j}^{(n)}\left(g_{j+1}^{(n)}\right)\right) \leq d_{j+1}\left(g_{j+1}, g_{j+1}^{(n)}\right) \leq \frac{\varepsilon}{3} .
$$

Therefore, we get

$$
\begin{aligned}
d_{j}\left(\psi_{j}\left(g_{j+1}\right), g_{j}\right) & \leq d_{j}\left(\psi_{j}\left(g_{j+1}\right), \psi_{j}^{(n)}\left(g_{j+1}\right)\right)+d_{j}\left(\psi_{j}^{(n)}\left(g_{j+1}\right), g_{j}^{(n)}\right)+d_{j}\left(g_{j}^{(n)}, g_{j}\right) \\
& \leq \varepsilon .
\end{aligned}
$$

Since $\varepsilon$ was arbitrary, $g$ must be a limit point of $\psi$.
Suppose $\psi \in U$ has two limit points $g$ and $g^{\prime}$ in $B$. Then, by (1.) there is $\tilde{\psi} \in U_{0}$ whose unique limit point is arbitrarily close to both $g$ and $g^{\prime}$ for $\widetilde{\psi}$ sufficiently close to $\psi$. However, this is only possible if $g$ and $g^{\prime}$ coincide.
(3.) By the arguments above, every limit point of $\varphi$ must be close to a limit point of $\psi$ whenever $\psi \in U_{0}$ is close to $\varphi$. However, since the limit points of $\psi \in U_{0}$ are unique in $X$, this is only possible if the limit point of $\varphi$ is unique.

### 2.3.2 Comparison to the hyperbolic standard metric

In this subsection we relate the semi metric space $\left(\mathbb{H}^{J}, \gamma_{J}\right)$ to the metric space $\left(\mathbb{H}^{J}, \operatorname{dist}_{\mathbb{H}^{J}}\right)$.
Lemma 2.15. (Comparison of $\gamma$ and dist $_{\mathbb{H}}$.) Let $I, J$ be finite index sets.
(1.) Let $\varphi:\left(\mathbb{H}^{I}, \gamma_{I}\right) \rightarrow\left(\mathbb{H}^{J}, \gamma_{J}\right)$ be an isometry (resp. a contraction) on $\mathbb{H}^{I}$. Then, $\varphi:\left(\mathbb{H}^{I}, \operatorname{dist}_{\mathbb{H}^{I}}\right) \rightarrow\left(\mathbb{H}^{J}\right.$, dist $\left._{\mathbb{H}^{J}}\right)$ is an isometry (resp. a contraction) on $\mathbb{H}^{I}$.
(2.) Let $\varphi:\left(\mathbb{H}^{I}, \gamma_{I}\right) \rightarrow\left(\mathbb{H}^{J}, \gamma_{J}\right)$ be a uniform contraction on a compact set $K$ with contraction coefficient $c_{0}$. Then, $\varphi:\left(\mathbb{H}^{I}\right.$, dist $\left._{\mathbb{H}^{I}}\right) \rightarrow\left(\mathbb{H}^{J}\right.$, dist $\left.\mathbb{H}_{\mathbb{H}^{J}}\right)$ is a uniform contraction on $K$ and the contraction coefficient depends only on $\operatorname{diam}(K)$ and $c_{0}$.

Proof. The first statement is clear by definition and monotonicity of $\cosh ^{-1}$. To prove (2.) we start with the claim that the function

$$
c:[0, \infty) \rightarrow[0, \infty), \quad r \mapsto \frac{\cosh ^{-1}\left(c_{0} r+1\right)}{\cosh ^{-1}(r+1)}
$$

is uniformly less than one on every bounded subset of $[0, \infty)$ whenever $c_{0} \in[0,1)$. The claim is obvious for bounded subsets of $(0, \infty)$ so we only have to check the case
$r \rightarrow 0$. To this end, we apply L'Hospitals theorem. The derivative of $x \mapsto \cosh ^{-1}(x)$ is $x \mapsto\left(x^{2}-1\right)^{-\frac{1}{2}}$ and therefore

$$
\frac{\frac{d}{d r} \cosh ^{-1}\left(c_{0} r+1\right)}{\frac{d}{d r} \cosh ^{-1}(r+1)}=\frac{c_{0} \sqrt{r^{2}+2 r}}{\sqrt{c_{0}^{2} r^{2}+2 c_{0} r}} \rightarrow \sqrt{c_{0}},
$$

as $r \rightarrow 0$. This proves the claim.
By definition of dist $_{\mathbb{H}^{J} J}$ and the assumptions of the lemma we have that

$$
\frac{\operatorname{dist}_{\mathbb{H}^{J}}(\varphi(g), \varphi(h))}{\operatorname{dist}_{\mathbb{H}^{I}}(g, h)} \leq c(r),
$$

with $r=\gamma_{I}(g, h) / 2$ for all $g, h \in K$. Let $r_{0}=\operatorname{diam}(K) / 2$. We know by the claim above that $c$ is uniformly smaller than one on $\left[0, r_{0}\right]$. This yields the existence of a contraction coefficient $c_{1}=\sup _{r \in\left[0, r_{0}\right]} c(r)<1$ which proves the statement.

As $c(r) \rightarrow 1$ for $r \rightarrow \infty$, for $c$ from the proof, the statement of the previous lemma becomes false if we drop the compactness assumption. Hence, approaching the boundary of $\mathbb{H}^{J}$, we lose any uniformity of contraction of $\gamma_{J}$ in $\operatorname{dist}_{\mathbb{H}^{J}}$.

### 2.3.3 A substitute for the triangle inequality

As discussed above, $\gamma$ does not satisfy the triangle inequality. We will prove a similar estimate instead. The idea is to estimate $\gamma(g+\lambda, h)$ by a linear function of $\gamma(g, h)$ where the coefficients depend only on $h$ and $\lambda$. The first inequality can be used to estimate diagonal perturbations, i.e., perturbations by a potential. The second one applies to off diagonal perturbations.
Lemma 2.16. (Substitute triangle inequality.) For all $g, h, \lambda \in \mathbb{H}$ we have

$$
\gamma(g+\lambda, h) \leq c_{0}(\lambda) \gamma(g, h)+\left(c_{0}(\lambda)-1\right)
$$

with $c_{0}(\lambda)=\left(1+2|\lambda| / \operatorname{Im} h^{2}\right)$. Moreover, for $\lambda \in(-1, \infty)$,

$$
\gamma((1+\lambda) g, h) \leq(1+\lambda)^{-1}\left(c_{1}(\lambda) \gamma(g, h)+\left(c_{1}(\lambda)-1\right)\right),
$$

with $c_{1}(\lambda)=(1+2 \sqrt{2}|\lambda \| h| / \operatorname{Im} h)^{2}$.
Proof. We start with the first inequality and distinguish two cases. If $|g-h| \geq$ $\operatorname{Im} h / 2$, then, by the triangle inequality of the modulus $|\cdot|$, we get

$$
\gamma(g+\lambda, h) \leq\left(1+\frac{|\lambda|}{|g-h|}\right)^{2} \gamma(g, h) \leq\left(1+\frac{2|\lambda|}{\operatorname{Im} h}\right)^{2} \gamma(g, h) .
$$

If, on the other hand, $|g-h| \leq \operatorname{Im} h / 2$, then $\operatorname{Im} g \geq \operatorname{Im} h / 2$ and we obtain by direct computation

$$
\gamma(g+\lambda, h) \leq \gamma(g, h)+\frac{2|\lambda||g-h|+|\lambda|^{2}}{\operatorname{Im} g \operatorname{Im} h} \leq \gamma(g, h)+2 \frac{|\lambda| \operatorname{Im} h+|\lambda|^{2}}{(\operatorname{Im} h)^{2}} .
$$

The first inequality of the statement now follows from the definition of $c_{0}$.
Let us turn to the second inequality. If $|g-h| \geq \operatorname{Im} h / 2$, then, by the triangle inequality of the modulus $|\cdot|$, we get

$$
\gamma((1+\lambda) g, h) \leq \frac{1}{1+\lambda}\left(1+\frac{|\lambda||g|}{|g-h|}\right)^{2} \gamma(g, h) \leq \frac{1}{1+\lambda}\left(1+|\lambda|+\frac{|\lambda||h|}{\operatorname{Im} h}\right)^{2} \gamma(g, h)
$$

by estimating $|g| \leq|g-h|+|h|$ in the last step. On the other hand, if $|g-h| \leq \operatorname{Im} h / 2$, then $\operatorname{Im} g \geq \operatorname{Im} h / 2$ and $|g| \leq 2|h|$, so we get

$$
\begin{aligned}
\gamma((1+\lambda) g, h) & \leq \frac{1}{(1+\lambda)}\left(\gamma(g, h)+\frac{2|\lambda||g||g-h|+|\lambda|^{2}|g|^{2}}{\operatorname{Im} g \operatorname{Im} h}\right) \\
& \leq \frac{1}{(1+\lambda)}\left(\gamma(g, h)+\frac{4|\lambda||h|}{\operatorname{Im} h}+\frac{8|\lambda|^{2}|h|^{2}}{\operatorname{Im} h}\right) .
\end{aligned}
$$

By the definition of $c_{1}$ the second inequality of the statement follows.

### 2.3.4 The center of balls and euclidean distances

Finally, we discuss two quantities which play a role in Section 4.3. This discussion will also give an insight into the geometry of hyperbolic balls.

Let $J$ be a finite index set. For $h \in \mathbb{H}^{J}$ and $r \geq 0$ we define

$$
\begin{aligned}
& \varepsilon_{1}:=\varepsilon_{1}(r):=\inf _{g \in \mathbb{H}^{J} \backslash B_{r}(h)} \min _{j \in J}\left|g_{j}-h_{j}\right|, \\
& \varepsilon_{2}:=\varepsilon_{2}(r):=\min _{g \in B_{r}(h)} \min _{j \in J} \operatorname{Im} g_{j} .
\end{aligned}
$$

The quantity $\varepsilon_{1}$ describes the shortest euclidean distance from the boundary of a $\gamma$-ball to the center and $\varepsilon_{2}$ describes the shortest distance from the boundary of the ball to the 'real line' boundary of $\mathbb{H}^{J}$. Figure 2.1 illustrates the quantities $\varepsilon_{1}$ and $\varepsilon_{2}$ for the one dimensional case, i.e., $J$ being a singleton set. This will be proven in Lemma 2.17

Let us discuss the properties of the corresponding quantities in the euclidean metric in the one dimensional case. Let $\varepsilon_{1}^{\text {eucl }}=\varepsilon_{1}^{\text {eucl }}(r)$ and $\varepsilon_{2}^{\text {eucl }}=\varepsilon_{2}^{\text {eucl }}(r)$ be quantities corresponding to $\varepsilon_{1}$ and $\varepsilon_{2}$, where the ball is taken with respect to the euclidean metric. If $\zeta$ is the center and $r$ is the radius of a euclidean ball we have $\varepsilon_{1}^{\text {eucl }}(r)=r$ and $\operatorname{Im} \zeta=\varepsilon_{1}^{\text {eucl }}(r)+\varepsilon_{2}^{\text {eucl }}(r)$. Moreover, for $\varepsilon_{2}^{\text {eucl }}$ there is a unique $\xi \in B_{r}(h)$ for which the minimum is realized, while $\varepsilon_{1}^{\text {eucl }}$ is realized by all boundary points of a euclidean ball.

In the hyperbolic space this is in some aspects very different. First of all, notice that a $\gamma$-ball with radius $r$ describes a hyperbolic dist dill $^{\text {ball with radius }} \cosh ^{-1}(r / 2+1)$. Below we find that $\varepsilon_{1}$ and $\varepsilon_{2}$ are realized by the same unique element in the boundary of the $\gamma$-ball. For the radius $r$ and the center $\zeta$ of a $\gamma$-ball we have that

$$
r=\varepsilon_{1}(r)^{2} /\left(\varepsilon_{2}(r) \operatorname{Im} \zeta\right) \quad \text { and } r=\varepsilon_{1}(r)+\varepsilon_{2}(r) .
$$



Figure 2.1: Illustration of the quantities $\varepsilon_{1}$ and $\varepsilon_{2}$ in the one dimensional case.

For the one dimensional case, this will be proven in the next lemma and, for the higher dimensional situation, this will be shown afterwards.
Denote by $\partial B_{r}$ the boundary of $B_{r}(\zeta)=\{\xi \in \mathbb{H} \mid \gamma(\xi, \zeta) \leq r\}$ for $\zeta \in \mathbb{H}$ and $r \geq 0$.
Lemma 2.17. (Hyperbolic balls - the one dimensional case.) Let $\zeta \in \mathbb{H}, r \geq 0$ and $\xi_{1}, \xi_{2} \in \mathbb{H}$ be such that

$$
\left|\xi_{1}-\zeta\right|=\inf _{\xi^{\prime} \in \mathbb{H} \backslash B_{r}(\zeta)}\left|\xi^{\prime}-\zeta\right|\left(=\varepsilon_{1}(r)\right) \quad \text { and } \quad \operatorname{Im} \xi_{2}=\min _{\xi^{\prime} \in B_{r}(\zeta)} \operatorname{Im} \xi^{\prime}\left(=\varepsilon_{2}(r)\right)
$$

Then, $\xi_{1}$ and $\xi_{2}$ are equal to the unique element $\xi=\xi(\zeta) \in \partial_{r} B$ which satisfies

$$
\begin{align*}
& \operatorname{Re} \xi=\operatorname{Re} \zeta  \tag{2.6}\\
& \operatorname{Im} \xi=\operatorname{Im} \zeta-|\xi-\zeta|, \tag{2.7}
\end{align*}
$$

i.e., $\xi=\xi_{1}=\xi_{2}$. Moreover, the functions $\zeta \mapsto|\xi(\zeta)-\zeta|$ and $\zeta \mapsto \xi(\zeta)$ are constant in $\operatorname{Re} \zeta$ and are increasing in $\operatorname{Im} \zeta$.

Proof. It is clear that $\xi_{1}, \xi_{2} \in \partial B_{r}$, i.e.,

$$
\left|\xi_{1}-\zeta\right|=\min _{\xi^{\prime} \in \partial B_{r}}\left|\xi^{\prime}-\zeta\right| \quad \text { and } \quad \operatorname{Im} \xi_{2}=\min _{\xi^{\prime} \in \partial B_{r}} \operatorname{Im} \xi^{\prime}
$$

We first show that, if $\xi_{1}$ and $\xi_{2}$ satisfy (2.6), then they also satisfy 2.7). This can be seen since there are only two points $\xi_{ \pm} \in \partial B_{r}$ which satisfy 2.6. In particular, $\operatorname{Im} \xi_{ \pm}=\operatorname{Im} \zeta \pm\left|\xi_{ \pm}-\zeta\right|$ which implies $\operatorname{Im} \xi_{+} \geq \operatorname{Im} \xi_{-}$and $\left|\xi_{+}-\zeta\right| \geq\left|\xi_{-}-\zeta\right|$. Thus, $\xi_{1}, \xi_{2}$ both satisfy (2.7) and $\xi_{1}=\xi_{2}=\xi_{-}$if $\xi_{1}, \xi_{2}$ satisfy (2.6). This also shows that the element $\xi(\zeta)$ is indeed unique.
We continue by showing that $\xi_{2}$ satisfies (2.6). The idea is to write $\xi_{2}$ as $\operatorname{Re} \zeta+x+i y$ for suitable $(x, y) \in \mathbb{R} \times \mathbb{R}^{+}$. Indeed, the function $(x, y) \mapsto y$ attains its minimum over the set

$$
R:=\left\{(x, y) \in \mathbb{R} \times \mathbb{R}_{+} \left\lvert\, \gamma(\operatorname{Re} \zeta+x+i y, \zeta)=\frac{x^{2}+(y-\operatorname{Im} \zeta)^{2}}{y \operatorname{Im} \zeta}=r\right.\right\}
$$

at $\left(0, y^{\prime}\right)$ where $y^{\prime}$ is the smaller root of the quadratic polynomial $\varphi: y \mapsto y^{2}-$ $\operatorname{Im} \zeta(r+2) y+(\operatorname{Im} \zeta)^{2}$. Hence, $\xi_{2}=\operatorname{Re} \zeta+i y^{\prime}$, i.e., $\operatorname{Re} \xi_{2}=\operatorname{Re} \zeta$ which implies $\xi_{2}=\xi$ by the uniqueness of $\xi$.
By writing out the formula for $y^{\prime}$ and the discussion above, it can be seen that the function $\zeta \mapsto \operatorname{Im} \xi(\zeta)=y^{\prime}(\zeta)$ is constant in $\operatorname{Re} \zeta$ and uniformly increasing in $\operatorname{Im} \zeta$. We now turn to $\xi_{1}$ which we also write as $\operatorname{Re} \zeta+x+i y$. The function $(x, y) \mapsto$ $|\operatorname{Re} \zeta+x+i y-\zeta|=\sqrt{x^{2}+(y-\operatorname{Im} \zeta)^{2}}$ attains its minimum over $R$ at $\left(0, y^{\prime \prime}\right)$ for some $y^{\prime \prime}>0$. This implies $\xi_{1}=\operatorname{Re} \zeta+i y^{\prime \prime}$, i.e., $\operatorname{Re} \xi_{1}=\operatorname{Re} \zeta$ which implies $\xi_{1}=\xi_{2}=\xi$ again by the uniqueness of $\xi$. Moreover, we have that $y^{\prime \prime}=y^{\prime}$ is the minimum of the quadratic polynomial $\varphi$ from above. Hence, it can be checked by direct computation, that the function $\zeta \mapsto|\xi(\zeta)-\zeta|=\left|y^{\prime}(\zeta)-\operatorname{Im} \zeta\right|$ is constant in $\operatorname{Re} \zeta$ and monotone increasing in $\operatorname{Im} \zeta$.

The next lemma considers the higher dimensional case. We will prove three formulas. The third one plays a crucial role in the proof of Proposition 4.17 in Chapter 4 It tells us how to compute the radius $r$ of a $\gamma$ ball for a given value of $\varepsilon_{1}(r)$. The proof of the lemma follows basically from the one dimensional case.
Lemma 2.18. (Hyperbolic balls - the higher dimensional case.) Let $h \in \mathbb{H}^{J}$ and $\varepsilon_{0}:=\min _{j \in J} \operatorname{Im} h_{j}$. Then
(1.) $\varepsilon_{1}(r)+\varepsilon_{2}(r)=\varepsilon_{0}$. In particular, $\varepsilon_{1}(r), \varepsilon_{2}(r) \in\left(0, \varepsilon_{0}\right)$ for all $r>0$.
(2.) $\varepsilon_{1}(r)^{2}=r \varepsilon_{0} \varepsilon_{2}(r)$ for all $r>0$.
(3.) For given $\delta \in\left(0, \varepsilon_{0}\right)$ we have that $\varepsilon_{1}(r)=\delta$ for $r=\frac{\delta^{2}}{\left(\varepsilon_{0}-\delta\right) \varepsilon_{0}}$.

Proof. We start with an argument which shows that it suffices to consider the one dimensional case. Let $h \in \mathbb{H}^{J}$ and $g \in \mathbb{H}^{J}$ be in the boundary of $B_{r}(h)$ such that for each $j \in \mathcal{A}$ the components $g_{j}$ equal $\xi=\xi_{1}=\xi_{2}$ from Lemma 2.17 for $\zeta=h_{j}$, $j \in J$. Let $j_{0} \in J$ be such that $\operatorname{Im} h_{j_{0}}=\varepsilon_{0}$. By the statements of Lemma 2.17 about the monotonicity behavior of $\varepsilon_{1}$ and $\varepsilon_{2}$ with respect to $\operatorname{Re} \zeta$ and $\operatorname{Im} \zeta$ in the one dimensional case we deduce that the second minimum in the definition of $\varepsilon_{1}$ and $\varepsilon_{2}$ is realized by the $j_{0}$-th component of $g$. Hence, we only have to check the statements in the one dimensional case.
(1.) The statement follows now directly from (2.7).
(2.) Recall that $g_{j_{0}}$ is in the boundary of $B_{r}\left(h_{j_{0}}\right)$, i.e., $\gamma\left(g_{j_{0}}, h_{j_{0}}\right)=r$. Using the definition of $\gamma$, we get

$$
\varepsilon_{1}=\left|g_{j_{0}}-h_{j_{0}}\right|=\sqrt{r \operatorname{Im} g_{j_{0}} \operatorname{Im} h_{j_{0}}}=\sqrt{r \varepsilon_{0} \varepsilon_{2}} .
$$

(3.) We employ (1.) into (2.) to get $\varepsilon_{1}(r)^{2}=r \varepsilon_{0}\left(\varepsilon_{0}-\varepsilon_{1}(r)\right)$. We resolve the identity with respect to $\varepsilon_{1}$. The positive solution gives a formula for $\varepsilon_{1}$ depending on $r$. We set this formula equal to $\delta$ and resolve it this time with respect to $r$ and obtain (3.).

### 2.4 Contraction properties of the recursion map

The concepts introduced in this section are fundamental for the analysis of the upcoming chapters. We decompose the recursion maps $\Psi_{z}$ to study their contraction properties with respect to the semi metric $\gamma$. We are interested in contractions for several reasons. First of all, we want to show that $\Gamma(z, H)$ is the unique fixed point of $\Psi_{z}$ for $z \in \mathbb{H}$ and thus the unique vector in $\mathbb{H}^{\mathcal{V}}$ which satisfies the recursion formula (2.2). Secondly, we use contraction properties to study continuity of $\Gamma(z, H)$ as $\operatorname{Im} z \downarrow 0$. The third reason concerns the stability of $\Gamma(z, H)$ in the limit $\operatorname{Im} z \downarrow 0$ under small perturbations of $H$.

### 2.4.1 A decomposition and criterions for contraction

Let $z=E+i \eta \in \mathbb{H} \cup \mathbb{R}$ and $g, h \in \mathbb{H}^{S_{x}}$ for some $x \in \mathcal{V}$. In this subsection we derive a formula of the following type

$$
\gamma\left(\Psi_{z, x}(g), \Psi_{z, x}(h)\right)=c(\eta) \sum_{y \in S_{x}} p_{x, y}(h) c_{x, y}(g, h) \gamma\left(g_{y}, h_{y}\right),
$$

where $c(\eta) \in(0,1)$ is called the contraction coefficient which tends to one as $\eta \downarrow$ 0 . Moreover, $p_{x, y}=p_{x, y}(h) \in(0,1)$ are weights, i.e., $\sum_{y \in S_{x}} p_{x, y}=1$ and $c_{x, y}=$ $c_{x, y}(g, h) \in[-1,1]$ are called the contraction quantities. In the case $\eta>0$ we have 'contraction' by $c(\eta)<1$. In order to show contraction in the limit case $\eta \downarrow 0$ one has to prove that one of the contraction quantities $c_{x, y}$ is uniformly smaller than one. Moreover, we have to ensure that the corresponding weight $p_{x, y}$ stays bounded from below to make the contraction 'visible'. We will call the sum on the right hand side a contraction sum.
Let us be more precise and introduce the quantities sketched above. Let $g, h \in \mathbb{H}^{\mathcal{V}}$. We might think of $h$ as a quantity we have control over and of $g$ as a free variable.

To shorten notation we will write for $x \in \mathcal{V}$

$$
\gamma_{x}:=\gamma\left(g_{x}, h_{x}\right)
$$

We introduce the weights for $x, y \in \mathcal{V}$ with $y \in S_{x}$ by

$$
p_{x, y}:=p_{x, y}(h):=\frac{|t(x, y)|^{2} \operatorname{Im} h_{y}}{\sum_{v \in S_{x}}|t(x, v)|^{2} \operatorname{Im} h_{v}} .
$$

Clearly, $\sum_{y \in S_{x}} p_{x, y}=1$. Moreover, define

$$
q_{x, y}:=q_{x, y}(g):=p_{x, y}(g)=\frac{|t(x, y)|^{2} \operatorname{Im} g_{y}}{\sum_{v \in S_{x}}|t(x, v)|^{2} \operatorname{Im} g_{v}}
$$

Define the contraction quantities

$$
c_{x, y}:=c_{x, y}(g, h):=\sum_{v \in S_{x}} q_{y, v} Q_{y, v} \cos \alpha_{y, v},
$$

where $Q_{x, y}$ is given by

$$
Q_{x, y}:=Q_{x, y}(g, h):=\frac{\left(\operatorname{Im} g_{x} \operatorname{Im} g_{y} \operatorname{Im} h_{x} \operatorname{Im} h_{y} \gamma_{x} \gamma_{y}\right)^{\frac{1}{2}}}{\frac{1}{2}\left(\operatorname{Im} g_{x} \operatorname{Im} h_{y} \gamma_{y}+\operatorname{Im} g_{y} \operatorname{Im} h_{x} \gamma_{x}\right)},
$$

for arbitrary $x, y \in \mathcal{V}$ with $\gamma_{x}, \gamma_{y} \neq 0$, and $Q_{x, y}=0$ otherwise. Note that $Q_{x, y}$ is the quotient of a geometric and an arithmetic mean. Therefore, $Q_{x, y} \in[0,1]$.

Next, we turn to the definition of the relative arguments $\alpha_{x, y}$. The argument of non zero complex numbers is defined as a map arg : $\mathbb{C} \backslash\{0\} \rightarrow \mathbb{R} / 2 \pi \mathbb{Z} \cong \mathbb{S}^{1}$ which is a continuous group homomorphism. For $x, y \in \mathcal{V}$ with $g_{x} \neq h_{x}$ and $g_{y} \neq h_{y}$, we let

$$
\alpha_{x, y}:=\alpha_{x, y}(g, h):=\arg \left(g_{x}-h_{x}\right) \overline{\left(g_{y}-h_{y}\right)} .
$$

The expression $\cos \alpha_{x, y}$ is well defined as the cosine is a $2 \pi$-periodic function. Note that there is no reasonable way to define $\alpha_{x, y}$ for $g_{x}=h_{x}$ or $g_{y}=h_{y}$. However, in the formula of the contraction coefficients $c_{x^{\prime}, x}$ the $\alpha_{x, y}$ 's always come accompanied by $Q_{x, y}$ which is zero in the critical case anyway. Therefore, we set the product $Q_{x, y} \cos \alpha_{x, y}$ to be zero whenever $g_{x}=h_{x}$ or $g_{y}=h_{y}$.
We introduce a modulus function $|\cdot|_{\text {arg }}$ for the arguments. For $\alpha \in \mathbb{S}^{1}$ we let

$$
|\alpha|_{\mathrm{arg}}:=d_{\mathbb{S}^{1}}(\alpha, 1),
$$

where $d_{\mathbb{S}^{1}}(\cdot, \cdot)$ is the canonical translation invariant metric in $\mathbb{S}^{1}$. Of course, we have a triangle inequality for $\alpha, \beta \in \mathbb{S}^{1}$

$$
|\alpha+\beta|_{\mathrm{arg}} \leq|\alpha|_{\mathrm{arg}}+|\beta|_{\mathrm{arg}} .
$$

Note that $\mathbb{S}^{1}$ can be mapped bijectively to $[-\pi, \pi)$ which makes it reasonable to write $\arg \xi \in(a, b)$ (respectively $\arg \xi \notin(a, b)$ ) for $\xi \in \mathbb{C} \backslash\{0\}$ and $(a, b) \subseteq[-\pi, \pi)$ if the canonical bijection $\mathbb{S}^{1} \rightarrow[-\pi, \pi)$ maps the $\arg \xi$ into $(a, b)$ (respectively into $[-\pi, \pi) \backslash(a, b))$. A corresponding convention applies to closed intervals.
By these definitions, $c_{x, y}$ itself can be considered as a weighted sum of contraction quantities $Q_{x, y} \cos \alpha_{x, y} \in[-1,1]$ and weights $q_{x, y}$ adding up to one. Thus, $c_{x, y} \in$ $[-1,1]$. Observe that the quantities $Q_{x, y}$ and $\cos \alpha_{x, y}$ are symmetric in $x$ and $y$, while the $x$ and $y$ in the quantities $p_{x, y}$ and $c_{x, y}$ are elements of different spheres.

It is obvious that the quantities defined above depend only on finitely many components of $g, h \in \mathbb{H}^{\nu}$. Therefore, with slight abuse of notation, we sometimes write these quantities as functions of the components they actually depend on. For example, we write $c_{x, y}\left(g^{\prime}, h^{\prime}\right)$ with $g^{\prime}, h^{\prime} \in \mathbb{H}^{S_{x}}$.

We can now decompose the maps $\Psi_{z}$ into an averaging, a translating and a reflecting part, i.e.,

$$
\Psi_{z}=\tau \circ \sigma_{z} \circ \rho,
$$

as it can be found in FHS1. Precisely, the components of $\rho, \sigma_{z}$ and $\tau$ in $x \in S^{n}$ are given as functions

$$
\begin{array}{ll}
\rho_{x}: \mathbb{H} \rightarrow \mathbb{H}, & g \mapsto-\frac{1}{g} \\
\sigma_{z, x}: \mathbb{H} \rightarrow \mathbb{H}, & g \mapsto z-w(x)+g, \\
\tau_{x}: \mathbb{H}^{S_{x}} \rightarrow \mathbb{H}, & g \mapsto \sum_{y \in S_{x}}|t(x, y)|^{2} g_{y} .
\end{array}
$$

We denote the restrictions of $\rho, \sigma$ and $\tau$ to the subspaces $\mathbb{H}^{S^{n}}$ induced by the spheres $S^{n}$ by $\rho_{S^{n}}, \sigma_{z, S^{n}}$ and $\tau_{S^{n}}$. In particular, $\rho_{S^{n}}, \sigma_{z, S^{n}}$ are maps $\mathbb{H}^{S^{n}} \rightarrow \mathbb{H}^{S^{n}}$ and $\tau_{S^{n}}$ is a map $\mathbb{H} S^{n+1} \rightarrow \mathbb{H}^{S^{n}}$.

The basic contraction properties of $\Psi_{z, x}$ and its decomposition are summarized in the next proposition.
Lemma 2.19. (Basic contraction properties.) Let $x \in \mathcal{V}, z \in \mathbb{H} \cup \mathbb{R}$. Then, $\Psi_{z, x}:\left(\mathbb{H}^{S_{x}}, \gamma_{S_{x}}\right) \rightarrow(\mathbb{H}, \gamma)$ is a quasi contraction. More precisely,
(1.) $\rho_{x}:(\mathbb{H}, \gamma) \rightarrow(\mathbb{H}, \gamma)$ is an isometry.
(2.) $\sigma_{z, x}:(\mathbb{H}, \gamma) \rightarrow(\mathbb{H}, \gamma)$ is an isometry if $\operatorname{Im} z=0$ and a contraction if $\operatorname{Im} z>0$ which is uniform on sets $\{h \in \mathbb{H} \mid \operatorname{Im} h \leq C\}$ with contraction coefficient $c_{0}=$ $(1+\operatorname{Im} z / C)^{-2}$.
(3.) $\tau_{x}:\left(\mathbb{H}^{S_{x}}, \gamma_{S_{x}}\right) \rightarrow(\mathbb{H}, \gamma)$ is a quasi contraction with

$$
\gamma\left(\tau_{x}(g), \tau_{x}(h)\right)=\sum_{y \in S_{x}} p_{x, y}(h) c_{x, y}(g, h) \gamma\left(g_{y}, h_{y}\right) .
$$

Proof. (1.) Since $1 / \xi=\bar{\xi} /|\xi|^{2}$ for $\xi \in \mathbb{C} \backslash\{0\}$ we have for $g, h \in \mathbb{H}$

$$
\gamma(\rho(g), \rho(h))=\frac{|g|^{-2}|h|^{-2}|\bar{g}-\bar{h}|^{2}}{\operatorname{Im} g|g|^{-2} \operatorname{Im} h|h|^{-2}}=\gamma(g, h) .
$$

(2.) A direct calculation yields
$\gamma\left(\sigma_{z, x}(g), \sigma_{z, x}(h)\right)=\frac{|g-h|^{2}}{\operatorname{Im}(g+z) \operatorname{Im}(h+z)}=\frac{1}{(1+\operatorname{Im} z / \operatorname{Im} g)(1+\operatorname{Im} z / \operatorname{Im} h)} \gamma(g, h)$.
The coefficient on the right hand side is smaller than one if and only if $\operatorname{Im} z>0$. On the set $U_{C}=\{g \mid \operatorname{Im} g \leq C\} \subset \mathbb{H}$ the map $\sigma_{z, x}$ is a uniform contraction with contraction coefficient $c_{0}=\sup _{g \in U_{C}}(1+\operatorname{Im} z / \operatorname{Im} g)^{-2}=(1+\operatorname{Im} z / C)^{-1}$.
(3.) We compute

$$
\left.\left.\left|\sum_{y \in S_{x}}\right| t(x, y)\right|^{2}\left(g_{y}-h_{y}\right)\right|^{2}=\sum_{y, v \in S_{x}}|t(x, y)|^{2}|t(x, v)|^{2}\left|g_{y}-h_{y}\right|\left|g_{v}-h_{v}\right| \cos \alpha_{y, v}
$$

$$
\begin{aligned}
\ldots & =\sum_{y, v \in S_{x}}|t(x, y)|^{2}|t(x, v)|^{2}\left(\operatorname{Im} g_{y} \operatorname{Im} g_{v} \operatorname{Im} h_{y} \operatorname{Im} h_{v} \gamma_{y} \gamma_{v}\right)^{\frac{1}{2}} \cos \alpha_{y, v} \\
& =\sum_{y, v \in S_{x}}|t(x, y)|^{2}|t(x, v)|^{2}\left(\frac{1}{2}\left(\operatorname{Im} g_{y} \operatorname{Im} h_{v} \gamma_{v}\right)+\frac{1}{2}\left(\operatorname{Im} g_{v} \operatorname{Im} h_{y} \gamma_{y}\right)\right) Q_{x, y} \cos \alpha_{y, v} \\
& =\sum_{y \in S_{x}}|t(x, y)|^{2} \operatorname{Im} h_{y}\left(\sum_{v \in S_{x}}|t(x, v)|^{2} \operatorname{Im} g_{v} Q_{y, v} \cos \alpha_{y, v}\right) \gamma_{y} .
\end{aligned}
$$

Dividing this expression by $\operatorname{Im} \tau_{x}(g) \operatorname{Im} \tau_{x}(h)$ and plugging in the definitions of yields the formula of (3.). We continue to estimate using the formula of (3.)

$$
\begin{aligned}
\gamma\left(\tau_{x}(g), \tau_{x}(h)\right) & =\left(\sum_{y \in S_{x}} p_{x, y}(h) c_{x, y}(g, h) \frac{\gamma\left(g_{y}, h_{y}\right)}{\gamma_{S_{x}}(g, h)}\right) \gamma_{S_{x}}(g, h) \\
& \leq\left(\sum_{y \in S_{x}} p_{x, y}(h)\right) \gamma_{S_{x}}(g, h)=\gamma_{S_{x}}(g, h),
\end{aligned}
$$

where the first inequality follows since $c_{x, y}(g, h) \leq 1$ and $\gamma\left(g_{y}, h_{y}\right) \leq \gamma_{S_{x}}(g, h)$ by definition of $\gamma_{S_{x}}$. The last equality follows by $\sum_{y \in S_{x}} p_{x, y}(h)=1$. Hence, we have shown that $\tau_{x}$ is a quasi contraction.

Let us end this section with a discussion about what we can learn from the previous proposition about the contraction properties of $\Psi_{z}$.
It follows that $\Psi_{z}$ is a contraction for $\operatorname{Im} z>0$. The set where the contraction is uniform will turn out to be large enough to show uniqueness of a fixed point if the operators have moderate off diagonal growth. This will be done in the next section.

Moreover, $\sigma_{x} \circ \rho_{x}$ is a hyperbolic isometry for $\operatorname{Im} z=0$. So, in the case where $\Psi_{z, x}$ stays a uniform contraction in the $\operatorname{limit} \operatorname{Im} z \downarrow 0$, the map $\tau_{x}$ must be a uniform contraction. Let us take a closer look at $\tau_{x}$. According to Proposition 2.19 it can be expanded into a contraction sum with weights $p_{x, y}$ and contraction quantities $c_{x, y}$ which are contraction sums on their own. Let us discuss under which circumstances we can expect $\tau_{x}$ to be a contraction.
Let us first explain that there is a subset where $\tau$ is not a contraction. On the subset of $\mathbb{H}^{S_{x}}$ of elements with linearly dependent components over $\mathbb{R}$, the map $\tau_{x}$ is multiplication by a positive number, which is a hyperbolic isometry. This can be seen right away. Assume that the components of $g$ and $h$ are linearly dependent over $\mathbb{R}$, i.e., there are $g_{0}, h_{0} \in \mathbb{H}$ and $\beta_{y}>0, y \in S_{x}$ such that $g_{y}=\beta_{y} g_{0}$ and $h_{y}=\beta_{y} h_{0}$. Then, for all $y \in S_{x}$, one easily checks

$$
\gamma\left(\tau_{x}(g), \tau_{x}(h)\right)=\gamma\left(g_{0}, h_{0}\right)=\gamma\left(g_{y}, h_{y}\right)=\gamma_{S_{x}}(g, h)
$$

(Indeed, it can easily be seen that the set of pairs $(g, h) \in \mathbb{H} \times \mathbb{H}$ for which $\tau_{x}$ is not contracting is even larger.) We can decompose $\tau_{x}$ into a multiplication and an averaging part via $\tau_{x}=\beta \cdot \tau_{x}(g / \beta)$, where $\beta=\left|S_{x}\right|$. As seen above, multiplication by $\beta$ is a hyperbolic isometry. In the euclidean distance, the average of two vectors $g, h$
of complex numbers is a contraction if and only if the components of the differences are not all pairwise linearly dependent over $\mathbb{R}$. This means there are $y$ and $y^{\prime}$ such that the argument of the complex numbers $g_{y}-h_{y}$ and $g_{y^{\prime}}-h_{y^{\prime}}$ is non zero, i.e., $\cos \alpha_{y, y^{\prime}}<1$. This is also true in the hyperbolic case, in particular, we have in this case $\cos \alpha_{y, y^{\prime}}<1$. Thus, $c_{y, y^{\prime}}<1$ which yields $\gamma\left(\tau_{x}(g), \tau_{x}(h)\right)<\gamma(g, h)$. Of course, this still does not tell us anything about uniformness of the contraction.

The considerations above can teach us two things. First of all, $\tau_{x}$ is definitely no contraction on $\mathbb{H}^{S_{x}}$. Secondly, one can try to show that multiple applications of $\Psi_{z}$ map the linearly dependent elements into linear independent ones. In this case $\tau_{x}$ is a contraction in at least multiple steps. Such a strategy will be pursued in the analysis of label invariant operators in Section 3.3 .

### 2.4.2 Uniqueness of fixed points

We now prove that the recursion map $\Psi_{z}^{(H)}$ of a given $H$ has a unique fixed point in $\mathbb{H}^{\mathcal{V}}$ for $z \in \mathbb{H}$ under suitable conditions. This directly implies that there is a unique vector in $\mathbb{H}^{\nu}$ satisfying recursion relations (2.2) which is the truncated Green function $\Gamma(z, H)$. Likewise, $\Gamma(z, H)$ is then the unique solution of the system of polynomial equations (2.3). Moreover, as a direct consequence, the operator $H$ is essentially self adjoint.

The following statement is found in FHS1 for a class of operators on graphs which satisfy certain assumptions. These assumptions allow for much more general graphs than trees. But in contrast to our setting, they also imply that the operators are bounded and the considered Hilbert space is $\ell^{2}(\mathcal{V})$, i.e., the measure $\nu \equiv 1$.

Define

$$
t_{n}:=\sup _{x \in S^{n}} \sum_{y \in S_{x}}|t(x, y)|^{2} .
$$

We say an operator $H$ acting as (2.1) has moderate off diagonal growth if

$$
\limsup _{n \rightarrow \infty} \frac{1}{t_{n+1}} \sum_{k=0}^{n} \frac{1}{t_{k}}=\infty
$$

Theorem 2.20. (Uniqueness of fixed points.) Suppose that $H$ has moderate off diagonal growth. Then, $\Psi_{z}=\Psi_{z}^{(H)}$ has a unique fixed point in $h^{\mathcal{V}}$ for $z \in \mathbb{H}$. This fixed point is the truncated Green function $\Gamma(z, H) \in \mathbb{H}^{\nu}$. Its restriction to the spheres $\Gamma_{S^{j}}, j \in \mathbb{N}_{0}$, can be computed for arbitrary $g \in \mathbb{H}^{\nu}$ via the limit

$$
\Gamma_{S^{j}}(z, T)=\lim _{n \rightarrow \infty} \Psi_{z, S^{j}} \circ \ldots \circ \Psi_{z, S^{j+n}}\left(g_{S^{j+n+1}}\right) .
$$

Proof. Let us fix some notation at the beginning. Denote $z=E+i \eta, U(C):=\{g \in$ $\left.\mathbb{H}^{\mathcal{V}}| | g_{x} \mid \leq C, x \in \mathcal{V}\right\}$ for $C>0$ and by $U^{n}(C)$ the canonical projection of $U(C)$ into $\mathbb{H}^{S^{n}}$. Moreover, denote $\Psi:=\Psi_{z}^{(H)}$. We start with a claim.

Claim 1: $\Psi$ maps $\mathbb{H}^{\mathcal{V}}$ into $U(1 / \eta)$.
Proof of Claim 1. Let $g \in \mathbb{H}^{S_{x}}$ and calculate

$$
\left|\Psi_{x}(g)\right|^{2}=\frac{1}{\left(E-w(x)+\operatorname{Re} \tau_{x}(g)\right)^{2}+\left(\eta+\operatorname{Im} \tau_{x}(g)\right)^{2}} \leq \frac{1}{\eta^{2}},
$$

as $\operatorname{Im} \tau_{x}(g)>0$. This proves the claim.
Claim 2: $\Psi_{S^{n}}$ is a uniform contraction on the set $\Psi_{S^{n+1}\left(\mathbb{H}^{S^{n+2}}\right) \text { with contraction }}$ coefficient $\left(1+\eta^{2} / t_{n}\right)^{-2}$.
Proof of Claim 2. By Claim 1 we have that $\Psi_{S^{n+1}}\left(\mathbb{H}^{S^{n+2}}\right) \subseteq U^{n+1}(1 / \eta)$. One directly checks that $\tau_{S^{n}}$ maps $U^{n+1}(1 / \eta)$ into $U^{n}\left(t_{n} / \eta\right)$. By Lemma 2.19, the map $\sigma_{z, S^{n}}$ is a uniform contraction on $U^{n}\left(t_{n} / \eta\right)$ with contraction coefficient $\left(1+\eta^{2} / t_{n}\right)^{-2}$. As $\rho$ is an isometry, the map $\Psi_{S^{n}}$ on $\Psi_{S^{n+1}\left(\mathbb{H}^{S^{n+1}}\right)}$ is a contraction with contraction coefficient $\left(1+\eta^{2} / t_{n}\right)^{-2}$.
Claim 3: $\Psi_{S^{n}} \circ \Psi_{S^{n+1}}$ maps $\mathbb{H}^{S^{n+2}}$ into a set $B \subseteq \mathbb{H}^{S^{n}}$ with $\operatorname{diam}(B) \leq\left(2 t_{n} / \eta^{2}\right)^{2}$, (where the diam is taken with respect to $\gamma$ ).
Proof of Claim 3. In the proof of Claim 2 we found that

$$
\tau_{S^{n}} \circ \Psi_{S^{n+1}}\left(\mathbb{H}^{S^{n+2}}\right) \subseteq \tau_{S^{n}}\left(U^{n+1}(1 / \eta)\right) \subseteq U^{n+1}\left(t_{n} / \eta\right)
$$

We estimate

$$
\sup _{g, h \in U^{n}\left(t_{n} / \eta\right)} \gamma\left(\sigma_{S^{n}}(g), \sigma_{S^{n}}(h)\right) \leq \sup _{g, h \in U^{n}\left(t_{n} / \eta\right)} 2 \frac{|g|^{2}+|h|^{2}}{\eta^{2}}=\frac{4}{\eta^{4}} t_{n}^{2} .
$$

For the last equality one first checks that the inequality ' $\leq$ ' holds and then one finds the elements which make the estimate sharp. Since $\rho_{S^{n}}$ is an isometry we obtain, by putting the two arguments together,

$$
\sup _{g, h \in \mathbb{H}^{S^{n+2}}} \gamma\left(\Psi_{S^{n}}\left(\Psi_{S^{n+1}}(g)\right), \Psi_{S^{n}}\left(\Psi_{S^{n+1}}(h)\right)\right) \leq \frac{4}{\eta^{4}} t_{n}^{2} .
$$

This proves the claim.
We now want to apply the uniqueness of limit points, Lemma 2.12 with $X_{j}=$ $\operatorname{clos}\left(\Psi_{S^{j}} \circ \Psi_{S^{j+1}}\left(\mathbb{H}^{S^{j+2}}\right)\right), d_{j}=\gamma_{S^{j}}$ and $\varphi_{j}=\Psi_{S^{j}}$ for $j \in \mathbb{N}_{0}$. Here, $\operatorname{clos} U$ of a set $U$ means the closure of $U$. By Claim 2, we have that $\varphi_{j}$ is a uniform contraction with contraction coefficient $c_{j}=\left(1+\eta^{2} / t_{j}\right)^{-2}$. By Claim 3, the spaces $X_{j}$ are compact and $x_{j}=\operatorname{diam}\left(X_{j}\right) \leq\left(2 t_{j} / \eta^{2}\right)^{2}$. One now easily checks that by the assumption of moderate off diagonal growth we get

$$
\limsup _{k \rightarrow \infty} \frac{1}{\sqrt{x_{k}}} \sum_{j=0}^{k-1} \frac{\left(1-\sqrt{c_{j}}\right)}{\sqrt{c_{j}}}=2 \eta^{2} \limsup _{j \rightarrow \infty} \frac{1}{t_{k}} \sum_{j=0}^{k-1} \frac{1}{t_{j}}=\infty .
$$

Hence, the assumptions of Lemma 2.12 are fulfilled with $\beta=1 / 2$. This yields the uniqueness of the limit point $\Gamma(z, H)$ and the formula for the restrictions to the spheres. As the limit point is unique, it is a fixed point of $\Psi_{z}$.

Before providing some examples of operators which satisfy the assumption of the theorem above, we want to give two immediate corollaries. The first one follows directly from the definitions of Section 2.2 .

Corollary 2.21. (Uniqueness of solutions.) If $H$ has moderate off diagonal growth, then the recursion formulas (2.2) and the system of polynomial equations (2.3) have a unique solution which is given by $\Gamma(z, H)$ for each $z \in \mathbb{H}$.

Moreover, the theorem above gives a sufficient criterion for essential self adjointness of the operator $H$ on $c_{c}(\mathcal{V})$.
Corollary 2.22. (Essential self adjointness.) If the operator $H$ has moderate off diagonal growth and $c_{c}(\mathcal{V}) \subseteq D(H)$, then $H$ is essentially self adjoint on $c_{c}(\mathcal{V})$.

Proof. Suppose there are two self adjoint operators on $\ell^{2}(\mathcal{V}, \nu)$ acting as 2.1. In this case they share the same recursion map. By the theorem above their truncated Green functions agree. Hence, by Corollary 2.22 the operators coincide.

The assumption of moderate off diagonal growth has some similarity to a criterion for essential self adjointness of Jacobi matrices on $\ell^{2}(\mathbb{N})$ or $\ell^{2}(\mathbb{Z})$ (see Be, p.504, Theorem 1.3]. It would be interesting to give a unified treatment of these assumptions.

Example 2.23. (1.) Let the operator $H$ have moderate off diagonal growth. Then, any self adjoint operator $H+v$, where $v$ is the multiplication by a potential, has moderate off diagonal growth.
(2.) Let $t_{n} \leq C$ for some $C \geq 0$ and all $n \in \mathbb{N}$. In this case, $H$ has moderate off diagonal growth. Indeed, it suffices that there exists a sequence $n_{k}$ such that $t_{n_{k}} \leq C$ for all $k \in \mathbb{N}$. Consider, for example, the adjacency operator $A$ or the Laplace operator $\Delta$ defined on a tree whose vertex degree is a function of the distance to the root. If the tree satisfies

$$
\operatorname{deg}(x)= \begin{cases}2 & :|x| \text { prime }, \\ |x| & : \text { else },\end{cases}
$$

then $A$ and $\Delta$ have moderate off diagonal growth.
(3.) Assume that $t_{n} \sim n^{\beta}$ for some $\beta<1 / 2$ is satisfied. Since $\sum_{j=1}^{n} j^{-\beta} \sim$ $\int_{0}^{n} x^{-\beta} d x=(1-\beta)^{-1} n^{1-\beta}$ we get

$$
\frac{1}{t_{n+1}} \sum_{j=1}^{n} \frac{1}{t_{j}} \sim \frac{n}{(n(n+1))^{\beta}} \sim n^{1-2 \beta} \rightarrow \infty, \quad n \rightarrow \infty
$$

It follows that $H$ has moderate off diagonal growth. For instance the operators $A$ or $\Delta$ defined on a tree which vertex degree satisfies $\operatorname{deg}(\cdot) \leq(\cdot)^{\beta}$ with $\beta<1 / 2$ have moderate off diagonal growth.

## Chapter 3

## Label invariant operators and label radial symmetric potentials

He took our sins on himself, giving his body to be nailed on the tree, so that we, being dead to sin, might have a new life in righteousness, and by his wounds we have been made well. 1 Peter 2:24

Our setting in this chapter is the following: Let $\mathcal{A}$ be a finite set and $M: \mathcal{A} \times \mathcal{A} \rightarrow \mathbb{N}_{0}$ a substitution matrix which excludes the one dimensional situation, has positive diagonal and is primitive, i.e., it satisfies (M0), (M1) and (M2). For each $j \in \mathcal{A}$ we get a tree $\mathcal{T}=\mathcal{T}(M, j)$ with vertex set $\mathcal{V}$ and labeling function $a: \mathcal{V} \rightarrow \mathcal{A}$. Choose a label invariant measure $\nu$ on $\mathcal{V}$ and let $T: \ell^{2}(\mathcal{V}, \nu) \rightarrow \ell^{2}(\mathcal{V}, \nu)$ be a label invariant operator acting as

$$
(T \varphi)(x)=\sum_{y \sim x} t(x, y) \varphi(y)+w(x) \varphi(x) .
$$

Recall that label invariance means, apart from the tree compatibility (T0), i.e., $t(x, y) \neq 0$ if and only if $x \sim y$ and the symmetry (T1), i.e., $t(x, y) \nu(x)=t(y, x) \nu(y)$, that there is a matrix $\left(m_{j, k}\right)_{j, k \in \mathcal{A}}$ and a vector $\left(m_{j}\right)_{j \in \mathcal{A}}$ such that

$$
m_{a(x), a(y)}=|t(x, y)|^{2} M_{a(x), a(y)} \quad \text { and } \quad m_{a(x)}=w(x),
$$

for all $x, y \in \mathcal{V}, x \sim y$, which we referred to as label invariance (T2). Note that a label invariant operator is always bounded. In particular, they have moderate off diagonal growth. So, everything which was proven in the previous section applies to our present setting.

The aim of the chapter is to prove Theorem 1 and Theorem 2. Recall that Theorem 1 claims that a label invariant operator $T$ has pure absolutely continuous spectrum on finitely many intervals. On the other hand, Theorem 2 claims that the absolutely continuous spectrum of $T$ is stable under small perturbations of label radial symmetric potentials $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$, i.e., the operator $T+\lambda v$ exhibits pure absolutely continuous spectrum on compact intervals included in an open subset of $\sigma(T)$ for sufficiently small $\lambda \geq 0$ whenever $T$ is a non regular tree operator.

To this end, we study the Green functions $\Gamma_{x}=\Gamma_{x}(z, H)=\left\langle\delta_{x},\left(H_{\mathcal{T}_{x}}-z\right)^{-1} \delta_{x}\right\rangle$ and $G_{x}=G_{x}(z, H)=\left\langle\delta_{x},(H-z)^{-1} \delta_{x}\right\rangle$ in the limit $\operatorname{Im} z \downarrow 0$ with $H$ as the operator $T$
or $T+\lambda v$. Let $\Sigma \subset \mathbb{R}$ be the largest open set, where the maps

$$
\mathbb{H} \rightarrow \mathbb{H}, \quad z \mapsto \Gamma_{x}(z, T),
$$

have unique continuous extensions to $\mathbb{H} \cup \Sigma \rightarrow \mathbb{H}$ for all $x \in \mathcal{V}$. In particular, this entails that for $E \in \Sigma$ and $x \in \mathcal{V}$ the limits

$$
\Gamma_{x}(E, T):=\lim _{\eta \downarrow 0} \Gamma_{x}(E+i \eta, T)
$$

exist, are continuous in $E$ and

$$
\operatorname{Im} \Gamma_{x}(E, T)>0 .
$$

We will prove the following theorem for $T$, which implies Theorem 1 .
Theorem 3.1. Let $T$ be a label invariant operator. Then, the set $\Sigma$ consists of finitely many open intervals and

$$
\sigma(T)=\cos \Sigma .
$$

Moreover, for every $x \in \mathcal{V}$ the Green function

$$
\mathbb{H} \rightarrow \mathbb{H}, \quad z \mapsto G_{x}(z, T),
$$

has a unique continuous extension to $\mathbb{H} \cup \Sigma \rightarrow \mathbb{H}$ and is uniformly bounded in z.
The proof relies heavily on the analysis of the recursion relation for the truncated Green function $\Gamma_{x}(z)=\Gamma_{x}(z, T)$. We look at these recursion relations from the three view points discussed in Section 2.2. These view points are given by the recursion formula (2.2) itself, the system of polynomial equations (2.3) and the recursion maps (2.4). Every viewpoint contributes to the proof which is given in Section 3.4.

Afterwards, we use similar techniques to prove Theorem 2 also in Section 3.4 Actually, a similar statement as Theorem 3.1 can be proven for the operators $T+\lambda v$ with $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ on compact subsets of $\Sigma$ and $\lambda$ sufficiently small. This is done in Theorem 3.17 and a proof is sketched at the end of Section 3.4

### 3.1 Recursion formulas

As already discussed in Subsection 2.2.4, the infinitely many recursion formulas 2.2 reduce in the present setting to finitely many ones. These are given by

$$
\begin{equation*}
-\frac{1}{\Gamma_{j}(z, T)}=z-m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} \Gamma_{k}(z, T), \quad j \in \mathcal{A} . \tag{3.1}
\end{equation*}
$$

We denote for the rest of this chapter

$$
\Gamma(z):=\left(\Gamma_{j}(z, T)\right)_{j \in \mathcal{A}}, \quad z \in \mathbb{H} .
$$

We derive some immediate bounds from the recursion formulas.
Lemma 3.2. (Uniform bounds for the truncated Green functions.) For all $z \in \mathbb{H}$ and $j \in \mathcal{A}$

$$
\frac{1}{|z|+m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} / \sqrt{m_{j, j}}} \leq\left|\Gamma_{j}(z)\right| \leq \frac{1}{\sqrt{m_{j, j}}}
$$

Proof. By taking imaginary parts in (3.1) we get

$$
\operatorname{Im} \Gamma_{j}(z)=\left(\operatorname{Im} z+\sum_{k \in \mathcal{A}} m_{j, k} \operatorname{Im} \Gamma_{k}(z)\right)\left|\Gamma_{j}(z)\right|^{2}
$$

Since the $\Gamma_{k}(z)$ are Herglotz functions, see Lemma 2.3, we have $\operatorname{Im} \Gamma_{k}(z)>0$ for all $k \in \mathcal{A}$. Dropping the positive terms $\operatorname{Im} z$ and $m_{j, k} \operatorname{Im} \Gamma_{k}(z)$ for $k \neq j$ on the right hand side of the equation we obtain

$$
\operatorname{Im} \Gamma_{j}(z) \geq m_{j, j} \operatorname{Im} \Gamma_{j}(z)\left|\Gamma_{j}(z)\right|^{2}
$$

We also know that $m_{j, j}>0$ by the axioms (M1) and (T0). Hence, we can divide by $\operatorname{Im} \Gamma_{j}(z)$ to obtain the upper bound. Given the upper bound the lower bound follows immediately by taking the modulus in (3.1).

Note that this lemma already yields that the spectral measure $\mu_{o}$ of $T$ with respect to the characteristic function of the root $o$ is purely absolutely continuous. By the extension from $\Gamma$ to $G$, Proposition 2.9. we can derive that the spectrum of $T$ is purely absolutely continuous. However, we need the continuity of the Green function stated in Theorem 3.1 in order to study perturbations of the operator.
There is a nice alternative argument to exclude the existence of eigenvalues. Assume there exists an eigenfunction $\varphi$ to $T$. As $\mu_{o}$ is purely absolutely continuous, $\varphi$ must vanish at the root $o$. This, however implies that we can decouple the tree $\mathcal{T}(M, a(o))$ at the root into a union of trees, $\operatorname{viz} M(j, k)$ trees with root $o$ of label $k \in \mathcal{A}$ and $\varphi$ will induce an eigenfunction on each of these trees as well. By the same reason as above, these induced eigenfunctions must vanish at the roots of the new trees. By induction we see that $\varphi \equiv 0$.

### 3.2 Polynomial equations

Similar to the recursion formulas, the system of infinitely many polynomial equations (2.3) can be reduced in the present setting to a finite system $P(z, \xi)=0$ given by

$$
\begin{equation*}
P_{j}(z, \xi)=\left(z-m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} \xi_{k}\right) \xi_{j}+1=0, \quad j \in \mathcal{A}, \tag{3.2}
\end{equation*}
$$

for $z \in \mathbb{R} \cup \mathbb{H}$ and $\xi \in \mathbb{H}^{\mathcal{A}}$. We have $P(z, \Gamma(z))=0$ for the truncated Green function $\Gamma(z)$. For this section we set $N=|\mathcal{A}|$ and $\mathcal{A}=\{1, \ldots, N\}$.

The analysis of regular tree operators is very similar to what is done for the Laplace operator on regular trees. However the analysis of non regular tree operators is much more complicated. To this end, the following sets will be important. We let $\Sigma_{1}$ be the subset of $\mathbb{R}$ where (3.2) has a solution in $\mathbb{H}^{\mathcal{A}}$, i.e.,

$$
\Sigma_{1}:=\left\{E \in \mathbb{R} \mid P(E, \xi)=0 \text { for some } \xi \in \mathbb{H}^{\mathcal{A}}\right\}
$$

We let $\Sigma_{0}$ be the subset of $\Sigma_{1}$ where there is a solution in $\mathbb{H}^{\mathcal{A}}$ such that all components are linear multiples of each other, i.e.,

$$
\Sigma_{0}:=\left\{E \in \Sigma_{1} \mid P(E, \xi)=0 \text { and } \arg \xi_{j} \overline{\xi_{k}}=0 \text { for some } \xi \in \mathbb{H}^{\mathcal{A}} \text { and all } j, k \in \mathcal{A}\right\} .
$$

For non regular tree operators the sets $\Sigma_{1}, \Sigma_{0}$ stand in a close relation to the set $\Sigma$ defined prior to Theorem 3.1. (This will be shown much later in Lemma 3.15)

In this section we will show the following:
(1.) For regular tree operators the spectrum is an interval and we obtain an explicit formula for the Green function.
(2.) For non regular tree operators $\Sigma_{0}$ is finite.
(3.) The set $\Sigma_{1}$ consists of finitely many intervals.

We now turn to the proof of (1.), (2.) and (3.). Each of the proofs is given in a separate subsection.

### 3.2.1 Regular tree operators

We first take a closer look at regular tree operators. Recall that a label invariant operator $T$ is called a regular tree operator if (R1) and (R2) are fulfilled, i.e., if there are $k \in(0, \infty), w \in \mathbb{R}$ with

$$
k=\sum_{l \in \mathcal{A}} m_{j, l} \quad \text { and } \quad w=m_{j} \quad \text { for all } j \in \mathcal{A} .
$$

These are only assumptions on the operator and not on the underlying geometry of the tree, see Example 1.9 (3.). However, we will see that the truncated Green functions of these operators behave exactly as for operators on regular trees.

Let a regular tree operator $T$ and $z \in \mathbb{H}$ be given. One immediately sees that $\xi=\left(\xi_{1}, \ldots, \xi_{N}\right)=\left(\zeta_{0}, \ldots, \zeta_{0}\right)$ solves (3.2), i.e., $P(z, \xi)=0$, where $\zeta_{0} \in \mathbb{C}$ is the unique root in $\mathbb{H}$ of the quadratic polynomial equation

$$
k \zeta^{2}+(z-w) \zeta+1=0
$$

Corollary 2.21 tells us that for $z \in \mathbb{H}$ the system (3.2) has the truncated Green function as a unique solution in $\mathbb{H}^{\mathcal{A}}$. Hence, $\zeta_{0}=\Gamma_{x}(z, T)$ for all $x \in \mathcal{V}$. By the square root $\sqrt{z}$ of a complex number $z=r e^{i \varphi}$ with $r \geq 0$ and $\varphi \in[0,2 \pi)$ we understand $\sqrt{z}=\sqrt{r} e^{i \varphi / 2}$. We get the following proposition as an immediate
consequence, which proves the statements of Theorem 3.1 for regular tree operators completely.

Proposition 3.3. Let $T$ be a regular tree operator with $k \in(0, \infty)$ and $w \in \mathbb{R}$ given as above. Then, for all $E \in \mathbb{R}$ and $x \in \mathcal{V}$, the limit $\Gamma_{x}(E, T):=\lim _{\eta \downarrow 0} \Gamma_{x}(E+i \eta, T)$ exists, is continuous in $E$ and given by

$$
\Gamma_{x}(E, T)=\frac{1}{2 k}\left(-E+w+\sqrt{(E-w)^{2}-4 k}\right) .
$$

The spectrum of $T$ is purely absolutely continuous and satisfies

$$
\sigma(T)=[-2 \sqrt{k}+w, 2 \sqrt{k}+w] .
$$

Proof. The formula for the Green function follows directly from the consideration above by computing the value of $\zeta_{0}$ and taking the limit as $\eta \downarrow 0$. Let $I:=(-2 \sqrt{k}+$ $w, 2 \sqrt{k}+w)$. Clearly, $\Gamma_{x}(E, T) \in \mathbb{H}$ if and only if $E \in I$. By the extension from $\Gamma$ to $G$, Proposition 2.9, the function $G_{x}(\cdot, T)$ is uniformly bounded. Moreover, it maps $\mathbb{H}$ into $\mathbb{H}$ and $\operatorname{Im} G_{x}(E, T)$ vanishes for energies $E \in \mathbb{R} \backslash I$. The equality concerning the spectrum follows from the vague convergence of the spectral measures, Lemma 2.4.

### 3.2.2 Non regular tree operators

Let us turn to the case of non regular tree operators. We consider solutions of (3.2) for $z=E \in \mathbb{R}$. We will show that, except for a finite set of energies $E$, the components of the solutions to 3.2 in $\mathbb{H}^{\mathcal{A}}$ cannot be all linear multiples of each other, i.e., they are not in $\Sigma_{0}$. In other words, considering the components as vectors in the upper half plane, there is always a pair which has a non vanishing angle. These non vanishing angles will be the major ingredient to show contraction of the recursion map in the next section.

Lemma 3.4. Let $T$ be a non regular tree operator. Then, $\Sigma_{0}$ is finite and $\left|\Sigma_{0}\right| \leq$ $|\mathcal{A}|-1$. Moreover, if $m_{1}=\ldots=m_{N}$ then $\Sigma_{0} \subseteq\left\{m_{1}\right\}$.

Proof. Let $E \in \Sigma_{1}$. Then there is $\xi \in \mathbb{H}^{\mathcal{A}}$ such that $P(E, \xi)=0$. We assume now that $\arg \xi_{j} \overline{\xi_{k}}=0$ for all $j, k \in \mathcal{A}$ which is equivalent to assuming that there are $r_{j}>0$ such that

$$
\xi_{j}=r_{j} \xi_{1}, \quad j \in \mathcal{A}
$$

In this case $E \in \Sigma_{0}$ by definition of $\Sigma_{0}$. With this assumption the polynomial equation (3.2) becomes

$$
0=\sum_{k \in \mathcal{A}} m_{j, k} r_{j} r_{k} \xi_{1}^{2}+\left(E-m_{j}\right) r_{j} \xi_{1}+1, \quad j=1, \ldots, N
$$

We denote the coefficients of $\xi_{1}$ by

$$
c_{2, j}=\sum_{k \in \mathcal{A}} m_{j, k} r_{j} r_{k} \quad \text { and } \quad c_{1, j}=\left(E-m_{j}\right) r_{j} .
$$

Quadratic polynomials with real coefficients have either two complex conjugated roots or two real ones. Since we assumed $\xi \in \mathbb{H}^{\mathcal{A}}$ we already know one root is $\xi_{1} \in \mathbb{H}$ so the other one must be $\overline{\xi_{1}}$. The polynomials all have the same roots and therefore must have the same coefficients, because they are normalized. Thus, $c_{1, j}$ and $c_{2, j}$ are independent of $j$.

We now check that this can only happen for $(N-1)$ energies $E$. We start with the linear coefficients $c_{1, j}, j \in \mathcal{A}$, and distinguish two cases.

Case 1: $c_{1, j}=0$ for some (all) $j \in \mathcal{A}$. Since $r_{j}>0$ we get $E-m_{j}=0$. Therefore, the $c_{1, k}, k \in \mathcal{A}$ can only be equal if $E=m_{1}=\ldots=m_{N}$. Hence, there is only one exceptional energy in this case.

Case 2: $c_{1, j} \neq 0$ for all $j \in \mathcal{A}$. As $r_{1}=1$ we obtain

$$
r_{j}=\frac{E-m_{1}}{E-m_{j}}
$$

and conclude for the quadratic term $c_{2, j}, j \in \mathcal{A}$,

$$
c_{2, j}=\sum_{l \in \mathcal{A}} m_{j, l} \frac{\left(E-m_{1}\right)^{2}}{\left(E-m_{j}\right)\left(E-m_{l}\right)}=\frac{\left(E-m_{1}\right)^{2}}{\prod_{i \in \mathcal{A}}\left(E-m_{i}\right)} \sum_{l \in \mathcal{A}} m_{j, l} \prod_{n \neq j, l}\left(E-m_{n}\right) .
$$

Dividing the equations $c_{2, j}-c_{2, k}=0, j, k \in \mathcal{A}$, by $\left(E-m_{1}\right)^{2} / \prod_{i}\left(E-m_{i}\right)$ leads to

$$
\begin{aligned}
0 & =\sum_{l \in \mathcal{A}}\left(m_{j, l} \prod_{n \neq j, l}\left(E-m_{n}\right)-m_{k, l} \prod_{n \neq k, l}\left(E-m_{n}\right)\right) \\
& =\left(\sum_{l \in \mathcal{A}}\left(m_{j, l}-m_{k, l}\right)\right) E^{N-2}+\sum_{l \in \mathcal{A}}\left(m_{j, l} \sum_{n \neq j, l} m_{n}-m_{k, l} \sum_{n \neq k, l} m_{n}\right) E^{N-3}+\varphi_{j, k}(E),
\end{aligned}
$$

where $\varphi_{j, k}$ is a polynomial in $E$ of order lower or equal to $(N-4)$.
Now, we bring the assumption that $T$ is a non regular tree operator into play.
Suppose first that (R1) fails, i.e., $\sum_{l} m_{j, l} \neq \sum_{l} m_{k, l}$ for some $j, k \in \mathcal{A}$. This implies that the leading coefficient of the right hand side is not equal to zero. Hence, there can be at most $(N-2)$ values $E$ which satisfy the equation above.

Suppose, on the other hand, (R1) holds but (R2) fails, i.e., $m_{j} \neq m_{k}$ for some $j, k \in \mathcal{A}$. Then, the leading coefficient in the equation above vanishes and we calculate for the coefficient of ( $N-3$ )-th order using (R1) twice

$$
\sum_{l \in \mathcal{A}}\left(m_{j, l} \sum_{n \neq j, l} m_{n}-m_{k, l} \sum_{n \neq k, l} m_{n}\right)=\sum_{l \in \mathcal{A}}\left(m_{j, l} m_{k}-m_{k, l} m_{j}\right)=\left(m_{k}-m_{j}\right) \sum_{l \in \mathcal{A}} m_{j, l} .
$$

Note that $\sum_{l} m_{j, l} \geq m_{j, j}>0$ (by the axioms (M1) and (T0)). Hence, the coefficient of ( $N-3$ )-th order does not vanish and thus there can be at most ( $N-3$ ) exceptional energies in this case.

In summary, we have at most one exceptional energy in Case 1 and at most ( $N-2$ ) or $(N-3)$ in Case 2 which gives in total at most $(N-1)$ energies.

To show the last statement we take a closer look at the case $m_{1}=\ldots=m_{N}$, which is (R2). Then, the linear coefficients $c_{1, j}$ are all equal if either $E=m_{1}$ or $r_{1}=\ldots=r_{N}$. The latter case could only happen if also (R1) holds as the equations $c_{2, j}=c_{2, k}$ then imply $\sum_{l} m_{j, l}=\sum_{l} m_{k, l}$ for all $j, k \in \mathcal{A}$. Since $T$ is not a regular tree operator $E=m_{1}$ is the only possible exceptional energy.

Later we will study the recursion maps and prove certain statements for energies in $\Sigma_{1} \backslash \Sigma_{0}$. The previous lemma tells us that for non regular tree operators we only exclude a finite set.

### 3.2.3 An application of a theorem of Milnor

The following statement about the connected components of $\Sigma_{1}$ is a consequence of a theorem of Milnor Mi].

Lemma 3.5. The set $\Sigma_{1}$ consists of finitely many intervals.
Proof. For $n \in \mathbb{N}$ let

$$
Z_{n}:=\left\{(E, u, v) \in \mathbb{R} \times \mathbb{R}^{\mathcal{A}} \times \mathbb{R}^{\mathcal{A}} \mid P_{j}(E, u+i v)=0 \text { and } v_{j} \geq 1 / n \text { for all } j \in \mathcal{A}\right\} .
$$

By a theorem of Milnor Mi] the sum of the $\ell^{2}$-Betti numbers of the algebraic varieties $Z_{n}$ is uniformly bounded by a number $d \in \mathbb{N}$ depending only on the number of polynomial (in)equalities and their degrees. The zero-th $\ell^{2}$-Betti number $\beta_{0}\left(Z_{n}\right)$ is the number of connected components of $Z_{n}$. Since $\ell^{2}$-Betti numbers are dimensions, i.e., non negative integers, we have by $d$ an upper bound for the number of connected components of $Z_{n}$. We claim that

$$
\beta_{0}(Z) \leq d \quad \text { where } \quad Z=\bigcup_{n \in \mathbb{N}} Z_{n} .
$$

Since $Z_{n} \subseteq Z_{n+1}$ we have that if $x, y \in Z$ are not in the same component of $Z$, then they cannot be in the same component for any $Z_{n}$. Let $C_{1}, C_{2}, \ldots$ be the connected components of $Z$ and $x_{1} \in C_{1}, x_{2} \in C_{2}, \ldots$ be arbitrary points. For each $m \in \mathbb{N}$ there is an $n \in \mathbb{N}$ such that $x_{1}, \ldots, x_{m} \in Z_{n}$. This implies $x_{1}, \ldots, x_{m}$ are all in different connected components of $Z_{n}$. Since the number of connected components of $Z_{n}$ are bounded by $d$, the set $Z$ can have at most $d$ connected components. Since

$$
\Sigma_{1}=\operatorname{Pr}_{1} Z, \quad \text { with } \operatorname{Pr}_{1}: \mathbb{R} \times \mathbb{R}^{\mathcal{A}} \times \mathbb{R}^{\mathcal{A}} \rightarrow \mathbb{R}, \quad(E, u, v) \mapsto E,
$$

and $\operatorname{Pr}_{1}$ is continuous, $d$ bounds the number of connected components of $\Sigma_{1}$.

### 3.3 Recursion maps

We next study the contraction properties of the recursion map $\Psi_{z}^{(H)}$ given by (2.4). By the label invariance we can reduce $\Psi_{z}^{(H)}, z \in \mathbb{H} \cup \mathbb{R}$, to a $\operatorname{map} \Phi_{z}:=\Phi_{z}^{(T)}: \mathbb{H}^{\mathcal{A}} \rightarrow$ $\mathbb{H}^{\mathcal{A}}$ whose components are given by

$$
\Phi_{z, j}(g)=-\frac{1}{z-m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} g_{k}}, \quad j \in \mathcal{A} .
$$

By the recursion relation (3.1) we have that the truncated Green function satisfies $\Gamma(z)=\Phi_{z}(\Gamma(z))$ for all $z \in \mathbb{H}$. Note that $h \in \mathbb{H}^{\mathcal{A}}$ is a fixed point of $\Phi_{z}$ if and only if it solves the system of polynomial equations $P(z, h)=0$. Therefore, $\Sigma_{1}$ is exactly the set of energies $E \in \mathbb{R}$ for which $\Phi_{E}$ has a fixed point in $\mathbb{H}^{\mathcal{A}}$.

Before we come to the main goal of this section, let us note that a similar estimate as Lemma 3.2 holds for fixed points of $\Phi_{z}$. However, since $\Phi_{z}$ is continuous in $z$ we can even give an estimate for $z \in \mathbb{H} \cup \mathbb{R}$ instead of only for $z \in \mathbb{H}$.
Lemma 3.6. (Uniform bounds for fixed points.) Let $z \in \mathbb{H} \cup \mathbb{R}$ and $h \in \mathbb{H}^{\mathcal{A}}$ a fixed point of $\Phi_{z}$ be given. Then, for all $j \in \mathcal{A}$,

$$
\frac{1}{|z|+m_{j}+\sum_{k \in \mathcal{A}} m_{j, k} / \sqrt{m_{j, j}}} \leq\left|h_{j}\right| \leq \frac{1}{\sqrt{m_{j, j}}} .
$$

Proof. Inverting the fixed point equation $\Phi_{z}(h)=h$ and multiplying by -1 allows us to follow the arguments of Lemma 3.2 line by line.

The main goal of this section is the following result which says that for all energies $E \in \Sigma_{1} \backslash \Sigma_{0}$ the map $\Phi_{E}^{n+2}$ is a uniform contraction on some hyperbolic ball. Note that by Lemma 3.4 the set $\Sigma_{0}$ is finite if $T$ is a non regular tree operator. Moreover, recall that the number $n=n(M)$ is the smallest integer such that $M_{j, k}^{n} \geq 1$ for all $j, k \in \mathcal{A}$.
Theorem 3.7. (Contraction in $(n+1)$ steps.) For arbitrary $E \in \Sigma_{1} \backslash \Sigma_{0}$ and a fixed point $h \in \mathbb{H}^{\mathcal{A}}$ of $\Phi_{E}$ there are $c \in[0,1)$ and $R>0$ such that for all $g \in B_{R}(h)$

$$
\operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(\Phi_{E}^{n+1}(g), \Phi_{E}^{n+1}(h)\right) \leq c \operatorname{dist}_{\mathbb{H} \mathcal{A}}(g, h)
$$

where $\Phi_{E}^{n+1}$ means that $\Phi_{E}$ is applied $(n+1)$ times.
The strategy of the proof is the following: We start by taking a look at the decomposition of $\Phi_{z}$ introduced in Section 2.4.1 in the reduced picture. Then, we study how the recursion map alters the argument of its input. We use this to prove uniform contraction of $\Phi_{E}$ in at least every $(n+1)$-th step for $E \in \Sigma_{1} \backslash \Sigma_{0}$. The proof is then given in Subsection 3.3.3.

From the theorem we can derive the following consequence. For $E \in \mathbb{R}$ let

$$
\begin{aligned}
U_{r}(E) & =\{z \in \mathbb{H}| | E-\operatorname{Re} z \mid<r, \operatorname{Im} z<r\} \\
\bar{U}_{r}(E) & =\{z \in \mathbb{H} \cup \mathbb{R}| | E-\operatorname{Re} z \mid \leq r, \operatorname{Im} z \leq r\}
\end{aligned}
$$

Theorem 3.8. (Continuity and uniqueness of fixed points.) Let $E \in \Sigma_{1} \backslash \Sigma_{0}$ and $h \in \mathbb{H}^{\mathcal{A}}$ be a fixed point of $\Phi_{E}$. Then there is $r>0$ such that for all $z \in \bar{U}_{r}(E)$ the map $\Phi_{z}$ has a unique fixed point $h(z)$ which is continuous in $z$. In particular, the set $\Sigma_{1} \backslash \Sigma_{0}$ is open in $\mathbb{R}$.

We will prove this theorem also in Subsection 3.3 .3 right after the proof of Theorem 3.7.

### 3.3.1 The decomposition revisited

The reduced recursion map $\Phi_{z}: \mathbb{H}^{\mathcal{A}} \rightarrow \mathbb{H}^{\mathcal{A}}$ can be decomposed into $\Phi_{z}=\rho \circ \sigma_{z} \circ \tau$ with

$$
\rho_{j}(g)=-\frac{1}{g_{j}}, \quad \sigma_{z, j}(g)=z-m_{j}+g_{j} \quad \text { and } \quad \tau_{j}(g)=\sum_{k \in \mathcal{A}} m_{j, k} g_{k}
$$

for $j \in \mathcal{A}$. We want to give an analogue of Lemma2.19 in the reduced setting. To this end, we define the reduced versions of the quantities introduced in Subsection 2.4.1

$$
\begin{aligned}
& p_{j, k}:=p_{j, k}(h):=\frac{m_{j, k} \operatorname{Im} h_{k}}{\sum_{i \in \mathcal{A}} m_{j, i} \operatorname{Im} h_{i}}, \\
& c_{j, k}:=c_{j, k}(g, h):=\sum_{l \in \mathcal{A}} \frac{m_{j, l} \operatorname{Im} g_{l}}{\sum_{i \in \mathcal{A}} m_{j, i} \operatorname{Im} g_{i}} Q_{k, l}(g, h) \cos \alpha_{k, l}(g, h), \\
& Q_{j, k}:=Q_{j, k}(g, h):=\frac{\left(\operatorname{Im} g_{j} \operatorname{Im} g_{k} \operatorname{Im} h_{k} \operatorname{Im} h_{j} \gamma\left(g_{j}, h_{j}\right) \gamma\left(g_{k}, h_{k}\right)\right)^{\frac{1}{2}}}{\frac{1}{2}\left(\operatorname{Im} g_{j} \operatorname{Im} h_{k} \gamma\left(g_{k}, h_{k}\right)+\operatorname{Im} g_{k} \operatorname{Im} h_{j} \gamma\left(g_{j}, h_{j}\right)\right)}, \\
& \alpha_{j, k}:=\alpha_{j, k}(g, h):=\arg \left(\left(g_{j}-h_{j}\right) \overline{\left(g_{k}-h_{k}\right)}\right),
\end{aligned}
$$

for $j, k \in \mathcal{A}$. As in Subsection 2.4.1 we assume $g_{j} \neq h_{j}$ and $g_{k} \neq h_{k}$ in the definition of $\alpha_{j, k}$ and set $Q_{j, k}=0$ in the complementary case. Recall that $\sum_{k} p_{j, k}=1$ for all $j \in \mathcal{A}$. Furthermore, $c_{j, k} \leq 1$ since $\cos \alpha_{j, k} \leq 1$ and $Q_{j, k} \leq 1$ as a quotient of a geometric and an arithmetic mean. Moreover, let us recall that the argument $\arg : \mathbb{C} \backslash\{0\} \rightarrow \mathbb{S}^{1}$ is a continuous group homomorphism and $|\cdot|_{\arg }=d_{\mathbb{S}^{1}}(\cdot, 1)$ is a modulus function in $\mathbb{S}^{1}$.

Using this notation, we extract from Lemma 2.19 the following statements:
Corollary 3.9. Let $z \in \mathbb{H} \cup \mathbb{R}$.
(1.) $\rho:\left(\mathbb{H}^{\mathcal{A}}, \gamma_{\mathcal{A}}\right) \rightarrow\left(\mathbb{H}^{\mathcal{A}}, \gamma_{\mathcal{A}}\right)$ is an isometry.
(2.) $\sigma_{z}:\left(\mathbb{H}^{\mathcal{A}}, \gamma_{\mathcal{A}}\right) \rightarrow\left(\mathbb{H}^{\mathcal{A}}, \gamma_{\mathcal{A}}\right)$ is an isometry for $\operatorname{Im} z=0$ and a contraction for $\operatorname{Im} z>0$.
(3.) $\tau:\left(\mathbb{H}^{\mathcal{A}}, \gamma_{\mathcal{A}}\right) \rightarrow\left(\mathbb{H}^{\mathcal{A}}, \gamma_{\mathcal{A}}\right)$ is a quasi contraction with

$$
\gamma\left(\tau_{j}(g), \tau_{j}(h)\right)=\sum_{k \in \mathcal{A}} p_{j, k}(h) c_{j, k}(g, h) \gamma\left(g_{k}, h_{k}\right), \quad j \in \mathcal{A} .
$$

Obviously, in the limit $\operatorname{Im} z \downarrow 0$ contraction can only come from $\tau$. We next give a sufficient criterion for uniform contraction coming from $\tau$. Note that the assumptions of the next lemma can never be satisfied for balls. However, the solution is a suitable decomposition of balls, see the Proof of Theorem 3.7 in Subsection 3.3.3
Lemma 3.10. (Sufficient criterion for uniform contraction.) Let $K \subset \mathbb{H}^{\mathcal{A}}$ be compact. Suppose there is $h \in K$ such that

$$
\min _{g \in K^{\prime}} \max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}(g, h)\right|_{\text {arg }}>0,
$$

where $K^{\prime}:=\left\{g \in K \mid g_{j} \neq h_{j}\right.$ for all $\left.j \in \mathcal{A}\right\}$. Then there is $\delta>0$ such that for all $g \in K$ and $z \in \mathbb{H} \cup \mathbb{R}$

$$
\gamma_{\mathcal{A}}\left(\Phi_{z}^{n}(g), \Phi_{z}^{n}(h)\right) \leq(1-\delta) \gamma_{\mathcal{A}}(g, h) .
$$

Proof. We start with a claim.
Claim 1: For $g \in K \backslash K^{\prime}$ there are $k, l \in \mathcal{A}$ such that $m_{k, l}>0$ and $Q_{k, l}(g, h)=0$. Proof of Claim 1. If $g \in K \backslash K^{\prime}$ there is $k \in \mathcal{A}$ such that $g_{k}=h_{k}$ which readily gives $Q_{k, l}=0$ for all $l \in \mathcal{A}$ by definition.

Claim 2: There is $\delta^{\prime}>0$ such that for every $g \in K^{\prime}$ there are $k, l \in \mathcal{A}$ such that $m_{k, l}>0$ and $\left|\alpha_{k, l}(g, h)\right|_{\text {arg }} \geq \delta^{\prime}$.
Proof of Claim 2. By assumption, there is $\varepsilon>0$ such that for all $g \in K^{\prime}$ and suitable $i, j \in \mathcal{A}$ (depending on $g$ ) we have $\left|\alpha_{i, j}(g, h)\right|_{\text {arg }} \geq \varepsilon$. By the primitivity assumption (M2) there are $l(1), \ldots, l(n+1) \in \mathcal{A}$ with $l(1)=i, l(n+1)=j$ and $m_{l(s), l(s+1)}>0$ for all $s=1, \ldots, n$. We calculate, using the definition of $\alpha_{j, k}$ and the triangle inequality,

$$
\varepsilon \leq\left|\alpha_{i, j}(g, h)\right|_{\arg }=\left|\sum_{s=1}^{n} \alpha_{l(s), l(s+1)}(g, h)\right|_{\arg } \leq \sum_{s=1}^{n}\left|\alpha_{l(s), l(s+1)}(g, h)\right|_{\arg }
$$

and infer the claim by letting $\delta^{\prime}=\varepsilon / n$.
Claim 3: There is $\delta^{\prime \prime}>0$ such that for every $g \in K$ there exists $k \in \mathcal{A}$ such that

$$
\gamma\left(\tau_{k}(g), \tau_{k}(h)\right) \leq\left(1-\delta^{\prime \prime}\right) \gamma_{\mathcal{A}}(g, h)
$$

Proof of Claim 3. Let $\delta^{\prime}>0$ be taken from Claim 2 and set
$\delta_{0}:=1-\cos \delta^{\prime}, \quad \delta_{1}:=\min _{g \in K} \min _{j, k \in \mathcal{A}} \frac{\operatorname{Im} g_{k}}{\sum_{l \in \mathcal{A}} m_{j, l} \operatorname{Im} g_{l}}, \quad \delta_{2}:=\min _{g \in K} \min _{j \in \mathcal{A}} \frac{\operatorname{Im} h_{j}}{\sum_{k \in \mathcal{A}} m_{j, k} \operatorname{Im} h_{k}}$.
Notice that $\delta_{1}, \delta_{2}>0$ since $K$ is compact. For given $g \in K$, we let $k, l \in \mathcal{A}$ be taken from Claim 1 if $g \in K \backslash K^{\prime}$ and from Claim 2 if $g \in K^{\prime}$. Hence, $Q_{k, l} \cos \alpha_{k, l} \leq 1-\delta_{0}$. We estimate $Q_{k, i} \leq 1$ and $\cos \alpha_{k, i} \leq 1$ for $i \neq l$ to obtain

$$
\begin{aligned}
c_{k, k} & \leq \sum_{i \neq l} \frac{m_{k, i} \operatorname{Im} g_{i}}{\sum_{s} m_{k, s} \operatorname{Im} g_{s}}+\frac{m_{k, l} \operatorname{Im} g_{l}}{\sum_{s} m_{k, s} \operatorname{Im} g_{s}} Q_{k, l} \cos \alpha_{k, l} \\
& =1-\frac{m_{k, l} \operatorname{Im} g_{l}}{\sum_{s} m_{k, s} \operatorname{Im} g_{s}}\left(1-Q_{k, l} \cos \alpha_{k, l}\right) \leq 1-m_{k, l} \delta_{1} \delta_{0},
\end{aligned}
$$

Invoking Corollary 3.9 (3.) and using $\gamma\left(g_{l}, h_{l}\right) \leq \gamma_{\mathcal{A}}(g, h)$, estimating $c_{k, l} \leq 1$ for $l \neq k$ and $\sum_{l} p_{k, l}=1$, we compute

$$
\begin{aligned}
\gamma\left(\tau_{k}(g), \tau_{k}(h)\right) & =\left(\sum_{l \in \mathcal{A}} p_{k, l} c_{k, l} \frac{\gamma\left(g_{l}, h_{l}\right)}{\gamma_{\mathcal{A}}(g, h)}\right) \gamma_{\mathcal{A}}(g, h) \leq\left(\sum_{l \in \mathcal{A}, l \neq k} p_{k, l}+p_{k, k} c_{k, k}\right) \gamma_{\mathcal{A}}(g, h) \\
& \leq\left(1-p_{k, k}\left(1-c_{k, k}\right)\right) \gamma_{\mathcal{A}}(g, h) \leq\left(1-m_{k, k} m_{k, l} \delta_{2} \delta_{1} \delta_{0}\right) \gamma_{\mathcal{A}}(g, h)
\end{aligned}
$$

We have $m_{k, l}>0$ by the choice of $k, l \in \mathcal{A}$ from Claim 2 and $m_{k, k}>0$ by the axioms (M1) and (T0). Hence, we infer Claim 3 by letting $\delta^{\prime \prime}$ be the minimum of $m_{k, k} m_{k, l} \delta_{2} \delta_{1} \delta_{0}$ over all $k, l \in \mathcal{A}$ such that $m_{k, l}>0$.
We now prove the statement of the lemma. Let $g \in K$ and $k \in \mathcal{A}$ be taken from Claim 3. By the primitivity of $M$, we have for all $j \in \mathcal{A}$ the existence of $j(1), \ldots, j(n) \in \mathcal{A}$ such that $j(1)=j, j(n)=k$ and $m_{j(s), j(s+1)}>0$ for $s=1, \ldots, n$. We compute by iteration, using that $\rho \circ \sigma_{z}$ is an isometry and employing the formula for $\tau$ in Corollary 3.9 (3.),

$$
\gamma\left(\Phi_{z, j}^{n}(g), \Phi_{z, j}^{n}(h)\right) \leq \sum_{i(1), \ldots, i(n) \in \mathcal{A}, i(1)=j}\left(\prod_{s=1}^{n} c_{i(s), i(s+1)} p_{i(s), i(s+1)}\right) \gamma\left(\tau_{i(n)}(g), \tau_{i(n)}(h)\right) .
$$

Let $J=\left\{(i(1), \ldots, i(n)) \in \mathcal{A}^{n} \mid i(1)=j\right\} \backslash\{(j(1), \ldots, j(n))\}$. We factor out $\gamma_{\mathcal{A}}(g, h)$ and get, since $c_{i(s), i(s+1)} \leq 1$ and $\gamma\left(\tau_{i(n)}(g), \tau_{i(n)}(h)\right) \leq \gamma_{\mathcal{A}}(g, h)$,

$$
\ldots \leq\left(\sum_{(i(1), \ldots, i(n)) \in J} \prod_{s=1}^{n} p_{i(s), i(s+1)}+\left(\prod_{s=1}^{n} p_{j(s), j(s+1)}\right) \frac{\gamma\left(\tau_{j(n)}(g), \tau_{j(n)}(h)\right)}{\gamma_{\mathcal{A}}(g, h)}\right) \gamma_{\mathcal{A}}(g, h) .
$$

As $\sum_{i(1), \ldots, i(n)} \prod_{s=1}^{n} p_{i(s), i(s+1)}=1$ and $j(n)=k$, we get

$$
\begin{aligned}
\ldots & \leq\left(1-\left(\prod_{s=1}^{n} p_{j(s), j(s+1)}\right)\left(1-\frac{\gamma\left(\tau_{k}(g), \tau_{k}(h)\right)}{\gamma_{\mathcal{A}}(g, h)}\right)\right) \gamma_{\mathcal{A}}(g, h) \\
& \leq\left(1-\left(\prod_{s=1}^{n} p_{j(s), j(s+1)}\right) \delta^{\prime \prime}\right) \gamma_{\mathcal{A}}(g, h),
\end{aligned}
$$

where we used Claim 3 in the second estimate.
By our choice of $j(1), \ldots, j(n)$ the product over the $p_{j(s), j(s+1)}$ 's is positive. We take the minimum over all such positive products to obtain the desired constant $\delta>0$.

From the previous lemma we can learn how to prove uniform contraction in $n$ steps. It suffices to ensure the existence of $j, k \in \mathcal{A}$ such that $\alpha_{j, k}(g, h) \notin[-\delta, \delta]$ for all $g$ contained in a ball about a fixed $h \in \mathbb{H}^{\mathcal{A}}$. However, for a ball about $h \in \mathbb{H}^{\mathcal{A}}$ this always fails as discussed in Section 2.4.1. Nevertheless, we will show in the next subsection that $\Phi_{z}$ maps the set of $g$ where $\alpha_{j, k}(g, h)$ is small to the set where $\alpha_{j, k}(\cdot, h)$ is large. This will allow us to show uniform contraction in every $(n+1)$ steps.

### 3.3.2 The recursion map on the relative arguments

Note that $\tau: \mathbb{H}^{\mathcal{A}} \rightarrow \mathbb{H}^{\mathcal{A}}$ extends to a linear map $\mathbb{C}^{\mathcal{A}} \rightarrow \mathbb{C}^{\mathcal{A}}$. Moreover, it is easy to check that $\Phi_{z, j}(g) \neq h_{j}$ implies $\tau_{j}(g-h) \neq 0$ for $j \in \mathcal{A}$.
Lemma 3.11. Let $z \in \mathbb{H} \cup \mathbb{R}$ and $h \in \mathbb{H}^{\mathcal{A}}$ be a fixed point of $\Phi_{z}$. Then, for all $g \in \mathbb{H}^{\mathcal{A}}, j, k \in \mathcal{A}$ with $\Phi_{z, j}(g) \neq h_{j}, \Phi_{z, k}(g) \neq h_{k}$, we have

$$
\alpha_{j, k}\left(\Phi_{z}(g), \Phi_{z}(h)\right)=\arg \left(\tau_{j}(g-h) \overline{\tau_{k}(g-h)}\right)+\arg \left(\Phi_{z, j}(g) \overline{\Phi_{z, k}(g)}\right)+\arg \left(h_{j} \overline{h_{k}}\right) .
$$

Proof. We calculate directly using the decomposition $\Phi_{z}=\rho \circ \sigma_{z} \circ \tau$

$$
\begin{aligned}
\alpha_{j, k}\left(\Phi_{z}(g), \Phi_{z}(h)\right) & =\arg \left(\frac{-1}{\sigma_{z, j}(\tau(g))}-\frac{-1}{\sigma_{z, j}(\tau(h))}\right) \overline{\left(\frac{-1}{\sigma_{z, k}(\tau(g))}-\frac{-1}{\sigma_{z, k}(\tau(h))}\right)} \\
& =\arg \left(\frac{\tau_{j}(g-h)}{\sigma_{z, j}(\tau(g)) \sigma_{z, j}(\tau(h))}\right) \\
& =\arg \left(\frac{\tau_{k}(g-h)}{\left.\tau_{j, k}(g-h) \overline{\tau_{k}(g-h)}\right)}\right)\left(\Phi_{z, j}(g) \overline{\Phi_{z, k}(g)}\right)\left(h_{j} \overline{h_{k}}\right),
\end{aligned}
$$

where we used $\Phi_{z, l}(\cdot)=-1 / \sigma_{z, l}(\tau(\cdot)), l \in \mathcal{A}$, and the assumption $\Phi_{z}(h)=h$.
Let us discuss the idea of how we will use the formula of the lemma above. If $\alpha_{j, k}(g, h)$ is large for some $j, k$ we can apply Lemma 3.10 directly. Otherwise, we appeal to Lemma 3.11 in the following way: Suppose $\alpha_{j, k}(g, h)$ is small for all $j, k$. Then, $\arg \left(\tau_{j}(g-h) \tau\left(g_{k}-h_{k}\right)\right)$ is small by a geometric argument. Moreover, if $g$ is very close to $h$, then the last two terms in the formula of the lemma are equal up to a small error. As we know from Lemma 3.4, the last term is non zero except for a finite set of energies, Lemma 3.11 then proves that $\alpha_{j, k}\left(\Phi_{E}(g), h\right)$ is large. Therefore, we can apply Lemma 3.10 either for $g$ or $\Phi_{z}(g)$.
Let us make these arguments precise. We start with some geometric observations.
Lemma 3.12. Let $z \in \mathbb{H} \cup \mathbb{R}$ and $h \in \mathbb{H}^{\mathcal{A}}$ be a fixed point of $\Phi_{z}$.
(1.) For all $g \in \mathbb{H}^{\mathcal{A}}$ with $g_{j} \neq h_{j}, \Phi_{z, j}(g) \neq h_{j}$ for all $j \in \mathcal{A}$,

$$
\max _{j, k \in \mathcal{A}}\left|\arg \left(\tau_{j}(g-h) \overline{\tau_{k}(g-h)}\right)\right|_{\mathrm{arg}} \leq \max _{j, k \in \mathcal{A}}\left|\arg \left(\left(g_{j}-h_{j}\right) \overline{\left(g_{k}-h_{k}\right)}\right)\right|_{\mathrm{arg}}
$$

(2.) For all $\delta>0$ there exists $R>0$ such that

$$
\max _{g \in B_{R}(h)} \max _{j \in \mathcal{A}}\left|\arg \left(g_{j} \overline{h_{j}}\right)\right|_{\mathrm{arg}} \leq \delta .
$$

Proof. The first statement follows since $\tau_{j}, j \in \mathcal{A}$, maps the cone in $\mathbb{C}$ which is spanned by the vectors $\left\{g_{j}-h_{j} \mid j \in \mathcal{A}\right\}$ into itself.
For the second statement we choose $R$ so small that the ball $B_{R}(h)$ is included in the cone spanned by all vectors $g$ which satisfy $\arg \left(g_{j} \bar{h}_{j}\right) \in[-\delta, \delta]$ for all $j \in \mathcal{A}$.

Recall that $\Sigma_{1}$ is the set of energies $E \in \mathbb{R}$ where $\Phi_{E}$ has a fixed point in $\mathbb{H}^{\mathcal{A}}$ and $\Sigma_{0}$ is the subset of $\Sigma_{1}$ where the components of a fixed point to a given $E$ are linear multiples of each other. Note that for non regular tree operators the set $\Sigma_{0}$ is finite (see Lemma 3.4).
Lemma 3.13. For all $E \in \Sigma_{1} \backslash \Sigma_{0}$ and a fixed point $h \in \mathbb{H}^{\mathcal{A}}$ of $\Phi_{E}$ there are $R>0$ and $\delta>0$ such that for all $g \in B_{R}(h)$ with $g_{j} \neq h_{j}$ and $\Phi_{z, j}(g) \neq h_{j}$ for all $j \in \mathcal{A}$,

$$
\max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}(g, h)\right|_{\arg } \geq \delta \quad \text { or } \quad \max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}\left(\Phi_{E}(g), \Phi_{E}(h)\right)\right|_{\arg } \geq \delta .
$$

Proof. By definition, there are $j, k \in \mathcal{A}$ for each $E \in \Sigma_{1} \backslash \Sigma_{0}$ such that $\delta^{\prime}:=$ $\left|\arg \left(h_{j} \overline{h_{k}}\right)\right|_{\arg }>0$. As $h_{j}, h_{k} \in \mathbb{H}$, we have $\delta^{\prime} \in(0, \pi)$. We fix $j, k$ and $\delta^{\prime}$ for the rest of the proof and set

$$
\delta:=\frac{1}{2} \min \left\{\delta^{\prime}, \pi-\delta^{\prime}\right\}
$$

Let $R>0$ be chosen according to Lemma 3.12 (2.) with respect to $\delta>0$. For $g \in B_{R}(h)$ we get by the triangle inequality of $|\cdot|_{\text {arg }}$

$$
\left|\arg \left(g_{j} \overline{g_{k}} h_{j} \overline{h_{k}}\right)\right|_{\arg } \geq\left|2 \arg \left(h_{j} \overline{h_{k}}\right)\right|_{\arg }-\left|\arg \left(g_{j} \overline{h_{j}}\right)\right|_{\arg }-\left|\arg \left(\overline{g_{k}} h_{k}\right)\right|_{\arg } \geq 4 \delta-2 \delta=2 \delta,
$$

for all $g \in B_{R}(h)$. Since $\Phi_{E}$ is a quasi contraction and $h$ is a fixed point we have $\Phi_{E}\left(B_{R}(h)\right) \subseteq B_{R}(h)$. Therefore, we directly have by the previous inequality

$$
\left|\arg \left(\Phi_{E, j}(g) \overline{\Phi_{E, k}(g)}\right)+\arg \left(h_{j} \overline{h_{k}}\right)\right|_{\arg } \geq 2 \delta .
$$

Now, combining Lemma 3.11, Lemma 3.12 (1.) and the inequality above yields that $\left|\alpha_{j, k}\left(\Phi_{E}(g), \Phi_{E}(h)\right)\right|_{\text {arg }} \geq 2 \delta-\left|\alpha_{j, k}(g, h)\right|_{\text {arg }} \geq \delta$ whenever $g \in B_{R}(h)$ is such that $\left|\alpha_{l, m}(g, h)\right|_{\text {arg }}<\delta$ for all $l, m \in \mathcal{A}$.

### 3.3.3 Uniform contraction on balls

We have now all the ingredients to prove Theorem 3.7.
Proof of Theorem 3.7. Let $E \in \Sigma_{1} \backslash \Sigma_{0}$ and $h \in \mathbb{H}^{\mathcal{A}}$ be a fixed point of $\Phi_{E}$. Let $R>0$ and $\delta>0$ be taken from Lemma 3.13. We divide the set $B_{R}(h)$ into two subsets via

$$
\begin{aligned}
& B_{\geq}(h):=\left\{g \in B_{R}(h) \mid g_{j}=h_{j} \text { for some } j \in \mathcal{A} \text { or } \max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}(g, h)\right|_{\mathrm{arg}} \geq \delta\right\}, \\
& B_{<}(h):=\left\{g \in B_{R}(h) \mid g_{j} \neq h_{j} \text { for all } j \in \mathcal{A} \text { and } \max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}(g, h)\right|_{\mathrm{arg}}<\delta\right\},
\end{aligned}
$$

We first apply Lemma 3.10 with $K=B_{\geq}(h):$ As $\Phi_{E}$ is a quasi contraction, we obtain for $g \in B_{\geq}(h)$

$$
\gamma_{\mathcal{A}}\left(\Phi_{E}^{n+1}(g), \Phi_{E}^{n+1}(h)\right) \leq \gamma_{\mathcal{A}}\left(\Phi_{E}^{n}(g), \Phi_{E}^{n}(h)\right) \leq\left(1-\delta^{\prime}\right) \gamma_{\mathcal{A}}(g, h),
$$

with some $\delta^{\prime}>0$ which is independent of $g$. For $g \in B_{<}(h)$ we have by Lemma 3.13. as $\Phi_{E}$ is a quasi contraction and $h$ is a fixed point,

$$
\Phi_{E}\left(B_{<}(h)\right) \subseteq B_{\geq}(h) .
$$

Therefore, Lemma 3.10 with $K=\Phi_{E}\left(B_{<}(h)\right)$ applied to $\Phi_{E}(g)$ for $g \in B_{<}(h)$ yields

$$
\gamma_{\mathcal{A}}\left(\Phi_{E}^{n+1}(g), \Phi_{E}^{n+1}(h)\right)=\gamma_{\mathcal{A}}\left(\Phi_{E}^{n}\left(\Phi_{E}(g)\right), \Phi_{E}^{n}\left(\Phi_{E}(h)\right)\right) \leq\left(1-\delta^{\prime}\right) \gamma_{\mathcal{A}}(g, h),
$$

since $\Phi_{E}(g) \in B_{\geq}(h)$. By Lemma 2.15. we get the existence of $c \in[0,1)$ such that

$$
\operatorname{dist}_{\mathbb{H}^{\mathcal{A}}}\left(\Phi_{E}^{n+1}(g), \Phi_{E}^{n+1}(h)\right) \leq c \operatorname{dist}_{\mathbb{H}^{\mathcal{A}}}(g, h),
$$

for $g \in B_{R}(h)$ as $\gamma_{\mathcal{A}}\left(\Phi_{E}^{n+1}(g), \Phi_{E}^{n+1}(h)\right) \leq\left(1-\delta^{\prime}\right) \gamma_{\mathcal{A}}(g, h)$ for $g \in B_{R}(h)$.
We next prove Theorem 3.8.
Proof of Theorem 3.8. Let $E \in \Sigma_{1} \backslash \Sigma_{0}, h \in \mathbb{H}^{\mathcal{A}}$ be a fixed point of $\Phi_{E}$ and $R>0$ be taken from Theorem 3.7.

We want to use the stability of limit points, Lemma 2.14 with $\left(X_{j}, d_{j}\right)=\left(\mathbb{H}^{\mathcal{A}}\right.$, dist $\left._{\mathbb{H} \mathcal{A}}\right)$, $B_{j}(R)=B_{R}(h)$ and $\varphi_{j}=\Phi_{E}^{n+1}$ for all $j \in \mathbb{N}_{0}$. By Theorem 3.7, the maps $\Phi_{E}^{n+1}$ are uniform contractions on $B_{R}(h)$. Let $\varepsilon>0$ and let $\delta(\varepsilon)>0$ be given by Lemma 2.14 (1.).

Since the map $\mathbb{H} \cup \mathbb{R} \rightarrow \mathrm{QC}\left(B_{R}(h), \mathbb{H}^{\mathcal{A}}\right), z \mapsto \Phi_{z}^{n+1}$ is continuous there is $r>0$ such that for all $z \in \bar{U}_{r}(E)$ we have $d_{B_{R}(h), \mathrm{H} \mathcal{A}}\left(\Phi_{E}^{n+1}, \Phi_{z}^{n+1}\right) \leq \delta(\varepsilon)$. The first part of Lemma 2.14 now yields the existence of limit points of $\Phi_{z}^{n+1}$ in $B_{R}(h)$ for all $z \in \bar{U}_{r}(E)$.

By Theorem 2.20 we know that $\Phi_{z}$, and thus $\Phi_{z}^{n+1}$, have unique fixed points in $\mathbb{H}^{\mathcal{A}}$ whenever $z \in \mathbb{H}$. Since these fixed points are the truncated Green functions of the operator $T$, they are analytic in $z$, (see Lemma 2.3). Furthermore, the set $U_{0}:=\left\{\Phi_{z}^{n+1} \mid z \in U_{r}(E)\right\}$ is dense in $U:=\left\{\Phi_{z}^{n+1} \mid z \in \bar{U}_{r}(E)\right\}$ as the map $\bar{U}_{r}(E) \rightarrow \mathrm{QC}\left(B_{R}(h), \mathbb{H}_{\mathcal{A}}\right), z \mapsto \Phi_{z}^{n+1}$ is continuous. Hence, by the stability of limit points, Lemma 2.14 (2.), the maps $\Phi_{z}^{n+1}$ have unique limit points $h(z)=\left(h_{j}(z)\right)$ such that $h_{j}(z) \in B_{R}(h), j \in \mathbb{N}_{0}$, which depend continuously on $z \in \bar{U}_{r}(E)$. Indeed, since the limit points are unique the elements $h_{j}(z)$ are equal for all $j \in \mathbb{N}_{0}$. Hence, they are fixed points of $\Phi_{z}^{n+1}$.

As Theorem 3.7 applies to every fixed point, we get by Lemma 2.14 (3.) that the $\operatorname{map} \Phi_{E}^{n+1}$ has a unique limit point. By the preceding considerations, this limit point is a fixed point and has elements in $\mathbb{H}^{\mathcal{A}}$ for all $E \in \Sigma_{1} \backslash \Sigma_{0}$.

It remains to check that, if $h(z)$ is a fixed point of $\Phi_{z}^{n+1}$, then it is also a fixed point of $\Phi_{z}, z \in \bar{U}_{r(E)}$. For $z \in \mathbb{H}$, this is clear by Theorem 2.20. For $E \in \Sigma_{1} \backslash \Sigma_{0}$ let $h(E)$ be a fixed point of $\Phi_{E}^{n+1}$. As $\Phi_{E}^{n+1}$ is a uniform contraction with contraction coefficient $c \in[0,1)$ according to Theorem 3.7 , we obtain

$$
\begin{aligned}
\operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(\Phi_{E}(h(E)), h(E)\right) & =\operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(\Phi_{E}^{n+2}(h(E)), \Phi_{E}^{n+1}(h(E))\right) \\
& \leq c \operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(\Phi_{E}(h(E)), h(E)\right) .
\end{aligned}
$$

This is only possible if $\Phi_{E}(h(E))=h(E)$.

### 3.4 Spectral analysis

In this section we will prove Theorem 1 and Theorem 2 Recall the definition of the sets $\Sigma_{1}$ and $\Sigma_{0}$ in Section 3.2, i.e.,

$$
\begin{aligned}
& \Sigma_{1}=\left\{E \in \mathbb{R} \mid P(E, \xi)=0 \text { for some } \xi \in \mathbb{H}^{\mathcal{A}}\right\} \\
& \Sigma_{0}=\left\{E \in \Sigma_{1} \mid P(E, \xi)=0 \text { and } \arg \xi_{j} \overline{\xi_{k}}=0 \text { for some } \xi \in \mathbb{H}^{\mathcal{A}} \text { and all } j, k \in \mathcal{A}\right\} .
\end{aligned}
$$

### 3.4.1 Continuity of the Green function

We start by proving some statements for the truncated Green function for non regular tree operators. For regular tree operators the statements are already covered by Proposition 3.3 .
Lemma 3.14. Let $T$ be a non regular tree operator and $E \in \mathbb{R} \backslash \Sigma_{0}$. Then, (1.) the limit

$$
\operatorname{Im} \Gamma(E):=\lim _{\eta \downarrow 0} \operatorname{Im} \Gamma(E+i \eta)
$$

exists as a vector in $[0, \infty)^{\mathcal{A}}$ in the topology of pointwise convergence and it is continuous in $E$ on $\mathbb{R} \backslash \Sigma_{0}$,
(2.) $E \in \Sigma_{1}$ is equivalent to $\operatorname{Im} \Gamma_{j}(E)>0$ for some $j \in \mathcal{A}$. In this case, the limit

$$
\Gamma(E):=\lim _{\eta \downarrow 0} \Gamma(E+i \eta)
$$

exists in $\mathbb{H}^{\mathcal{A}}$ (in particular, $\operatorname{Im} \Gamma_{j}(E)>0$ for all $j \in \mathcal{A}$ ) and it is continuous in a neighborhood of $E$.

Proof. We prove the lemma in two steps. We first show the statement of the lemma for fixed points of $\Phi_{E}$ and then derive the statement for the truncated Green function. Note that the map $\Phi_{z}$ has a unique fixed point whenever $z \in \mathbb{H} \cup\left(\Sigma_{1} \backslash \Sigma_{0}\right)$ by Theorem 2.20 and Theorem 3.8,

Let $E \in \mathbb{R}$. By the uniform bounds of Lemma 3.6 every sequence of fixed points $h_{n} \in \mathbb{H}^{\mathcal{A}}$ of $\Phi_{z_{n}}$ with $z_{n} \in \mathbb{H} \cup \mathbb{R}, \operatorname{Re} z_{n} \rightarrow E$ and $\operatorname{Im} z_{n} \rightarrow 0$ has a converging subsequence. We denote the set of accumulation points of all such sequences by $A_{E} \subseteq(\mathbb{H} \cup \mathbb{R})^{\mathcal{A}}$. By continuity of $\Phi_{z}$ in $z$, we also have $\Phi_{E}(h)=h$ for all $h \in A_{E}$ and $E \in \mathbb{R}$. We proceed with a claim.
Claim. If $h \in A_{E}$ for some $E \in \mathbb{R}$, then either $h \in \mathbb{R}^{\mathcal{A}}$ or $h \in \mathbb{H}^{\mathcal{A}}$.
Proof of the claim. Assume there is $j \in \mathcal{A}$ such that $\operatorname{Im} h_{j}>0$. Taking reciprocals and imaginary parts in the fixed point equation $\Phi_{E}(h)=h$, we get $\operatorname{Im} h_{k} \geq m_{j, k} \operatorname{Im} h_{j}\left|h_{k}\right|^{2}$ (compare proof of Lemma 3.2). The lower bounds on $\left|h_{k}\right|$ of Lemma 3.6 imply $\operatorname{Im} h_{k}>0$ for all $k \in \mathcal{A}$ with $m_{j, k}>0$. By the primitivity assumption (M2), this can be iterated for all $k \in \mathcal{A}$. This proves the claim.

If $E \in \mathbb{R} \backslash \Sigma_{0}$ is such that there is $h \in A_{E}$ with $h \in \mathbb{H}^{\mathcal{A}}$, then $E \in \Sigma_{1}$ by the definition of $\Sigma_{1}$. For $E \in \Sigma_{1} \backslash \Sigma_{0}$, we know by uniqueness and continuity of fixed
points, Theorem 3.8, this $h$ is the unique fixed point of $\Phi_{E}$. We denote $\Gamma(E):=h$. The continuity follows also by Theorem 3.8.

If, on the other hand, for some $E \in \mathbb{R} \backslash \Sigma_{0}$ all elements of $A_{E}$ are in $\mathbb{R}^{\mathcal{A}}$, then $E \in \mathbb{R} \backslash \Sigma_{1}$. In this case, we have $\operatorname{Im} \Gamma(E):=\lim _{z_{n} \rightarrow E} \operatorname{Im} \Gamma\left(z_{n}\right)=0$ for all $z_{n} \rightarrow E$.
By the considerations above we have proven statements (1.) and (2.).
Recall that $\Sigma \subset \mathbb{R}$ was defined as the largest open set, where the maps

$$
\mathbb{H} \rightarrow \mathbb{H}, \quad z \mapsto \Gamma_{x}(z, T),
$$

have unique continuous extensions to $\mathbb{H} \cup \Sigma \rightarrow \mathbb{H}$ for all $x \in \mathcal{V}$.
Lemma 3.15. The set $\Sigma$ consists of finitely many open intervals. Moreover, for non regular tree operators we have

$$
\Sigma_{1} \backslash \Sigma_{0} \subseteq \Sigma \subseteq \Sigma_{1} .
$$

Proof. For regular tree operators the statement follows from Proposition 3.3 For non regular tree operators we first check the inclusions. The first inclusion follows from Theorem 3.8 and the fact that $\Gamma_{x}(z, T)$ is label invariant. The second inclusion is due to the fact that the truncated Green functions solve the polynomial equations. We know that $\Sigma_{1}$ has finitely many connected components by Lemma 3.5 and the set $\Sigma_{0}$ is finite by Lemma 3.4 Hence, $\Sigma$ consists of finitely many intervals and it is open by definition.

We are now prepared to prove Theorem 3.1 and Theorem 1
Proof of Theorem 3.1. By the previous lemma, the set $\Sigma$ consists of finitely many intervals. By Proposition 2.8 the maps $G_{x}: \mathbb{H} \mapsto \mathbb{H}$ have continuous extensions to $\mathbb{H} \cup \Sigma \rightarrow \mathbb{H}$ for $x \in \mathcal{V}$. By the vague convergence of the spectral measures, Lemma 2.4 this yields $\sigma(T) \supseteq \operatorname{clos}(\Sigma)$.

For regular tree operators, $\sigma(T) \subseteq \operatorname{clos}(\Sigma)$ follows directly from Proposition 3.3, the extension from $\Gamma$ to $G$, Proposition 2.9 (2.), and the vague convergence of the spectral measures, Lemma 2.4 .
For non regular tree operators, we get by Lemma 3.14 that $\operatorname{Im} \Gamma_{j}(E)=0$ for $E \in$ $\mathbb{R} \backslash \Sigma_{1}$ and $j \in \mathcal{A}$. Moreover, Lemma 3.2 gives the uniform boundedness of $\Gamma_{j}(E)$ in $E$. Thus, by the extension from $\Gamma$ to $G$, Proposition 2.9 (2.), we conclude that $\operatorname{Im} G_{x}(E)=0$ for all $E \in \mathbb{R} \backslash \Sigma_{1}$ and $x \in \mathcal{V}$. Hence, $\sigma(T) \subseteq \operatorname{clos}\left(\Sigma_{1}\right)$. As $\Sigma_{0}$ is finite by Lemma 3.4 the sets $\operatorname{clos}\left(\Sigma_{1} \backslash \Sigma_{0}\right)$ and $\operatorname{clos}\left(\Sigma_{1}\right)$ can differ by only finitely many isolated points. The only spectrum which can occur on isolated points are eigenvalues. However, they can be excluded as the uniform boundedness of $\Gamma_{x}(z, T)$, guaranteed by Lemma 3.2, extends to $G_{x}(z, T)$ by Proposition 2.9 (1.). Hence, there is no spectrum at these points and we get $\sigma(T)=\cos \left(\Sigma_{1} \backslash \Sigma_{0}\right)$. By the previous lemma we obtain $\sigma(T)=\operatorname{clos}\left(\Sigma_{1} \backslash \Sigma_{0}\right) \subseteq \operatorname{clos}(\Sigma)$ which finishes the proof.

Proof of Theorem 1 . The statement now follows from Theorem 3.1 and the criterion for the absence of singular spectrum, Theorem 2.6.

### 3.4.2 Stability of absolutely continuous spectrum

By the invariance properties of $T$ and the potentials $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$, the truncated Green function $\Gamma_{x}(z, T+\lambda v), x \in \mathcal{V}$ of the operators $T+\lambda v, \lambda \geq 0$ can be reduced to a vector $\Gamma_{s, j}(z)=\Gamma_{s, j}(z, T+\lambda v)$ on the strip $\mathbb{N}_{0} \times \mathcal{A}$ via

$$
\Gamma_{s}(z)=\left(\Gamma_{s, j}(z)\right)_{j \in \mathcal{A}} \quad \text { and } \quad \Gamma_{s, j}(z)=\Gamma_{|x|, a(x)}(z, T+\lambda v)
$$

We identify functions $v: \mathbb{N}_{0} \times \mathcal{A} \rightarrow[-1,1]$ with potentials $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ via $v(x)=$ $v_{|x|, a(x)}$ and vice versa. (See Subsection 2.2.4 for discussion how to define the values of $\Gamma_{s, j}$ and $v_{s, j}$ for $s \leq n(M)$.)
Moreover, the recursion map $\Psi_{z}^{(T+\lambda v)}$ can be reduced to a map on $\mathbb{H}^{\mathbb{N}_{0} \times \mathcal{A}}$ into itself. For the restrictions $\Psi_{z, S^{s}}^{(T+\lambda v)}$ of $\Psi_{z}^{(T+\lambda v)}$ to the spheres $S^{s}, s \in \mathbb{N}_{0}$ we define the reduced maps $\Psi_{z, \lambda v, s}: \mathbb{H}^{\mathcal{A}} \rightarrow \mathbb{H}^{\mathcal{A}}$ via the components in $j \in \mathcal{A}$ by $\Psi_{z, \lambda v, s, j}(g)=\Phi_{\left(z-\lambda_{s, j}\right), j}$, i.e.,

$$
\Psi_{z, \lambda v, s, j}(g)=-\frac{1}{z-m_{j}-\lambda v_{s, j}+\sum_{k \in \mathcal{A}} m_{j, k} g_{k}} .
$$

We have $\Gamma_{s}(z)=\Psi_{z, \lambda v, s}\left(\Gamma_{s+1}(z)\right)$ for all $s \in \mathbb{N}_{0}$.
The proof of the following perturbation result is a variant of the proof of Theorem3.8. However, as it only deals with existence of the limits, we only need the first part of the stability of limit points, Lemma 2.14
Proposition 3.16. For all $E \in \Sigma_{1} \backslash \Sigma_{0}$ and all $R>0$ there exist $\lambda_{0}>0$ and $r>0$ such that for all $z \in U_{r}(E), \lambda \in\left[0, \lambda_{0}\right], v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ and $x \in \mathcal{V}$

$$
\Gamma_{x}(z, T+\lambda v) \in B_{R}\left(\Gamma_{a(x)}(E, T)\right) .
$$

Proof. Let $E \in \Sigma_{1} \backslash \Sigma_{0}$ and assume without loss of generality that $R>0$ is smaller than the $R$ from Theorem 3.7

We want to use the stability of limit points, Lemma 2.14 with $\left(X_{j}, d_{j}\right)=\left(\mathbb{H}^{\mathcal{A}}\right.$, dist $\left._{\mathbb{H}^{\mathcal{A}}}\right)$, $B_{j}(R)=B_{R}(\Gamma(E, T))$ and $\varphi_{j}=\Phi_{E}^{n+1}$ for all $j \in \mathbb{N}_{0}$. By Theorem 3.8 the map $\Phi_{E}^{n+1}$ has a unique fixed point which is $\Gamma(E, T) \in \mathbb{H}^{\mathcal{A}}$ and it is a contraction on $B_{R}(\Gamma(E, T))$ according to Theorem 3.7. Let $\delta=\delta(R)>0$ be given by Lemma 2.14 for $\varepsilon=R$.
Fix $z \in \mathbb{H} \cup \mathbb{R}, \lambda \in[0, \infty)$ and let $\Psi_{z, \lambda v, s}^{(n+1)}:=\Psi_{z, \lambda v, s} \circ \ldots \circ \Psi_{z, \lambda v, s+n}$ for $v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ and $s \in \mathbb{N}_{0}$. In order to control the potentials, we need to introduce some notation: Let $K:=[-1,1]^{\{0, \ldots, n\} \times \mathcal{A}}$ and $\pi: \mathcal{W}_{\text {sym }}(\mathcal{T}) \times \mathbb{N}_{0} \rightarrow K$ be given such that $\widehat{v}_{k, j}:=$ $\pi(v, s)(k, j)=v_{s+k, j}$ for $k=0, \ldots, n, j \in \mathcal{A}$. Note that for each $\widehat{v} \in K$ we have $\Psi_{z, \lambda v, s}^{(n+1)}=\Psi_{z, \lambda v^{\prime}, s^{\prime}}^{(n+1)}$ for all $(v, s),\left(v^{\prime}, s^{\prime}\right) \in \pi^{-1}(\{\widehat{v}\})$. Therefore, we can define $\Psi_{z, \lambda \widehat{v}}^{(n+1)}:=\Psi_{z, \lambda v, s}^{(n+1)}$ for $\widehat{v} \in K$ and arbitrary $(v, s) \in \pi^{-1}(\{\widehat{v}\})$.
The map $\mathbb{H} \cup \mathbb{R} \times[0, \infty) \rightarrow \mathrm{QC}\left(B_{R}(h), \mathbb{H}^{\mathcal{A}}\right),(z, \lambda) \mapsto \Psi_{z, \lambda \hat{v}}^{(n+1)}$ is continuous for arbitrary $\widehat{v} \in K$. Hence, there are $r>0$ and $\lambda_{0}>0$ such that for all $z \in U_{r}(E)$ and
$\lambda \in\left[0, \lambda_{0}\right]$ we have by the definition of $\Psi_{z, \lambda \widehat{v}}^{(n+1)}$

$$
\sup _{s \in \mathbb{N}_{0}} \sup _{v \in \mathcal{W}_{\text {sym }}(\mathcal{T})} d_{B_{R}(h), \mathbb{H} \mathcal{H}}\left(\Psi_{z, \lambda v, s}^{(n+1)}, \Phi_{z}^{n+1}\right)=\max _{\widehat{v} \in K} d_{B_{R}(h), \mathbb{H} \cdot \mathcal{A}}\left(\Psi_{z, \lambda \widehat{v}}^{(n+1)}, \Phi_{z}^{n+1}\right) \leq \delta(R)
$$

The stability of limit points, Lemma 2.14 (1.), now yields the existence of limit points of $\Psi_{z, \lambda v, s}^{n+1}$ in $B_{R}(\Gamma(E, T))$ for all $z \in U_{r}(E), \lambda \in\left[0, \lambda_{0}\right], v \in \mathcal{W}_{\text {sym }}(\mathcal{T})$ and $s \in \mathbb{N}_{0}$. By Theorem 2.20, this limit point is unique and is $\Gamma_{s}(z, T+\lambda v)$ for $z \in \mathbb{H}$.

Proof of Theorem 2 . We let the finite set in the statement of the theorem be defined as $\Sigma_{0}^{\prime}=\Sigma_{0} \cup\left(\sigma(T) \backslash \Sigma_{1}\right)$. The set $\Sigma_{1} \backslash \Sigma_{0}$ is a finite union of open intervals (see Lemma 3.5 and Theorem 3.8 and therefore $\Sigma_{0}^{\prime}$ is finite. Moreover, we have $\sigma(T) \backslash \Sigma_{0}^{\prime}=\Sigma_{1} \backslash \Sigma_{0} \subseteq \Sigma$. Let $I, I^{\prime} \subset \sigma(T) \backslash \Sigma_{0}^{\prime}$ be compact and $I \subset \operatorname{int} I^{\prime}$. As $I^{\prime}$ is compact, we can pick finitely many $E_{1}, \ldots, E_{k}$ to cover $I$ by the intervals $\left[E_{1}-r\left(E_{1}\right), E_{1}+r\left(E_{1}\right)\right], \ldots,\left[E_{k}-r\left(E_{k}\right), E_{k}+r\left(E_{k}\right)\right]$, where $r_{1}, \ldots, r_{k}$ are chosen according to Proposition 3.16 for $E_{1}, \ldots, E_{k}$. By Proposition 3.16 there are $c, C>0$ and $\lambda_{0}>0$ such that for $x \in \mathcal{V}, E \in I^{\prime}, v \in \mathcal{W}_{\text {sym }}(\mathcal{T}), \lambda \leq \lambda_{0}$ and sufficiently small $\eta>0$

$$
\operatorname{Im} \Gamma_{x}(E+i \eta, T+\lambda v)>c \quad \text { and } \quad\left|\Gamma_{x}(E+i \eta, T+\lambda v)\right| \leq C
$$

By the extension from $\Gamma$ to $G$, Proposition 2.9. we get for each $x \in \mathcal{V}$ the existence of $c, C>0$ and $\lambda_{0}>0$ such that

$$
\operatorname{Im} G_{x}(E+i \eta, T+\lambda v)>c \quad \text { and } \quad\left|G_{x}(E+i \eta, T+\lambda v)\right| \leq C
$$

for all $E \in I^{\prime}, v \in \mathcal{W}_{\text {sym }}(\mathcal{T}), \lambda \leq \lambda_{0}$ and sufficiently small $\eta>0$. Now, the criterion for the absence of singular spectrum, Theorem 2.6, and the vague convergence of the spectral measures, Lemma 2.4. yield the result for $I$ as $I \subset \operatorname{int} I^{\prime}$.

Indeed, we can prove by our methods a stronger statement. We will only sketch the proof, as it is not much different from what we have done so far.
Theorem 3.17. Let $T$ be a non regular tree operator and $v \in \mathcal{W}_{\mathrm{sym}}(\mathcal{T})$. Then, for every compact interval $I \subset \Sigma_{1} \backslash \Sigma_{0}$, there exists $\lambda_{0}>0$ such that the functions

$$
\begin{aligned}
& \mathbb{H} \times\left[0, \lambda_{0}\right] \rightarrow \mathbb{H}, \quad(z, \lambda) \mapsto \Gamma_{x}(z, T+\lambda v) \\
& \mathbb{H} \times\left[0, \lambda_{0}\right] \rightarrow \mathbb{H}, \quad(z, \lambda) \mapsto G_{x}(z, T+\lambda v)
\end{aligned}
$$

have unique continuous extension to $(\mathbb{H} \cup I) \times\left[0, \lambda_{0}\right] \rightarrow \mathbb{H}$, which are uniformly bounded in $z$ for every $x \in \mathcal{V}$.

Sketch of the proof. We choose $I \subset \Sigma_{1} \backslash \Sigma_{0}$ to be compact. Therefore, for all $E \in I$ there are $j, k \in \mathcal{A}$ and $\delta>0$ such that $\arg \left(\Gamma_{j}(E, T) \overline{\Gamma_{k}(E, T)}\right) \notin[-\delta, \delta]$ by the continuity of $\Gamma(E, T)$ in $E \in \Sigma_{1} \backslash \Sigma_{0}$. Choose $R>0$ according to Theorem 3.7. (i.e., Lemma 3.13.

By Proposition 3.16, the truncated Green functions $\Gamma_{s, j}(z, T+\lambda v)$ are in $B_{R}\left(\Gamma_{j}(E, T)\right)$ for small $\lambda \geq 0$ and all $s \in \mathbb{N}_{0}$. By the stability of limit points, Lemma 2.14, the
limit point $\Gamma_{s, j}(E, T+\lambda v)$ is unique in $B_{R}(\Gamma(E, T))$. Moreover, by continuity of $\Psi_{z, \lambda v, s}$ in $z$, we have $\Psi_{E, \lambda v, s}\left(\Gamma_{s+1}(E, T+\lambda v)\right)=\Gamma_{s}(E, T+\lambda v)$. Since $\Gamma_{s, j}(z, T+\lambda v)$ belongs to $B_{R}\left(\Gamma_{j}(E, T)\right)$, there is $\delta>0$ such that

$$
\arg \left(\Gamma_{s, j}(z, T+\lambda v) \overline{\Gamma_{s, k}(z, T+\lambda v)}\right) \notin[-\delta, \delta],
$$

for all $z \in \bar{U}_{r}(E)$ and $s \in \mathbb{N}_{0}$. (Indeed, the distance $R$ was chosen in Lemma 3.13 such that this holds.) Therefore, by the same arguments as in Lemma 3.13, there is $\delta>0$ such that for $j, k \in \mathcal{A}$ from above

$$
\max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}\left(g, \Gamma_{s}\right)\right|_{\arg } \geq \delta \quad \text { or } \quad \max _{j, k \in \mathcal{A}}\left|\alpha_{j, k}\left(\Psi_{E, \lambda v, s}(g), \Psi_{E, \lambda v, s}\left(\Gamma_{s+1}\right)\right)\right|_{\arg } \geq \delta,
$$

for $g$ close to $\Gamma_{s}(E)=\left(\Gamma_{s, j}(E, T+\lambda v)\right)_{j \in \mathcal{A}}$. Now, following the arguments in the proofs of Lemma 3.10 and Theorem 3.7 we infer that there is $c<1$ such that for $\Psi_{E, \lambda v, s}^{n+1}:=\Psi_{E, \lambda v, s} \circ \ldots \circ \Psi_{E, \lambda v, s+n}$

$$
\begin{aligned}
\operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(\Psi_{E, \lambda v, s}^{(n+1)}(g), \Gamma_{s}(E)\right) & =\operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(\Psi_{E, \lambda v, s}^{(n+1)}(g), \Psi_{E, \lambda v, s}^{(n+1)}\left(\Gamma_{s+n+1}(E)\right)\right) \\
& \leq c \operatorname{dist}_{\mathbb{H} \mathcal{A}}\left(g, \Gamma_{s+n+1}(E)\right)
\end{aligned}
$$

for all $g$ close to $\Gamma_{s+n+1}(E)$. By similar arguments as in the proof of Theorem 3.8, namely the stability of limit points, Lemma 2.14 we conclude that $\Gamma_{s}(E, T+\lambda v)$ has a unique continuous extension in a neighborhood of $E$.

### 3.5 Open problems and remarks

In this chapter we considered label invariant operators and certain deterministic perturbations. We have proven that the spectrum of label invariant operators consists of finitely many intervals of pure absolutely continuous spectrum. Moreover, we have shown stability of the absolutely continuous spectrum under sufficiently small perturbations by radial label symmetric potentials.

The first ingredient are the uniform bounds for the truncated Green function which are obtained from the recursion formula. Another vital ingredient is that $\Phi_{E+i \eta}$ stays a contraction for energies $E$ in certain intervals as $\eta \downarrow 0$. This allowed us to show that the limits of the Green function have positive imaginary part and are continuous on these intervals. However, we had to exclude a finite set $\Sigma_{0} \subset \mathbb{R}$.

This gives rise to the following question:
Question 1. Are $\Gamma_{x}(E, T)$ and $G_{x}(E, T)$ continuous in $E$ on $\mathbb{R}$ ?
Note that the Green function is analytic for energies outside the spectrum of the operator $T$. So the question is essentially about continuity of the Green functions on the set $\Sigma_{0} \cup\left(\sigma(T) \backslash \Sigma_{1}\right)$.

We found that the spectrum of $T$ consists of finitely many intervals using a result of Milnor Mil from algebraic geometry. However, as already noted in Mi, the estimate
on the particular number of connected components is very rough. Therefore, one might ask:
Question 2. How many connected components does $\Sigma_{1}$ have?
A closely related question is whether the distance between the intervals of $\Sigma_{1}$ is positive. An equivalent formulation is whether it can happen that $\operatorname{Im} \Gamma_{x}(E, T)=0$ for some $E \in \mathbb{R}$ but $\operatorname{Im} \Gamma_{x}\left(E^{\prime}, T\right)>0$ for $E^{\prime}$ close to $E$. This leads to the questions:

Question 3. How many connected components does $\sigma(T)$ have?
and
Question 4. Can the number of connected components of $\Sigma_{1}$ and $\sigma(T)$ differ for certain operators T?

We take a look at these questions for particular examples which we can compute numerically.

Example 3.18. Let $\mathcal{A}=\{1,2\}$. We want to study the adjacency matrix, see Example 1.4 .

$$
(A \varphi)(x)=\sum_{y \sim x} \varphi(y)
$$

on $\ell^{2}(\mathcal{V})$ of the trees $\mathcal{T}(M, 1)$ and $\mathcal{T}(M, 2)$ generated by a substitution matrix $M \in$ $\mathbb{N}^{2 \times 2}$.
(1.) Let us first consider the substitution matrix $M_{1}$ given by

$$
M_{1}=\left(\begin{array}{ll}
1 & 2 \\
1 & 1
\end{array}\right) .
$$

The corresponding polynomial equations (2.3)

$$
\xi_{1}^{2}+2 \xi_{1} \xi_{2}+E \xi_{1}+1=0, \quad \xi_{1} \xi_{2}+\xi_{2}^{2}+E \xi_{2}+1=0
$$

can be reduced by Gröbner bases to the system

$$
\xi_{1}^{4}+2 E \xi_{1}^{3}+\left(E^{2}-4\right) \xi_{1}^{2}-1=0, \quad \xi_{1}^{3}+2 E \xi_{1}^{2}+\left(E^{2}-3\right) \xi_{1}+2 \xi_{2}+E=0 .
$$

Solving these equations numerically, one finds that for each $E \in \mathbb{R}$ there is at most one solution $(E, \xi) \in \mathbb{R} \times \mathbb{H}^{2}$ to the equations above. Recall that $\Sigma_{1}$ is the set of energies where the polynomial equation (2.3) has a solution $(E, \xi)$ in $\mathbb{R} \times \mathbb{H}^{2}$. Hence, there is a function $\Sigma_{1} \rightarrow \mathbb{H}^{2}, E \mapsto \xi(E)=\left(\xi_{1}(E), \xi_{2}(E)\right)$. The functions $E \mapsto \operatorname{Im} \xi_{1}(E), E \mapsto \operatorname{Im} \xi_{2}(E)$ are plotted in Figure 3.1.
Now, one can read the set $\Sigma_{1}$ from Figure 3.1 as the subset of the horizontal axis where the plotted functions do not vanish.

Recall that the spectrum of a label invariant operator does not depend on the choice of the label of the root (see Lemma 3.14). Moreover, by the statement and the proof of Theorem 3.1 we have $\sigma(A)=\operatorname{clos}(\Sigma)=\operatorname{clos}\left(\Sigma_{1} \backslash \Sigma_{0}\right)$. Since $\Sigma_{0}$ is finite (see


Figure 3.1: The imaginary parts of the truncated Green functions to $M_{1}$.

Lemma 3.4) and $\Sigma_{1}$ does not have isolated points in our example (see Figure 3.1) the closure of $\Sigma_{1}$ is the spectrum of $A$ on $\mathcal{T}\left(M_{1}, 1\right)$ and $\mathcal{T}\left(M_{1}, 2\right)$. Therefore, the spectrum consists of one single interval in this example.
Indeed, we can say more about $\Sigma_{0}$. One can calculate numerically that $\operatorname{Re} \xi_{1}(0)=$ $\operatorname{Re} \xi_{2}(0)$ which implies $\arg \xi_{1}(0, A) \overline{\xi_{2}(0)}=0$. Therefore, $\Sigma_{0}=\{0\}$, (as $\Sigma_{0} \subseteq\{0\}$ by Lemma 3.4). By plotting the real parts one finds that $\xi_{1}$ and $\xi_{2}$ are continuous in $E=0$. This suggests that $\Gamma_{x}(\cdot, A)$ and thus $G_{x}(\cdot, A)$ are continuous on $\mathbb{R}$.

Let us turn to another example.
(2.) Let another substitution matrix be given by

$$
M_{2}=\left(\begin{array}{cc}
1 & 42 \\
1 & 1
\end{array}\right) .
$$

The polynomial equations (2.3) for the adjacency matrix $A$ on $\mathcal{T}\left(M_{2}, 1\right)$ or $\mathcal{T}\left(M_{2}, 2\right)$ can be reduced with the help of Gröbner bases to

$$
\begin{aligned}
41 \xi_{1}^{4}+82 E \xi_{1}^{3}+\left(41 E^{2}-1724\right) \xi_{1}^{2}+40 E \xi_{1}-1 & =0 \\
41 \xi_{1}^{3}+82 E \xi_{1}^{2}+\left(41 E^{2}-1724\right) \xi_{1}+42 \xi_{2}+41 E & =0
\end{aligned}
$$

Again the solutions $(E, \xi) \in \mathbb{R} \times \mathbb{H}^{2}$ are unique for $E$. We plot the imaginary parts of $E \mapsto \xi_{1}(E)$ and $E \mapsto \xi_{2}(E)$ in Figure 3.2. In particular, $\operatorname{Im} \xi_{1} \geq \operatorname{Im} \xi_{2}$ on the intervals on the left and the right and $\operatorname{Im} \xi_{1} \leq \operatorname{Im} \xi_{2}$ on the interval in the middle. The spectrum consists of exactly the three intervals where $\operatorname{Im} \xi_{1}$ and $\operatorname{Im} \xi_{2}$ are positive. We infer that the spectrum of $A$ can indeed be more than one interval.

Let us turn to another topic. The assumptions about positive diagonal (M1) and primitivity (M2) of the substitution matrix can be relaxed if one is only interested in partial results.

It would be interesting to study the theory of trees of finite cone type discussed in Example 1.2. On the other hand, in (A) Aomoto gave a criterion for absence of


Figure 3.2: The imaginary parts of the truncated Green functions to $M_{2}$.
eigenvalues for operators on trees which are invariant under a certain group action on the tree. So, one might ask the following question about the absolutely continuous spectrum.
Question 5. Consider label invariant operators on trees of finite cone type or trees invariant under a certain group action. Do they have pure absolutely continuous spectrum consisting of finitely many intervals under suitable assumptions similar to (M1) and (M2)?

We also studied stability of the absolutely continuous spectrum under perturbations by radial label invariant potentials. There we imposed the assumption that $T$ is a non regular tree operator. This assumption is indeed necessary as the operator can be reduced to the one dimensional case otherwise. In ASW1, Appendix A] it is shown that the absolutely continuous spectrum of a regular tree can be completely destroyed by arbitrary small radial symmetric random potentials. There, two arguments are given. The first one uses a decomposition of the Hilbert space as it was later done in more detail by Br . The second argument concerns the reduction of the recursion relation and it is only sketched. We present it here in more detail for the sake of completeness.
Example 3.19. Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be a $k$-regular tree, $A_{\mathcal{T}}$ the adjacency matrix on $\ell^{2}(\mathcal{V})$, (see Example $1.4(3)$ ), $v: \mathcal{V} \rightarrow[-1,1]$ given by $v(x)=f(|x|-1)$ where $f: \mathbb{N} \rightarrow[-1,1], \lambda>0$ and $H_{\mathcal{T}}=A_{\mathcal{T}}+\lambda v$. For the truncated Green functions $\Gamma_{x}=\Gamma_{x}\left(z, H_{\mathcal{T}}\right)$ we have $\Gamma_{x}=\Gamma_{y}$ if $|x|=|y|$. Therefore, we can define the vector $\left(\Gamma_{n}\right)_{n \in \mathbb{N}}$ by $\Gamma_{|x|-1}=\Gamma_{x}$. The recursion formula (2.2) thus reads

$$
-\frac{1}{\Gamma_{n}\left(z, H_{\mathcal{T}}\right)}=z-\lambda f(n)+k \Gamma_{n+1}\left(z, H_{\mathcal{T}}\right) .
$$

Moreover, for the adjacency matrix $A_{\mathbb{N}}$ on $\ell^{2}(\mathbb{N})$ the operator $H_{\mathbb{N}}=A_{\mathbb{N}}+\frac{\lambda f}{\sqrt{k}}$ is given by

$$
\left(H_{\mathbb{N}} \varphi\right)(n)=\sum_{j \in \mathbb{N},|j-n|=1} \varphi(j)+\frac{\lambda f(n)}{\sqrt{k}} \varphi(n) .
$$

The recursion formulas (2.2) for the truncated Green functions $\Gamma_{n}\left(\cdot, H_{\mathbb{N}}\right)$ of $H_{\mathbb{N}}$ and the energy $z / \sqrt{k}$ read as

$$
-\frac{1}{\Gamma_{n}\left(z / \sqrt{k}, H_{\mathbb{N}}\right)}=\frac{z}{\sqrt{k}}-\frac{\lambda f(n)}{\sqrt{k}}+\Gamma_{n+1}\left(z / \sqrt{k}, H_{\mathbb{N}}\right)
$$

Since the recursion formula has a unique solution, (see Corollary 2.21), for all $n \geq 0$, we get

$$
\sqrt{k} \Gamma_{n}\left(z, H_{\mathcal{T}}\right)=\Gamma_{n}\left(z / \sqrt{k}, H_{\mathbb{N}}\right)
$$

This yields by the extension from $\Gamma$ to $G$, Proposition 2.9.

$$
\sigma_{\mathrm{ac}}\left(H_{\mathcal{T}}\right)=\sqrt{k} \sigma_{\mathrm{ac}}\left(H_{\mathbb{N}}\right)
$$

Of course, there are many potentials known to destroy the absolutely continuous spectrum of a one-dimensional operator completely. By Kotani theory this is the case for any non deterministic ergodic potential, see CFKS. In fact, as shown recently in [R] Theorem 1.1], a potential $f: \mathbb{N} \rightarrow \mathbb{R}$ which takes only finitely many values and which is not eventually periodic yields $\sigma_{\mathrm{ac}}\left(A_{\mathbb{N}}+f\right)=\emptyset$. Hence, there are plenty of examples at hand for which the absolutely continuous spectrum of $H_{\mathcal{T}}$ can be completely destroyed.

The argument in this example fails whenever $T$ is a non regular tree operator. So, one might ask if there is a class of potentials which destroy the absolutely continuous spectrum of a non regular tree operator for arbitrary small $\lambda>0$.
Question 6. Let $T$ be a non regular tree operator. Is there a potential $v: \mathcal{V} \rightarrow[-1,1]$ such that $\sigma_{\mathrm{ac}}(T+\lambda v)=\emptyset$ for all $\lambda>0$ ?

## Chapter 4

## Random potentials

A blessing on those whose robes are washed, so that they may have a right to the tree of life, and may go in by the doors into the town. Revelations 22:14

We turn now to perturbations of label invariant operators $T$ by random potentials taken from $\mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$. These potentials are independently distributed on non intersecting forward trees and identically distributed on isomorphic forward trees. The techniques introduced in this chapter also allow for the treatment of regular trees. In any case, as we deal with random quantities, the stability of absolutely continuous spectrum is only proven almost surely.

There are some similarities to the analysis in the previous chapter. However, by the randomness of the potential $v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ we loose all symmetry of the operators $H^{\lambda, \omega}=T+\lambda v^{\omega}$. Nevertheless, by the assumptions on the random potential we still have some symmetry in distribution. This will be used to prove contraction and consequently stability of absolutely continuous spectrum. In contrast to the analysis for radial label symmetric potentials we do not apply a fixed point principle for iterates of $\Psi_{z}$. Instead, we define a function $\kappa$ via twofold application of $\Psi_{z}$ and interpret it as an averaged contraction coefficient. We show that $\kappa \leq 1-\delta$ for some $\delta>0$ which we refer to as uniform contraction. This leads us to an inequality which gives bounds for the mean value of the Green function.

An inequality of the same type was proven in FHS2 for the binary tree (and later in Hal1 for regular trees). There the authors compactify the domain of the averaged contraction coefficient by blow ups. Then, they show contraction on the boundary to deduce contraction close to the boundary by a compactness argument.

Our situation is essentially more complex. Therefore, we develop a new scheme. Instead of one inequality (as in FHS2 Hal1) we need one for each label. This gives a vector inequality indexed by the label set $\mathcal{A}$, see Proposition 4.8. Moreover, we do not compactify the domain of the averaged contraction coefficient. We prove uniform contraction in the whole domain excluding only an arbitrary small compact set, see Proposition 4.7. This has two additional benefits. Firstly, all estimates are explicit and would, for instance, allow for estimates on the coupling parameter $\lambda$. Secondly, we prove continuity of the mean value of the Green function as $\lambda \downarrow 0$.

The chapter is organized as follows. In the next section we discuss the strategy of the proof and state the theorems which imply Theorem 3. In Section 4.2 these theorems are proven except for the uniform contraction. This is the hard part of the analysis and it will be done in Section 4.3. At the end of this chapter, in Section 4.4. we discuss how our methods can be applied to small off diagonal perturbations.

### 4.1 Mean value bounds for the Green function

We consider the family of random operators $H^{\lambda, \omega}$ given by $T+\lambda v^{\omega}, \omega \in \Omega$. Here, $T$ is a label invariant operator on a tree $\mathcal{T}(M, j)=(\mathcal{V}, \mathcal{E})$ given by a substitution matrix $M$ over a finite label set $\mathcal{A}$ and $j \in \mathcal{A}$. We assume that the matrix $M$ does not yield the one dimensional case (M0), has positive diagonal (M1) and is primitive (M2). The random potentials $v: \Omega \times \mathcal{V} \rightarrow[-1,1]$ in $\mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ are defined on some probability space $(\Omega, \mathbb{P})$ and satisfy the independence assumption (P1) and the identical distribution assumption (P2). More precisely, they are given by
(P1) For all $x, y \in \mathcal{V}$ the random variables $v_{x}$ and $v_{y}$ are independently distributed if $\mathcal{V}_{x} \cap \mathcal{V}_{y}=\emptyset$.
(P2) For all $x, y \in \mathcal{V}$ with $a(x)=a(y)$ the random variables $\left.v\right|_{\nu_{x}}$ and $\left.v\right|_{\nu_{y}}$ are identically distributed.

Recall that we call two random variables $X$ and $Y$ on two isomorphic trees $\mathcal{T}_{X}$ and $\mathcal{T}_{Y}$ identically distributed if for every graph isomorphism $\psi: \mathcal{T}_{X} \rightarrow \mathcal{T}_{Y}$ the random variables $X$ and $Y \circ \psi$ are identically distributed.
For a measurable function $f: \Omega \rightarrow[0, \infty)$ we denote the mean value of $f$ by

$$
\mathbb{E}(f):=\int_{\Omega} f(\omega) d \mathbb{P}(\omega) .
$$

In Theorem 3.1 we have shown that the spectrum $\sigma(T)$ of $T$ is given by the closure of the set $\Sigma$ defined as the largest open subset of $\mathbb{R}$, where the maps

$$
\mathbb{H} \rightarrow \mathbb{H}, \quad z \mapsto \Gamma_{x}(z, T),
$$

have unique continuous extensions to $\mathbb{H} \cup \Sigma \rightarrow \mathbb{H}$ for all $x \in \mathcal{V}$. Moreover, also by Theorem 3.1, the functions $\Gamma_{x}(\cdot, T)$ stay uniformly bounded on $\mathbb{H} \cup \Sigma$.

Our goal is to prove Theorem 3. The following theorem is a much stronger statement and Theorem 3 is a consequence of the second and third part. The forth part tells us that perturbed Green functions converge in $L^{p}(\Omega, P)$ towards the unperturbed one as the perturbation parameter $\lambda$ tends to zero.

Theorem 4.1. Let $I \subset \Sigma$ be compact, $p>1$ and $x \in \mathcal{V}$. There exists $\lambda_{0}>0$ such that for $\lambda \in\left[0, \lambda_{0}\right)$

$$
\text { (1.) } \sup _{E \in I} \sup _{\eta \in(0,1]} \int_{\Omega}\left|G_{x}\left(E+i \eta, H^{\lambda, \omega}\right)\right|^{p} d \mathbb{P}(\omega)<\infty \text {, }
$$

(2.) $\liminf _{\eta \rightarrow 0} \int_{I}\left|G_{x}\left(E+i \eta, H^{\lambda, \omega}\right)\right|^{p} d E<\infty$ for almost every $\omega \in \Omega$,
(3.) $\liminf _{\eta \downarrow 0} \operatorname{Im} G_{x}\left(E+i \eta, H^{\lambda, \omega}\right)>0$ for almost every $(\omega, E) \in \Omega \times I$,
(4.) $\lim _{\lambda \downarrow 0} \sup _{\eta \in(0,1]} \int_{\Omega}\left|G_{x}\left(E+i \eta, H^{\lambda}\right)-G_{x}(E, L)\right|^{p} d \mathbb{P}(\omega)=0$ for all $E \in \Sigma$ and the convergence is uniform on $I$.

The previous theorem is stronger than the results about the Green functions which are obtained in ASW1 and FHS2 for regular trees. In particular, we have uniform bounds on the mean values of the Green functions (compare to ASW1) and continuity for $\lambda \downarrow 0$ (compare to FHS2). For regular trees, there is a stronger statement than ours found in KI1, Theorem 1.4]. In particular, there it is proven that the mean value of the Green function is continuous for all energies in a compact interval in the interior of the spectrum and all $\lambda$ sufficiently small.

We will derive Theorem 4.1 from the following statement. It basically bounds the mean deviation of the perturbed Green function from the unperturbed one.
Theorem 4.2. Let $I \subset \Sigma$ be compact and $p>1$. Then there exist $\lambda_{0}=\lambda_{0}(I, p)>0$ and a decreasing $c:\left[0, \lambda_{0}\right) \rightarrow[0, \infty)$ with $c(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ such that for $\lambda \in\left[0, \lambda_{0}\right]$

$$
\sup _{x \in \mathcal{V}} \sup _{E \in I} \sup _{\eta \in(0,1]} \int_{\Omega} \gamma\left(\Gamma_{x}\left(E+i \eta, H^{\lambda, \omega}\right), \Gamma_{x}(E+i \eta, T)\right)^{p} d \mathbb{P}(\omega) \leq c(\lambda) .
$$

Let us sketch the idea of the proof of Theorem 4.2. We first note that by (P2) the random variables $\omega \mapsto \Gamma_{x}\left(z, H^{\lambda, \omega}\right)$ are identically distributed for all $x \in \mathcal{V}$ with label $a(x)$. For $\lambda \geq 0$ we define the vector $\mathbb{E} \gamma:=\left(\mathbb{E} \gamma_{j}\right)_{j \in \mathcal{A}}$ by

$$
\left(\mathbb{E} \gamma_{a(x)}\right):=\mathbb{E}\left(\gamma\left(\Gamma_{x}\left(z, H^{\lambda}\right), \Gamma_{x}(z, T)\right)^{p}\right)=\int_{\Omega} \gamma\left(\Gamma_{x}\left(z, H^{\omega, \lambda}\right), \Gamma_{x}(z, T)\right)^{p} d \mathbb{P}(\omega)
$$

We show that there exist a non-random stochastic matrix $P: \mathcal{A} \times \mathcal{A} \rightarrow[0, \infty)$ and $\delta>0$ such that for $\lambda$ sufficiently small we have the vector inequality

$$
\mathbb{E} \gamma \leq(1-\delta) P \mathbb{E} \gamma+c(\lambda) \mathbb{1}
$$

where $P$ depends continuously on $z$, the constant $\delta$ is independent of $z \in I+i[0,1]$ and $\mathbb{1}$ is the vector in $\mathbb{R}^{\mathcal{A}}$ which has ones in all components. The inequality is of course understood componentwise. By the Perron-Frobenius theorem there is a positive normalized left eigenvector $u \in \mathbb{R}^{\mathcal{A}}$ such that $P^{\top} u=u$. We deduce

$$
\langle u, \mathbb{E} \gamma\rangle \leq(1-\delta)\langle u, \mathbb{E} \gamma\rangle+c(\lambda),
$$

where $\langle\cdot, \cdot\rangle$ denotes the standard scalar product in $\mathbb{R}^{\mathcal{A}}$. Since $P$ depends continuously on $z \in I+i[0,1]$, so does $u$ and we infer Theorem 4.2.

### 4.2 The ingredients of the proof

There are two propositions which are vital for the proof of the vector inequality. The first one, Proposition 4.4 which is proven in the next subsection, is a two step expansion formula. The second one, Proposition 4.7. which is presented in Subsection 4.2 .2 and proven in Section 4.3 , states that an averaged contraction coefficient is uniformly smaller than one. With these two propositions at hand the proof of the vector inequality is mainly an algebraic manipulation.

The graph in the figure below illustrates how this section and also the proof of Theorem 3 is structured.


Figure 4.1: The logical structure of the proof of Theorem 3.

### 4.2.1 A two step expansion formula

Before we present the two step expansion formula we introduce some notation. Let $o \in \mathcal{V}$ be fixed. It can be thought of as the root of the tree (but it does not have to be the root). Let $o^{\prime} \in S_{o}$ with $a\left(o^{\prime}\right)=a(o)$ be fixed and define

$$
S_{o, o^{\prime}}:=S_{o^{\prime}} \cup S_{o} \backslash\left\{o^{\prime}\right\} .
$$

In Figure 4.2 this definition is illustrated for the tree $\mathcal{T}(M, 1)$ of Example 1.1 (2.). We speak about $S_{o} \backslash\left\{o^{\prime}\right\}$ as the lower sphere and about $S_{o^{\prime}}$ as the upper sphere.


Figure 4.2: The upper and the lower sphere of $S_{o, o^{\prime}}$.

Note that $o^{\prime}$ with $a\left(o^{\prime}\right)=a(o)$ always exists by (M1). As discussed in Section 1.2 , the degree of each vertex is always larger or equal than two and therefore

$$
S_{o, o^{\prime}} \backslash S_{o^{\prime}} \neq \emptyset .
$$

Moreover, since $a(o)=a\left(o^{\prime}\right)$ we also have

$$
a\left(S_{o} \backslash\left\{o^{\prime}\right\}\right) \subseteq a\left(S_{o^{\prime}}\right)
$$

This means that every label which is found in the lower sphere is also found in the upper sphere. (The opposite inclusion is true if and only if there are two forward neighbors of $o$ with label $a(o)$, i.e., $M_{a(o), a(o)} \geq 2$.) We will often use these facts without explicitly mentioning them.

We recall the definition of the quantities $\gamma_{x}, p_{x}, c_{x}, q_{x}, Q_{x, y}$ and $\alpha_{x, y}$ which are originally defined in Section 2.4.1. Let $z \in \mathbb{H}$ and $h=\left(\Gamma_{x}(z, T)\right)_{x \in S_{o} \cup S_{o^{\prime}}}, i \in\left\{o, o^{\prime}\right\}$, $x \in S_{i}$ and $g \in \mathbb{H}^{S_{o} \cup S_{o^{\prime}}}$ be given. We have

$$
\gamma_{x}=\gamma\left(g_{x}, h_{x}\right)
$$

and

$$
p_{x}=p_{x}(h)=\frac{|t(i, x)|^{2} \operatorname{Im} h_{x}}{\sum_{y \in S_{i}}|t(i, y)|^{2} \operatorname{Im} h_{y}} .
$$

Moreover,

$$
c_{x}=c_{x}(g, h)=\sum_{y \in S_{i}} q_{y}(g) Q_{x, y}(g, h) \cos \alpha_{x, y}(g, h),
$$

where for $y \in S_{i}$

$$
q_{y}=q_{y}(g)=\frac{|t(i, y)|^{2} \operatorname{Im} g_{y}}{\sum_{v \in S_{i}}|t(i, v)|^{2} \operatorname{Im} g_{v}}
$$

and for arbitrary $x, y \in S_{o} \cup S_{o^{\prime}}$ with $g_{x} \neq h_{x}, g_{y} \neq h_{y}$

$$
\begin{aligned}
Q_{x, y} & =Q_{x, y}(g, h)=\frac{\left(\operatorname{Im} g_{x} \operatorname{Im} g_{y} \operatorname{Im} h_{x} \operatorname{Im} h_{y} \gamma_{x} \gamma_{y}\right)^{\frac{1}{2}}}{\frac{1}{2}\left(\operatorname{Im} g_{x} \operatorname{Im} h_{y} \gamma_{y}+\operatorname{Im} g_{y} \operatorname{Im} h_{x} \gamma_{x}\right)} \\
\alpha_{x, y} & =\alpha_{x, y}(g, h)=\arg \left(g_{x}-h_{x}\right) \overline{\left(g_{y}-h_{y}\right)} .
\end{aligned}
$$

Moreover, we defined $Q_{x, y}=0$ for $g_{x}=h_{x}$ or $g_{y}=h_{y}$. Note that, in contrast to Section 2.4.1, the quantities $p$ and $c$ carry only one index. This is possible as $a\left(o^{\prime}\right)=a(o)$. Recall that $\sum_{x \in S_{i}} p_{x}=\sum_{y \in S_{i}} q_{y}=1$ and $c_{x} \in[-1,1]$ as $Q_{x, y} \in[0,1]$ and $\cos \alpha_{x, y} \in[-1,1]$.
For given $W \subseteq W^{\prime} \subseteq \mathcal{V}$ and $g \in \mathbb{H}^{W^{\prime}}$, we denote by $g_{W} \in \mathbb{H}^{W}$ the restriction of $g$ to $W$. Moreover, we sometimes write a vector $g \in \mathbb{H}^{\{x\} \times W}$ as $g=\left(g_{x}, g_{W}\right)$ for $x \notin W$.

The recursion map is defined in (2.4) for $g \in \mathbb{H}^{S_{x}}, x \in \mathcal{V}, v: \mathcal{V} \rightarrow \mathbb{R}$ and $z \in \mathbb{H}$ and is given by

$$
\Psi_{z, x}^{(T+v)}(g)=-\frac{1}{z-v(x)-m_{a(x)}+\sum_{y \in \pi\left(S_{x}\right)}|t(x, y)|^{2} g_{y}}=\Psi_{z-v(x), x}^{(T)}(g) .
$$

For $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ and $v, v^{\prime} \in \mathbb{R}$ we define

$$
\begin{aligned}
g_{o^{\prime}} & :=g_{o^{\prime}}\left(z, v^{\prime}\right) \\
g_{o} & :=g_{o}\left(z, v, v^{\prime}\right)
\end{aligned}:=\Psi_{z-v, v^{\prime}, o^{\prime}}^{(T)}\left(g_{S_{o^{\prime}}}\left(\left(g_{o^{\prime}}\left(z, v^{\prime}\right), g_{S_{o} \backslash\left\{o^{\prime}\right\}}\right)\right) .\right.
$$

Next, we define the quantities which come up in the two step expansion formula in Proposition 4.4 below. For $p \geq 1, z \in \mathbb{H}, v \in \mathbb{R}, h=\left(\Gamma_{x}(z, T)\right)_{x \in S_{o, o^{\prime}}}$ and $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ let

$$
\begin{aligned}
Z_{0} & :=Z_{0}(z, v, g) \\
Z_{1}^{(p)} & :=\sum_{1}^{(p)}(z, v, g)
\end{aligned} p_{o^{\prime}} p_{y} c_{o^{\prime}} c_{y} \gamma_{y}+\sum_{x \in S_{o^{\prime}}} \sum_{y \in S_{o^{\prime}} \backslash\left\{o^{\prime}\right\}} p_{x} c_{x} \gamma_{y} \gamma_{y}^{p}+\sum_{x \in S_{o} \backslash\left\{o^{\prime}\right\}} p_{x} \gamma_{x}^{p}, ~ \$
$$

where $g_{o^{\prime}}=g_{o^{\prime}}(z, v)=\Psi_{z-v, o^{\prime}}^{(T)}\left(g_{S_{o^{\prime}}}\right)$ and $h_{o^{\prime}}=h_{o^{\prime}}(z, 0)=\Psi_{z, o^{\prime}}^{(T)}\left(h_{S_{o^{\prime}}}\right)$ in the definition of the quantities $c_{y}=c_{y}(g, h), y \in S_{o}$.
Let us mention some simple, but important, facts about $Z_{0}$ and $Z_{1}$.
Lemma 4.3. Let $p \geq 1, z \in \mathbb{H}, v \in \mathbb{R}$ and $g \in \mathbb{H}^{S_{o, o^{\prime}}}$. Then

$$
\left(Z_{0}(z, v, g)\right)^{p} \leq Z_{1}^{(p)}(z, v, g) \leq \gamma_{S_{o, o^{\prime}}}(g, h)^{p},
$$

where $\gamma_{S_{o, o^{\prime}}}(g, h)=\max _{x \in S_{o, o^{\prime}}} \gamma\left(g_{x}, h_{x}\right)$. Moreover, the following are equivalent
(i.) $Z_{0}(z, v, g)=Z_{1}^{(1)}(z, v, g)$.
(ii.) $c_{x}=1$ for all $x \in S_{i}$ and $i \in\left\{o, o^{\prime}\right\}$.
(iii.) $Q_{x, y}=1$ and $\alpha_{x, y}=0$ for all $x, y \in S_{i}$ and $i \in\left\{o, o^{\prime}\right\}$.

Proof. The statements follow from the Jensen inequality and the basic properties of the quantities such as the fact that the $p_{x}$ 's sum up to one and the $c_{y}$ 's are bounded by one.

The following two step expansion is essentially a consequence of the recursion relation applied twice.
Proposition 4.4. (Two step expansion.) Let $I \subset \Sigma$ be compact. Then there exist $c, C:[0, \infty) \rightarrow[0, \infty)$ with $c(\lambda), C(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ such that for all $z \in I+i[0,1]$, $\lambda \in[0, \infty), v_{o}, v_{o^{\prime}} \in[-\lambda, \lambda], g \in \mathbb{H}^{S_{o, o^{\prime}}}$ and $h=\Gamma_{S_{o, o^{\prime}}}(z, T)$ we have

$$
\gamma\left(g_{o}\left(z, v_{o}, v_{o^{\prime}}\right), h_{o}(z, 0,0)\right) \leq(1+c(\lambda)) Z_{0}\left(z, v_{o^{\prime}}, g\right)+C(\lambda)
$$

where, of course, $h_{o}(z, 0,0)=\Gamma_{o}(z, T)$.
Proof. Recall the decomposition of the recursion map $\Psi_{z-v}^{(T)}=\rho \circ \sigma_{z-v} \circ \tau, z \in \mathbb{H}$, $v \in \mathbb{R}$, from Section 2.4.1. By Lemma 2.19 the maps $\rho_{x}: \xi \mapsto-1 / \xi$ and $\sigma_{z-v, x}$ : $\xi \mapsto z-v+\xi$ are quasi contractions on the semi metric space $(\mathbb{H}, \gamma)$ into itself.

We use this to estimate after employing the definition of $g_{o}=g_{o}\left(z, v_{o}, v_{o^{\prime}}\right), g_{o^{\prime}}=$ $g_{o^{\prime}}\left(z, v_{o^{\prime}}\right), h_{o}=h_{o}(z, 0,0), h_{o^{\prime}}=h_{o^{\prime}}(z, 0)$ to obtain for $i \in\left\{o, o^{\prime}\right\}$

$$
\gamma\left(g_{i}, h_{i}\right)=\gamma\left(\Psi_{z-v_{i}, i}^{(T)}\left(g_{S_{i}}\right), \Psi_{z, i}^{(T)}\left(h_{S_{i}}\right)\right) \leq \gamma\left(-v_{i}+\tau_{i}\left(g_{S_{i}}\right), \tau_{i}\left(h_{S_{i}}\right)\right) .
$$

To get rid of the $v_{i}$ we apply the substitute of the triangle inequality, the first statement of Lemma 2.16, and the formula for $\tau_{x}$, Lemma 2.19 (3.),

$$
\ldots \leq\left(1+c_{0}(\lambda)\right) \gamma\left(\tau_{i}\left(g_{S_{i}}\right), \tau_{i}\left(h_{S_{i}}\right)\right)+C_{0}(\lambda)=\left(1+c_{0}(\lambda)\right) \sum_{x \in S_{i}} p_{x} \gamma_{x} c_{x}+C_{0}(\lambda),
$$

where we introduce $c_{0}(\lambda):=\left(1+2 \lambda / \varepsilon_{0}(I)\right)^{2}-1$ and $C_{0}(\lambda):=2 \lambda(\lambda+1) / \varepsilon_{0}(I)^{2}$ with $\varepsilon_{0}(I):=\min _{z \in I+i[0,1]} \inf _{x \in \mathcal{V}} \operatorname{Im} \Gamma_{x}(z, T)$. Note that $\varepsilon_{0}(I)$ is positive by the definition of $\Sigma$. Using this estimate we calculate directly

$$
\begin{aligned}
& \gamma\left(g_{o}\left(z, v_{o}, v_{o^{\prime}}\right), h_{o}(z, 0,0)\right) \\
& =\gamma\left(\Psi_{z-v_{o}, o}^{(T)}\left(\left(\Psi_{z-v_{o^{\prime}, o^{\prime}}}^{(T)}\left(g_{S_{o^{\prime}}}\right), g_{S_{o} \backslash\left\{o^{\prime}\right\}}\right)\right), \Psi_{z, o}^{(T)}\left(\left(\Psi_{z, o^{\prime}}^{(T)}\left(h_{S_{o^{\prime}}}\right), h_{S_{o} \backslash\left\{o^{\prime}\right\}}\right)\right)\right) \\
& \leq\left(1+c_{0}\right) \sum_{x \in S_{o}} p_{x} c_{x} \gamma_{x}+C_{0} \\
& =\left(1+c_{0}\right)\left(p_{o^{\prime}} c_{o^{\prime}} \gamma\left(\Psi_{z-v_{o^{\prime}}, o^{\prime}}^{(T)}\left(g_{S_{o^{\prime}}}\right), \Psi_{z, o^{\prime}}^{(T)}\left(h_{S_{o^{\prime}}}\right)\right)+\sum_{x \in S_{o} \backslash\left\{o^{\prime}\right\}} p_{x} c_{x} \gamma_{x}\right)+C_{0} \\
& \leq\left(1+c_{0}\right)^{2}\left(\sum_{y \in S_{o^{\prime}}} p_{o^{\prime}} p_{y} c_{o^{\prime}} c_{y} \gamma_{y}+\sum_{x \in S_{o} \backslash\left\{o^{\prime}\right\}} p_{x} c_{x} \gamma_{x}\right)+\left(2+c_{0}\right) C_{0} .
\end{aligned}
$$

### 4.2.2 Permutations and an averaged contraction coefficient

The considerations of this section make essential use of the following two facts implied by the assumptions ( P 1 ) and ( P 2 ) on the random potential. As the random variables $\omega \mapsto \Gamma_{x}\left(z, H^{\lambda, \omega}\right)$ depend only on the values of the potential on the forward tree $\mathcal{T}_{x}$, we conclude that they
(1.) are independent for all $x$ with non intersecting forward trees,
(2.) are identically distributed for all $x$ which carry the same label $a(x)$.

Let again $o \in \mathcal{V}$ and $o^{\prime} \in S_{o}$ with $a(o)=a\left(o^{\prime}\right)$ be fixed. We introduce permutations of $S_{o, o^{\prime}}, o \in \mathcal{V}$, which leave the label invariant.
Definition 4.5. (Label invariant permutations.) For $o \in \mathcal{V}$ we define the set of label invariant permutations $\Pi:=\Pi\left(S_{o, o^{\prime}}\right)$ of $S_{o, o^{\prime}}$ by

$$
\Pi:=\left\{\pi: S_{o, o^{\prime}} \rightarrow S_{o, o^{\prime}} \mid \text { bijective and } a(\pi(x))=a(x) \text { for all } x \in S_{o, o^{\prime}}\right\} .
$$

A permutation $\pi \in \Pi$ can be extended to $o^{\prime}$ via $\pi\left(o^{\prime}\right)=o^{\prime}$.
For a given $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ the composition of $g$ and $\pi$ is of course given as $g \circ \pi=$ $\left(g_{\pi(x)}\right)_{x \in S_{o, o^{\prime}}}$. This gives rise to the definition of the averaged contraction coefficient using the quantities $Z_{0}$ and $Z_{1}$ defined in the previous section.
Definition 4.6. (Averaged contraction coefficient.) Let $p \geq 1, z \in \mathbb{H}, v \in \mathbb{R}$ and $h=\left(\Gamma_{x}(z, T)\right)_{x \in S_{o o^{\prime}}}$. We define the function $\kappa_{o}^{(p)}:=\kappa_{o}^{(p)}(z, v, \cdot): \mathbb{H}^{S_{o, o^{\prime}}} \rightarrow[0,1]$, called the averaged contraction coefficient by

$$
\kappa_{o}^{(p)}(g):=\frac{\sum_{\pi \in \Pi} Z_{0}(z, v, g \circ \pi)^{p}}{\sum_{\pi \in \Pi} Z_{1}^{(p)}(z, v, g \circ \pi)} .
$$

By Lemma 4.3 we have $\kappa_{o}^{(p)} \leq 1$. In Section 4.3 we prove that $\kappa_{o}^{(p)} \leq 1-\delta$ under suitable conditions. This is stated in the proposition below.
Proposition 4.7. (Uniform contraction.) Let $I \subset \Sigma$ be compact, $p>1$ and $h=$ $\left(\Gamma_{x}(z, T)\right)_{x \in S_{o, o^{\prime}}}$ for $z \in I+i[0,1]$. There exist $\delta_{o}=\delta_{o}(I, p)>0, \lambda_{o}=\lambda_{o}(I)>0$ and $R_{o}:\left[0, \lambda_{o}\right] \rightarrow[0, \infty)$ with $R_{o}(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ such that for all $z \in I+i[0,1]$ and $\lambda \in\left[0, \lambda_{o}\right]$

$$
\sup _{v \in[-\lambda, \lambda]} \sup _{g \in \mathbb{H}^{S}, o^{\prime} \backslash B_{R_{o}(\lambda)}(h)} \kappa_{o}^{(p)}(z, v, g) \leq 1-\delta_{o} .
$$

The proof of the proposition involves an analysis of the quantities which enter in the definition of $\kappa_{o}^{(p)}$. We postpone it to Section 4.3. This statement is also true for $p=1$, but the proof becomes essentially harder in this case. Therefore, we do not give a proof in this context.

### 4.2.3 A vector inequality

For $j \in \mathcal{A}$ denote the tree $\mathcal{T}(M, j)$ by $\mathcal{T}_{j}=\left(\mathcal{V}_{j}, \mathcal{E}_{j}\right)$ and its by $o(j)$. Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be the union of the disjoint trees $\mathcal{T}_{j}=\mathcal{T}(M, j), j \in \mathcal{A}$, i.e.,

$$
\mathcal{V}=\bigcup_{j \in \mathcal{A}} V_{j}, \quad \mathcal{E}=\bigcup_{j \in \mathcal{A}} \mathcal{E}_{j} .
$$

Moreover, let the labeling function $a: \mathcal{V} \rightarrow \mathcal{A}$ be the labeling function on the union of trees. Let $\nu$ be a label invariant measure on $\mathcal{V}$, i.e., for $\nu(x)=\nu(y)$ for all $x, y \in \mathcal{V}$ with $a(x)=a(y)$. Let $T: \ell^{2}(\mathcal{V}, \nu) \rightarrow \ell^{2}(\mathcal{V}, \nu)$ be a labeling invariant operator on the union of trees $\mathcal{T}$, i.e., it satisfies the axioms (M0), (M1) and (M2).

For a vertex $x \in \mathcal{V}$ with $x \in \mathcal{V}_{j}, j \in \mathcal{A}$ we denote by $\mathcal{T}_{x}=\left(\mathcal{V}_{x}, \mathcal{E}_{x}\right)$ the forward tree of $x$ in $\mathcal{T}_{j}=\left(\mathcal{V}_{j}, \mathcal{E}_{j}\right)$. Given a probability space $(\Omega, \mathbb{P})$ we denote by $\mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ the set of random potentials $v^{\omega}: \mathcal{V} \rightarrow[-1,1]$ such that the restrictions $\left.v\right|_{\mathcal{V}_{j}}, j \in \mathcal{A}$, belong to $\mathcal{W}_{\text {rand }}\left(\Omega, \mathcal{T}_{j}\right)$. This means that they fulfill the following two properties:
( $\mathrm{P} 1^{\prime}$ ) For $x, y \in \mathcal{V}$ with $\mathcal{V}_{x} \cup \mathcal{V}_{y}=\emptyset$ the random variables $v_{x}$ and $v_{y}$ are independent. (P2') If $a(x)=a(y)$ the random variables $\left.v\right|_{\mathcal{V}_{x}}$ and $\left.v\right|_{\nu_{y}}$ are identically distributed.
The assumptions ( $\mathrm{P} 1^{\prime}$ ), ( $\mathrm{P} 2^{\prime}$ ) differ from the assumptions ( P 1 ), ( P 2 ) only by the fact that $v$ is defined on a disjoint union of trees instead of only on one tree.
To $v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ and $\lambda \geq 0$ we associate a family of random operators $H^{\lambda, \omega}$ : $\ell^{2}(\mathcal{V}, \nu) \rightarrow \ell^{2}(\mathcal{V}, \nu)$ on the union of trees $\mathcal{T}$ via

$$
H^{\lambda, \omega}:=T+\lambda v^{\omega} .
$$

Moreover, for $z \in \mathbb{H}$ and $p>1$ we define

$$
\mathbb{E} \gamma:=\left(\mathbb{E}\left(\gamma_{j}^{p}\right)\right)_{j \in \mathcal{A}}=\left(\int_{\Omega} \gamma\left(\Gamma_{o(j)}\left(z, H^{\lambda, \omega}\right), \Gamma_{o(j)}(z, T)\right)^{p} d \mathbb{P}(\omega)\right)_{j \in \mathcal{A}}
$$

For $z \in \mathbb{H} \cup \Sigma$ let the stochastic matrix $P=P(z): \mathcal{A} \times \mathcal{A} \rightarrow[0, \infty)$ be given by

$$
P_{j, k}=p_{o(j), o(j)^{\prime}}(h) \sum_{\substack{y \in S_{o(j)^{\prime}}, a(y)=k}} p_{o(j)^{\prime}, y}(h)+\sum_{\substack{x \in S_{o(j) \backslash\left\{(j)^{\prime}\right\},}, a(x)=k}} p_{o(j), x}(h), \quad j, k \in \mathcal{A},
$$

where $h_{x}=\Gamma_{x}(z, T), x \in \mathcal{V}$. By this choice the matrix $P$ depends continuously on $z$.
The following proposition is the vector inequality discussed in Subsection 4.1.
Proposition 4.8. (Vector inequality.) Let $I \subset \Sigma$ be compact, $p>1, \mathcal{T}=(\mathcal{V}, \mathcal{E})=$ $\bigcup_{j}\left(\mathcal{V}_{j}, \mathcal{E}_{j}\right)$ and $(\Omega, \mathbb{P})$ as introduced above. Then there are constants $\delta=\delta(I, p)>0$, $\lambda_{0}=\lambda_{0}(I, p)>0$ and a function $C:\left[0, \lambda_{0}\right] \rightarrow[0, \infty)$ with $C(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ such that for all $z \in I+i[0,1], v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ and $\lambda \in\left[0, \lambda_{0}\right)$

$$
\mathbb{E} \gamma \leq(1-\delta) P \mathbb{E} \gamma+C(\lambda)
$$

Before we prove the vector inequality above, we need an auxiliary lemma. It is an easy consequence of Jensen's inequality.
Lemma 4.9. For $p \geq 1$ and $x, y \geq 0$ we have

$$
(x+y)^{p} \leq(1+y)^{p-1} x^{p}+(1+y)^{p-1} y .
$$

Proof. Writing

$$
(x+y)^{p}=\left(\frac{1}{1+y}(1+y) x+\left(\frac{y}{1+y}\right)\left(\frac{1+y}{y}\right) y\right)^{p}
$$

we obtain the statement directly by Jensen's inequality.
Proof of Proposition 4.8. Let $j \in \mathcal{A}, o=o(j), h=\Gamma_{S_{o, o^{\prime}}}(z, T)$ and $g=\Gamma_{S_{o, o^{\prime}}}\left(z, H^{\lambda, \omega}\right)$. Note that, by definition, $g_{o}\left(z, v_{o}^{\omega}, v_{o^{\prime}}^{\omega}\right)=\Gamma_{o}\left(z, H^{\lambda, \omega}\right)$ and $g_{o^{\prime}}\left(z, v_{o^{\prime}}^{\omega}\right)=\Gamma_{o^{\prime}}\left(z, H^{\lambda, \omega}\right)$.
Moreover, $g_{x}$ and $g_{y}$ are identically distributed for $a(x)=a(y)$ and independent for all $x, y \in S_{o, o^{\prime}}$. This gives in particular $\mathbb{E}\left(Z_{0}\left(z, v_{o^{\prime}}, g\right)^{p}\right)=\mathbb{E}\left(Z_{0}\left(z, v_{o^{\prime}}, g \circ \pi\right)^{p}\right)$ for all $\pi \in \Pi$. We use this to compute

$$
\begin{aligned}
\mathbb{E}\left(Z_{0}\left(z, v_{o^{\prime}}, g\right)^{p}\right) & =\frac{1}{|\Pi|} \mathbb{E}\left(\sum_{\pi \in \Pi} Z_{0}\left(z, v_{o^{\prime}}, g \circ \pi\right)^{p}\right) \\
& =\frac{1}{|\Pi|} \mathbb{E}\left(\kappa_{o}^{(p)}\left(z, v_{o^{\prime}}, g\right) \sum_{\pi \in \Pi} Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g \circ \pi\right)\right)
\end{aligned}
$$

In order to apply the uniform contraction, Proposition 4.7, we split up the expectation value. Let $R_{j}:=R_{o(j)}:\left[0, \lambda_{j}\right] \rightarrow[0, \infty)$ and $\lambda_{j}:=\lambda_{o(j)}(I)>0$ be given by Proposition 4.7 For $\lambda \in\left[0, \lambda_{j}\right]$ let $\mathbb{1}_{R_{j}}$ be the characteristic function of the set $B_{R_{j}(\lambda)}(h)=\left\{g \in \mathbb{H}^{S_{o, o^{\prime}}} \mid \gamma_{S_{o, o^{\prime}}}(g, h) \geq R_{j}(\lambda)\right\}$ and $\mathbb{1}_{R_{j}}^{c}$ be the characteristic function of its complement $B_{R_{j}(\lambda)}(h)^{c}=\mathbb{H}^{S_{o, o^{\prime}}} \backslash B_{R_{j}(\lambda)}(h)$. We proceed by using the definition of $\kappa_{o}^{(p)}=\kappa_{o}^{(p)}\left(z, v_{o^{\prime}}, g\right)$ and estimating $\kappa_{o}^{(p)} \leq 1$ in the second term

$$
\begin{aligned}
\ldots & \leq \frac{1}{|\Pi|} \mathbb{E}\left(\kappa_{o}^{(p)} \sum_{\pi \in \Pi} Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g \circ \pi\right) \mathbb{1}_{R_{j}}^{c}(g)\right)+\frac{1}{|\Pi|} \mathbb{E}\left(\sum_{\pi \in \Pi} Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g \circ \pi\right) \mathbb{1}_{R_{j}}(g)\right), \\
& =\frac{1}{|\Pi|} \mathbb{E}\left(\kappa_{o}^{(p)} \sum_{\pi \in \Pi} Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g \circ \pi\right) \mathbb{1}_{R_{j}}^{c}(g)\right)+\mathbb{E}\left(Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g\right) \mathbb{1}_{R_{j}}(g)\right),
\end{aligned}
$$

where we used $\mathbb{E}\left(\sum_{\pi} Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g \circ \pi\right) \mathbb{1}_{R_{j}}(g)\right)=|\Pi| \mathbb{E}\left(Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g\right) \mathbb{1}_{R_{j}}(g)\right)$ for the second term, as $B_{R_{j}(\lambda)}(h)$ is $\pi$ invariant. We now apply the uniform contraction, Proposition 4.7, to the first term with $\delta_{j}:=\delta_{o(j)}(I, p)$ taken from the proposition. For the second term, note that $Z_{1}\left(z, v_{o^{\prime}}, g\right) \leq \gamma_{S_{o, o^{\prime}}}(g, h) \leq R_{j}(\lambda)$ by Lemma 4.3 . This gives

$$
\begin{aligned}
\ldots & \leq\left(1-\delta_{j}\right) \frac{1}{|\Pi|} \mathbb{E}\left(\sum_{\pi \in \Pi} Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g \circ \pi\right) \mathbb{1}_{R_{j}}^{c}(g)\right)+R_{j}(\lambda)^{p} \\
& =\left(1-\delta_{j}\right) \mathbb{E}\left(Z_{1}^{(p)}\left(z, v_{o^{\prime}}, g\right) \mathbb{1}_{R_{j}}^{c}(g)\right)+R_{j}(\lambda)^{p},
\end{aligned}
$$

as also $B_{R_{j}(\lambda)}(h)^{c}$ is $\pi$ invariant. Since $g_{x}$ is equal to $\Gamma_{o(k)}\left(z, H^{\lambda, \omega}\right)$ in distribution whenever $a(x)=k$, we get by the definition of $Z_{1}^{(p)}$ and $P$ and the estimate $\mathbb{E}\left(\gamma_{o(k)}^{p} \mathbb{1}_{R_{j}}^{c}\right) \leq \mathbb{E}\left(\gamma_{o(k)}^{p}\right)$

$$
\ldots \leq\left(1-\delta_{j}\right) \sum_{k \in \mathcal{A}} P_{j, k} \mathbb{E}\left(\gamma_{o(k)}^{p}\right)+R_{j}(\lambda)^{p}
$$

with $\gamma_{o(k)}=\gamma\left(\Gamma_{o(k)}\left(z, H^{\lambda, \omega}\right), \Gamma_{o(k)}(z, T)\right)$. In summary, this yields

$$
\mathbb{E}\left(Z_{0}\left(z, v_{o^{\prime}}, g\right)^{p}\right)=\left(1-\delta_{j}\right) \sum_{k \in \mathcal{A}} P_{j, k} \mathbb{E}\left(\gamma_{o(k)}^{p}\right)+R_{j}(\lambda)^{p} .
$$

We want to combine this with the two step expansion, Proposition 4.4 For each $j \in \mathcal{A}$, we apply Proposition 4.4 Lemma 4.9 and the inequality above to obtain

$$
\begin{aligned}
\mathbb{E}\left(\gamma_{o(j)}^{p}\right) & \leq \mathbb{E}\left(\left((1+c(\lambda)) Z_{0}\left(z, v_{o^{\prime}}, g\right)+C(\lambda)\right)^{p}\right) \\
& \leq(1+C(\lambda))^{p-1}(1+c(\lambda))^{p} \mathbb{E}\left(Z_{0}\left(z, v_{o^{\prime}}, g\right)^{p}\right)+(1+C(\lambda))^{p-1} C(\lambda) \\
& \leq(1+\widetilde{c}(\lambda))\left(1-\delta_{j}\right) \sum_{k \in \mathcal{A}} P_{j, k} \mathbb{E}\left(\gamma_{o(k)}^{p}\right)+\widetilde{C}_{j}(\lambda),
\end{aligned}
$$

where we set

$$
\begin{aligned}
\widetilde{c}(\lambda) & :=(1+C(\lambda))^{p-1}(1+c(\lambda))^{p}-1, \\
\widetilde{C}_{j}(\lambda) & :=(1+C(\lambda))^{p-1} C(\lambda)+(1+\widetilde{c}(\lambda))^{p} R_{j}(\lambda)^{p}, \quad j \in \mathcal{A} .
\end{aligned}
$$

Let us define the constants $\lambda_{0}>0, \delta>0$ and the new function $C:\left[0, \lambda_{0}\right) \rightarrow \mathbb{R}$ to finish the proof. As $c(\lambda), C(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$, by the two step expansion, Proposition 4.4, we can let

$$
\lambda_{0}:=\sup \left\{t \in\left(0, \max _{j \in \mathcal{A}} \lambda_{j}\right] \mid \widetilde{c}(t)<\delta_{j} \text { for all } j \in \mathcal{A}\right\}
$$

and for an arbitrary $t \in\left[0, \lambda_{0}\right)$ we let

$$
\delta:=1-\max _{j \in \mathcal{A}}(1+\widetilde{c}(t))^{p-1}\left(1-\delta_{j}\right)^{p-1} .
$$

Note that by this choice $\delta>0$ as $\widetilde{c}(t)<\delta_{j}$. Moreover, let the new function $C$ be given by $\lambda \mapsto \max _{j \in \mathcal{A}} \widetilde{C}_{j}(\lambda)$. It tends to zero as $\lambda \rightarrow 0$ since $\widetilde{C}_{j}(\lambda), R_{j}(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$.

### 4.2.4 Proof of the mean value bounds

Having the vector inequality, the proof of Theorem 4.2 is essentially an application of the Perron-Frobenius theorem.

Proof of Theorem 4.2. Let $p>1, I \subset \Sigma$ be compact and $z \in I+i(0,1]$. Let $P=P(z)$ be the stochastic matrix defined right before Proposition 4.8. Note
that the entries $P_{j, k}$ are positive whenever the corresponding entries $M_{j, k}$ of the substitution matrix are positive. Hence, by the Perron-Frobenius theorem, there is a normalized left eigenvector $u=u(z)$ of $P$ to the eigenvalue one, i.e., $P^{\top} u=u$, which is positive and depends continuously on $z$ in $I+i[0,1]$. Let $\delta>0, \lambda_{0}>0$ and $C:\left[0, \lambda_{0}\right] \rightarrow[0, \infty)$ be taken from the vector inequality, i.e., Proposition 4.8. Then, this proposition gives for all $\lambda \in\left[0, \lambda_{0}\right)$

$$
\langle u, \mathbb{E} \gamma\rangle \leq(1-\delta)\langle u, P \mathbb{E} \gamma\rangle+C(\lambda)=(1-\delta)\langle u, \mathbb{E} \gamma\rangle+C(\lambda),
$$

where $\langle\cdot, \cdot\rangle$ is the standard scalar product in $\mathbb{R}^{\mathcal{A}}$. The previous inequality yields

$$
\langle u, \mathbb{E} \gamma\rangle \leq \frac{C(\lambda)}{\delta}
$$

Since $\Gamma_{x}\left(z, H^{\lambda}\right), x \in \mathcal{V}$ is identically distributed for all $x$ carrying the same label, we get for every $x \in \mathcal{V}$ and $\lambda \in\left[0, \lambda_{0}\right]$

$$
\mathbb{E}\left(\gamma\left(\Gamma_{x}\left(z, H^{\lambda}\right), \Gamma_{x}(z, T)\right)^{p}\right) \leq c(\lambda),
$$

with the function $c:\left[0, \lambda_{0}\right) \rightarrow[0, \infty)$ given by $c(\lambda):=C(\lambda) /(\delta \varepsilon)$ and $\varepsilon:=$ $\min _{j \in \mathcal{A}} \min _{z \in I+i[0,1]} u_{j}(z)$. As $C(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ by the vector inequality, Proposition 4.8, so does $c$.

Let us now turn to the proof of Theorem 4.1.
Proof of Theorem [4.1. In contrast to the beginning of the section, we let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be one single tree $\mathcal{T}(M, j), j \in \mathcal{A}$, and let $o=o(j) \in \mathcal{V}$ be the root of $\mathcal{T}$. Let $I \subset \Sigma$ be compact. We recall formula (2.5) from Proposition 2.8, which reads for $x \in \mathcal{V}$, $y \in S_{x}$ and $z \in \mathbb{H}$ as

$$
G_{y}\left(z, H^{\lambda, \omega}\right)=\Gamma_{y}\left(z, H^{\lambda, \omega}\right)+|t(x, y)|^{2} \Gamma_{y}\left(z, H^{\lambda, \omega}\right)^{2} G_{x}\left(z, H^{\lambda, \omega}\right) .
$$

We set $g=\Gamma_{x}\left(E+i \eta, H^{\omega, \lambda}\right), h=\Gamma_{x}(E+i \eta, T)$ for $E \in I, \eta \in(0,1]$ and arbitrary $x \in \mathcal{V}$. The strategy is to check the statements first for $x=o$ and then derive the general case using formula (2.5) above.
(1.) We employ the inequality

$$
|\xi| \leq 4 \gamma(\xi, \zeta) \operatorname{Im} \zeta+2|\zeta|, \quad \xi, \zeta \in \mathbb{H},
$$

from FHS2. (This inequality is obvious for $|\xi| \leq 2|\zeta|$ and follows from $|\xi| \operatorname{Im} \xi \leq$ $|\xi|^{2} \leq 2|\xi-\zeta|^{2}+2|\zeta|^{2} \leq 4|\xi-\zeta|^{2}$ for $|\xi| \geq 2|\zeta|$.)
Let $\lambda_{0}>0$ be strictly less than the constant $\lambda_{0}(I, p)$ from Theorem4.2. Then, by Theorem 4.2 and the inequality above, it follows for all $p>1$

$$
\sup _{E \in I} \sup _{\eta \in(0,1]} \sup _{\lambda \in\left[0, \lambda_{0}\right]} \mathbb{E}\left(|g|^{p}\right)<\infty .
$$

This implies (1.) for $x=o$. For general $x \in \mathcal{V}$ we get the statement inductively using (2.5) and Hölder's inequality. (Note that $f \cdot g$ belongs to all $L^{p}, p>1$, if $f, g$ belong to all $L^{p}, p>1$.)
(2.) We apply Fatou's lemma and Fubini's theorem to get by (1.)

$$
\begin{aligned}
\mathbb{E}\left(\liminf _{\eta \downarrow 0} \int_{I}|g|^{p} d E\right) & \leq \liminf _{\eta \downarrow 0} \int_{I} \mathbb{E}\left(|g|^{p}\right) d E \\
& \leq \sup _{E \in I} \sup _{\eta \in(0,1]} \sup _{\lambda \in\left[0, \lambda_{0}\right]} \mathbb{E}\left(|g|^{p}\right) \operatorname{Leb}(I) \\
& <\infty .
\end{aligned}
$$

We conclude

$$
\underset{\eta \downarrow 0}{\liminf } \int_{I}|g|^{p} d E<\infty
$$

for almost all $\omega \in \Omega$ which is (2.) for $x=o$. In order to prove the statement for general $x$ we employ the same calculation with $g=G_{x}$. The statement then follows by using (1.).
(3.) Note that $\operatorname{Im} g \rightarrow 0$ as $\eta \downarrow 0$ implies $\gamma(g, h) \rightarrow \infty$. Now, for every $E \in \Sigma$ and $\lambda \in\left[0, \lambda_{0}(E)\right]$ the case $\gamma(g, h) \rightarrow \infty$ can only occur on a set of $\mathbb{P}$-measure zero by Theorem 4.2. Moreover, by the pointwise converges of the Green function, Lemma 2.5 we have that the $\operatorname{limit}^{\lim }{ }_{\eta \downarrow 0} g=\lim _{\eta \downarrow 0} \Gamma_{x}\left(E+i \eta, H^{\lambda, \omega}\right)$ exists for almost every $E \in \mathbb{R}$. Thus, the statement follows from the extension from $\Gamma$ to $G$, Proposition 2.9 (3.).
(4.) By the Cauchy-Schwarz inequality and Theorem 4.2 we get

$$
\mathbb{E}\left(|g-h|^{p}\right)^{2} \leq \mathbb{E}\left(\gamma(g, h)^{p}\right) \mathbb{E}\left((\operatorname{Im} g \operatorname{Im} h)^{p}\right) \leq c(\lambda) \mathbb{E}\left(|g|^{p}\right)|h|^{p} .
$$

Note that $h=\Gamma_{o}(E+i \eta, T)$ is uniformly bounded in $\eta$ by Lemma 3.2. Hence, the right hand side is bounded by (1.) and tends to zero as $c(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$. These quantities can be chosen uniformly for $E$ in a compact interval $I \subset \Sigma$ which gives (4.) for $x=o$. In order to prove the convergence for general $x$ we again use 2.5 inductively. More precisely, we obtain the statement as by the Hölder inequality $f_{n}+f_{n}^{2} g_{n} \rightarrow f+f^{2} g$ in $L^{p}(I, d E)$ for all $p \in(1, \infty)$ whenever $f_{n} \rightarrow f$ and $g_{n} \rightarrow g$ in $L^{p}(I, d E)$ for all $p \in(1, \infty)$.

Finally, we prove Theorem 3 .

Proof of Theorem 3. Let $I, I^{\prime} \subset \Sigma$ be compact such that $I \subset \operatorname{int} I^{\prime}$. Theorem4.1(2.) implies the existence of $\lambda_{0}=\lambda_{0}\left(I^{\prime}\right)>0$ such that for all $\lambda \in\left[0, \lambda_{0}\right], v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$ and almost all $\omega \in \Omega$ the assumptions of the criterion for the absence of singular spectrum in Theorem 2.6 hold. Therefore, we get $\sigma_{\operatorname{sing}}\left(H^{\lambda, \omega}\right) \cap I=\emptyset$ as $I \subset \operatorname{int} I^{\prime}$. Moreover, by Theorem 4.1 (3.) and the vague convergence of the spectral measures, Lemma 2.4. we have $I \subset I^{\prime} \subset \sigma\left(H^{\lambda, \omega}\right)$ for a set of full $\mathbb{P}$-measure. This finishes the proof.

### 4.3 Proof of uniform contraction

In this section we prove the uniform contraction claimed in Proposition 4.7 i.e.,

$$
\kappa_{o}^{(p)}(g) \leq 1-\delta,
$$

for $g$ in a sufficiently large subset of $\mathbb{H}^{S_{o, o^{\prime}}}$ and $p>1$. In the following subsection we derive a formula for $\kappa_{o}^{(p)}$ and discuss the strategy of the proof.

For the rest of the section we fix the following quantities. Let $I \subset \Sigma$ be compact and $p>1$. Moreover, let $o \in \mathcal{V}$ and $o^{\prime} \in S_{o}$ with $a(o)=a\left(o^{\prime}\right)$ be fixed. For $z \in I+i[0,1]$ we denote

$$
h=\Gamma_{S_{o, o^{\prime}}}(z, T) \quad \text { and } \quad h_{o^{\prime}}=\Gamma_{o^{\prime}}(z, T) .
$$

We keep the dependence on $z$ suppressed since we are dealing with a continuous function on a compact set.

### 4.3.1 A formula for the averaged contraction coefficient

We want to represent $\kappa_{o}^{(p)}$ as a contraction sum. We discuss how uniform contraction is proven and what kind of problems we have to deal with.

Recall that $\Pi=\Pi\left(S_{o, o^{\prime}}\right)$ is the set of permutations of $S_{o, o^{\prime}}$ which leave the labels invariant. We extend $\pi \in \Pi$ to the vertex $o^{\prime}$ by $\pi\left(o^{\prime}\right)=o^{\prime}$. For given $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ the recursion map determines the value $g_{o^{\prime}}$. Let $\pi \in \Pi, v \in \mathbb{R}, z \in \mathbb{H}$ and $g \in \mathbb{H}^{S_{o, o^{\prime}}}$. We define $g^{(\pi)}:=g^{(\pi)}(z, v) \in \mathbb{H}^{S_{o} \cup S_{o^{\prime}}}$ by

$$
g_{o^{\prime}}^{(\pi)}:=\Psi_{z-v, o^{\prime}}^{(T)}\left(\left(g_{\pi(x)}\right)_{x \in S_{o^{\prime}}}\right) \quad \text { and } \quad g_{x}^{(\pi)}:=g_{x}, \quad x \in S_{o, o^{\prime}} .
$$

We can think of $g^{(\pi)}$ as taking $g \circ \pi$ to define $g_{o^{\prime}}^{(\pi)}$ and permuting back by $\pi^{-1}$ afterwards. The reason for this definition is that we want to consider the values of $g$ at the indices $x$ in the permuted spheres $\pi\left(S_{i}\right), i \in\left\{o, o^{\prime}\right\}$. This is more direct than choosing $y \in S_{i}$ first in order to consider $x=\pi(y)$.
We adapt the quantities $p_{x}, c_{x}, q_{x}, Q_{x, y}, \alpha_{x, y}, \gamma_{x}, i \in\left\{o, o^{\prime}\right\}, x, y \in S_{i}$ from Section 2.4.1 and Section 4.2.1 to the application of a permutation from $\Pi$. We define for $\pi \in \Pi$ and $x \in S_{o, o^{\prime}}$

$$
p_{x}^{(\pi)}:=\left\{\begin{array}{ll}
p_{x}(h) & : x \in \pi\left(S_{o}\right) \backslash\left\{o^{\prime}\right\}, \\
p_{o^{\prime}}(h) p_{x}(h) & : x \in \pi\left(S_{o^{\prime}}\right),
\end{array} \quad \text { where } p_{x}(h)=\frac{|t(i, x)|^{2} \operatorname{Im} h_{x}}{\sum_{y \in S_{i}}|t(i, y)|^{2} \operatorname{Im} h_{y}},\right.
$$

with $i \in\left\{o, o^{\prime}\right\}$ such that $x \in \pi\left(S_{i}\right)$. For $g \in \mathbb{H}^{S_{o, o^{\prime}}}, x \in \pi\left(S_{i}\right), i \in\left\{o, o^{\prime}\right\}$ denote

$$
q_{x}^{(\pi)}:=q_{x}\left(g^{(\pi)}\right):=\frac{|t(i, x)|^{2} \operatorname{Im} g_{x}^{(\pi)}}{\sum_{y \in \pi\left(S_{i}\right)}|t(i, y)|^{2} \operatorname{Im} g_{y}^{(\pi)}}
$$

and

$$
\gamma_{x}^{(\pi)}:=\gamma\left(g_{x}^{(\pi)}, h_{x}\right)
$$

For $x, y \in \pi\left(S_{i}\right)$ with $g_{x}^{(\pi)} \neq h_{x}$ and $g_{y}^{(\pi)} \neq h_{y}$ denote

$$
\begin{aligned}
& Q_{x, y}^{(\pi)}:=Q_{x, y}\left(g^{(\pi)}, h\right)=\frac{\left(\operatorname{Im} g_{x}^{(\pi)} \operatorname{Im} g_{y}^{(\pi)} \operatorname{Im} h_{x} \operatorname{Im} h_{y} \gamma_{x}^{(\pi)} \gamma_{y}^{(\pi)}\right)^{\frac{1}{2}}}{\frac{1}{2}\left(\operatorname{Im} g_{x}^{(\pi)} \operatorname{Im} h_{y} \gamma_{y}^{(\pi)}+\operatorname{Im} g_{y}^{(\pi)} \operatorname{Im} h_{x} \gamma_{x}^{(\pi)}\right)}, \\
& \alpha_{x, y}^{(\pi)}:=\alpha_{x, y}\left(g^{(\pi)}, h\right)=\arg \left(\left(g_{x}^{(\pi)}-h_{x}\right) \overline{\left(g_{y}^{(\pi)}-h_{y}\right)}\right)
\end{aligned}
$$

and $Q_{x, y}^{(\pi)}=0$ for $g_{x}^{(\pi)}=h_{x}$ or $g_{y}^{(\pi)}=h_{y}$. Note that in the case where the index $x$ is not $o^{\prime}$ we have by definition $g_{x}=g_{x}^{(\pi)}$. So, we omit the superscript ' $(\pi)$ ' for $x, y \neq o^{\prime}$, i.e., we write $q_{x}=q_{x}^{(\pi)}, \gamma_{x}=\gamma_{x}^{(\pi)}, Q_{x, y}=Q_{x, y}^{(\pi)}$ and $Q_{x, y}=\alpha_{x, y}^{(\pi)}$ if $x, y \neq o^{\prime}$. Furthermore, we denote $c_{x}^{(\pi)}:=c_{\pi^{-1}(x)}\left(g^{(\pi)} \circ \pi, h\right)$ with $x \in \pi\left(S_{i}\right), i \in\left\{o, o^{\prime}\right\}$ which gives

$$
c_{x}^{(\pi)}=\sum_{v \in \pi\left(S_{i}\right)} q_{v}^{(\pi)}(g) Q_{x, v}^{(\pi)}(g, h) \cos \alpha_{x, v}^{(\pi)}(g, h) .
$$

A direct calculation gives the following formula for $\kappa_{o}^{(p)}$

$$
\begin{equation*}
\kappa_{o}^{(p)}=\frac{\sum_{\pi \in \Pi}\left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)} p_{y}^{(\pi)} c_{o^{\prime}}^{(\pi)} c_{y}^{(\pi)} \gamma_{y}+\sum_{x \in \pi\left(S_{o} \backslash\left\{o^{\prime}\right\}\right)} p_{x}^{(\pi)} c_{x}^{(\pi)} \gamma_{x}\right)^{p}}{\sum_{\pi \in \Pi}\left(\sum_{x \in S_{o, o^{\prime}}} p_{x}^{(\pi)} \gamma_{x}^{p}\right)} \tag{4.1}
\end{equation*}
$$

Our aim is to show that there is $\delta>0$ such that $\kappa_{o}^{(p)}<1-\delta$ outside of a compact set. By the basic properties of $Z_{0}$ and $Z_{1}^{(p)}$ in Lemma 4.3 two ways to prove contraction are indicated. The first one is to estimate

$$
Z_{0}(z, v, g)^{p} \leq Z_{1}^{(1)}(z, v, g)^{p} \leq(1-\delta) Z_{1}^{(p)}(z, v, g),
$$

where the $(1-\delta)$ is squeezed out of the error term of the Jensen inequality. Secondly, one can try to find suitable $x, y$ and $\pi$ such that the contraction quantities $Q_{x, y}^{(\pi)}$ or $\cos \alpha_{x, y}^{(\pi)}$ are less than one. Then, the corresponding $c_{x}^{(\pi)}$ is smaller than one which implies $\kappa_{o}^{(p)}<1$. However, for uniform contraction we need more. Even if we manage to show uniform bounds for the contraction quantities $\cos \alpha_{x, y}^{(\pi)}$ or $Q_{x, y}^{(\pi)}$, (i.e., that one of them is less or equal $c$ for some $c<1$ ), two problems can occur which make this contraction 'invisible'. The first problem is that the weight $q_{y}^{(\pi)}$ might not be bounded from below and thus the contraction quantity $c_{x}^{(\pi)}$ can become arbitrary close to one. The second problem is that even if one has $c_{x}^{(\pi)} \leq c$ for some $c<1$ the quantity $p_{x}^{(\pi)} \gamma_{x} / \sum_{\pi} Z_{1}^{(p)}(z, v, g \circ \pi)$ might become so small such that $\kappa_{o}^{(p)}$ becomes
arbitrary close to one. Our strategy to quantify these problems is to introduce the notion of visibility in Subsection 4.3.2.
We then prove Proposition 4.7 by distinguishing three cases for $g \in \mathbb{H}^{S_{o, o^{\prime}}}$.
In Case 1, Subsection 4.3.3, we look at the case where there is $x \in S_{o, o^{\prime}}$ such that $\gamma_{x} / \max _{y \in S_{o, o^{\prime}}} \gamma_{y}$ is very small. This implies that $p_{x}^{(\pi)} \gamma_{x} / \sum_{\pi} Z_{1}^{(p)}(z, v, g \circ \pi)$ is very small. In this case we get uniform contraction from the error term of Jensen's inequality.
In Case 2, Subsection 4.3.4 we assume that we are not in Case 1, but that there is $\pi \in \Pi$ and $x \in \pi\left(S_{o^{\prime}}\right)$ such that $\operatorname{Im} g_{x} / \max _{y \in \pi\left(S_{o^{\prime}}\right)} \operatorname{Im} g_{y}$ is very small. Hence, $q_{x}^{(\pi)}$ is very small. Then, we exploit that $Q_{x, y}$ is a quotient of a geometric and an arithmetic mean.
For Case 3, Subsection 4.3.5. we prove that there always are $\pi, x, y$ such that $\cos \alpha_{x, y}^{(\pi)}$ is uniformly smaller than one. Assuming we are not in the Case 1 or 2 none of the problems mentioned above occurs and we conclude uniform contraction.
Finally, in Subsection 4.3.6, we put the pieces together.

### 4.3.2 Visibility

As discussed above, it makes only sense to look for $\alpha_{x, y}^{(\pi)}$ and $Q_{x, y}^{(\pi)}$ where the corresponding weights are uniformly bounded from below. Otherwise the contraction might become 'invisible'. This is quantified below by the sets of visible indices.
Definition 4.10. For $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ and $\delta>0$ we define the set of indices in $S_{o, o^{\prime}}$ visible with respect to $\gamma$ by

$$
\operatorname{Vis}_{\gamma}(g, \delta):=\left\{x \in S_{o, o^{\prime}} \left\lvert\, \min _{y \in S_{o, o^{\prime}}} \frac{\gamma_{x}}{\gamma_{y}}>\delta\right.\right\}
$$

and the set of indices in $\pi\left(S_{i}\right), \pi \in \Pi, i \in\left\{o, o^{\prime}\right\}$, visible with respect to the imaginary parts by

$$
\operatorname{Vis}_{\operatorname{Im}}^{i}(g, \pi, \delta):=\left\{x \in \pi\left(S_{i}\right) \left\lvert\, \min _{y \in \pi\left(S_{i}\right)} \frac{\operatorname{Im} g_{x}^{(\pi)}}{\operatorname{Im} g_{y}^{(\pi)}}>\delta\right.\right\}
$$

Let us remark two simple facts. Firstly, for $0<\delta^{\prime} \leq \delta$ we have $\operatorname{Vis}_{\gamma}(g, \delta) \subseteq$ $\operatorname{Vis}_{\gamma}\left(g, \delta^{\prime}\right)$ and $\operatorname{Vis}_{\operatorname{Im}}^{i}(g, \pi, \delta) \subseteq \operatorname{Vis}_{\operatorname{Im}}^{i}\left(g, \pi, \delta^{\prime}\right)$, for $i \in\left\{o, o^{\prime}\right\}$. Secondly, we have $\operatorname{Vis}_{\gamma}(g, \delta)=\emptyset$ or $\operatorname{Vis}_{\operatorname{Im}}^{i}(g, \pi, \delta)=\emptyset, i \in\left\{o, o^{\prime}\right\}$ if and only if $\delta \geq 1$.

We now prove two lemmas which demonstrate how to put the concept of visibility into action. We start by visibility with respect to the imaginary parts.
Let $z \in I+i[0,1], v \in \mathbb{R}$ and $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ be fixed for this subsection.

Lemma 4.11. Let $\varepsilon>0, c \in[0,1)$. There is $\delta:=\delta(\varepsilon, c)>0$ such that for all $\pi \in \Pi, i \in\left\{o, o^{\prime}\right\}, \widetilde{x} \in \pi\left(S_{i}\right)$ and $\widetilde{y} \in \mathrm{Vis}_{\mathrm{Im}}^{i}(\pi, g, \varepsilon)$ with

$$
Q_{\tilde{x}, \tilde{y}}^{(\pi)} \leq c \quad \text { or } \quad \cos \alpha_{\tilde{x}, \tilde{y}}^{(\pi)} \leq c
$$

we have

$$
c_{\tilde{x}}^{(\pi)} \leq 1-\delta .
$$

Proof. Note that, for all $\pi \in \Pi, i \in\left\{o, o^{\prime}\right\}$ and $x \in \operatorname{Vis}_{\mathrm{Im}}^{i}\left(\pi, g, \delta_{2}\right)$, we have

$$
q_{x}^{(\pi)}=\frac{|t(i, x)|^{2}}{\sum_{y \in \pi\left(S_{i}\right)}|t(i, y)|^{2} \operatorname{Im} g_{y}^{(\pi)} / \operatorname{Im} g_{x}^{(\pi)}} \geq \varepsilon \frac{\min _{y \in S_{o}}|t(o, y)|^{2}}{\sum_{w \in S_{o}}|t(o, w)|^{2}}=: \varepsilon^{\prime}
$$

and $\varepsilon^{\prime}>0$. Let $\widetilde{x}, \widetilde{y}$ be chosen according to the assumption. We get by estimating $Q_{\widetilde{x}, y}^{(\pi)} \cos \alpha_{\widetilde{x}, y}^{(\pi)} \leq 1$ for all $y \neq \widetilde{y}$ that

$$
c_{\tilde{x}}^{(\pi)} \leq \sum_{y \in \pi\left(S_{i}\right) \backslash\{\tilde{y}\}} q_{y}^{(\pi)}+q_{\tilde{y}}^{(\pi)} Q_{\tilde{x}, \tilde{y}}^{(\pi)} \cos \alpha_{\tilde{x}, \tilde{y}}^{(\pi)}=1-q_{\tilde{y}}^{(\pi)}\left(1-Q_{\tilde{x}, \tilde{y}}^{(\pi)} \cos \alpha_{\tilde{x}, \tilde{y}}^{(\pi)}\right) \leq 1-\delta,
$$

where we set $\delta:=\varepsilon^{\prime}(1-c)$.
The next lemma shows how to use visibility with respect to $\gamma$.
Lemma 4.12. Let $\varepsilon>0, c \in[0,1)$. There is $\delta:=\delta(\varepsilon, c)>0$ such that if

$$
\operatorname{Vis}_{\gamma}(g, \varepsilon)=S_{o, o^{\prime}} \quad \text { and } \quad c_{x}^{(\pi)} \leq c,
$$

for some $\pi \in \Pi, i \in\left\{o, o^{\prime}\right\}, x \in \pi\left(S_{i}\right)$, we have

$$
\kappa_{o}^{(p)}(z, v, g) \leq 1-\delta
$$

Proof. As the $p_{x}=p_{x}(h), x \in S_{o, o^{\prime}}$, are uniformly larger than zero for all $z \in$ $I+i[0,1]$ we conclude the existence of $\varepsilon^{\prime}>0$ such that for all $\pi \in \Pi$ and $x \in \operatorname{Vis}_{\gamma}(g, \varepsilon)$

$$
\frac{p_{x}^{(\pi)} \gamma_{x}^{p}}{\sum_{\pi} Z_{1}^{(p)}(z, v, g \circ \pi)}=\frac{1}{\sum_{\pi} \sum_{y \in S_{o, o^{\prime}}}\left(p_{y}^{(\pi)} / p_{x}^{(\pi)}\right)\left(\gamma_{y} / \gamma_{x}\right)^{p}} \geq \frac{\varepsilon^{p}}{\sum_{\pi} \sum_{y \in S_{o, o^{\prime}}} p_{y}^{(\pi)} / p_{x}^{(\pi)}} \geq \varepsilon^{\prime} .
$$

Let $\pi \in \Pi, i \in\left\{o, o^{\prime}\right\}, x \in \pi\left(S_{i}\right)$ be chosen according to the assumption. Choose $\widehat{x} \in S_{o, o^{\prime}}$ such that $\widehat{x}=x$ if $x \neq o^{\prime}$ and arbitrary in $\pi\left(S_{o^{\prime}}\right)$ otherwise. We get by estimating $c_{y}^{(\pi)} \leq 1$ for $y \neq x$ and $c_{x}^{(\pi)} \leq c$, Jensen's inequality and the previous estimate

$$
\begin{aligned}
\left(Z_{0}(z, v, g \circ \pi)\right)^{p} & \leq\left(\sum_{y \in S_{o, o^{\prime}} \backslash\{\hat{x}\}} p_{y}^{(\pi)} \gamma_{y}+p_{\widehat{x}}^{(\pi)} \gamma_{\widehat{x}} c_{x}^{(\pi)}\right)^{p} \\
& \leq \sum_{y \in S_{o, o^{\prime}} \backslash\{\hat{x}\}} p_{y}^{(\pi)} \gamma_{y}^{p}+p_{\widehat{x}}^{(\pi)} \gamma_{\hat{x}}^{p} c^{p} \\
& =Z_{1}^{(p)}(z, v, g \circ \pi)-p_{\widehat{x}}^{(\pi)} \gamma_{\hat{x}}^{p}\left(1-c^{p}\right) \\
& \leq Z_{1}^{(p)}(z, v, g \circ \pi)-\left(1-c^{p}\right) \varepsilon^{\prime} \sum_{\pi^{\prime} \in \Pi} Z_{1}^{(p)}\left(z, v, g \circ \pi^{\prime}\right) .
\end{aligned}
$$

We set $\delta:=\varepsilon^{\prime}\left(1-c^{p}\right)$. Applying the basic estimate $Z_{0}$ with $Z_{1}^{(p)}$, Lemma 4.3 to all $\widetilde{\pi} \in \Pi, \widetilde{\pi} \neq \pi$ and using the inequality above, we get
$\kappa_{o}^{(p)}(g) \leq \frac{1}{\sum_{\pi^{\prime} \in \Pi} Z_{1}^{(p)}\left(z, v, g \circ \pi^{\prime}\right)}\left(\sum_{\tilde{\pi} \neq \pi} Z_{1}^{(p)}(z, v, g \circ \widetilde{\pi})+\left(Z_{0}(z, v, g \circ \pi)\right)^{p}\right) \leq 1-\delta$.

### 4.3.3 Case 1: A Jensen type inequality

In this section we will prove the statement which was discussed as Case 1 in Subsection 4.3.1. We will need the following auxiliary constant

$$
c_{1}:=c_{1}(I):=\left(\max _{z \in I+i[0,1]} \max _{\pi \in \Pi} \max _{x, y \in S_{o, o o^{\prime}}} \frac{\left(1-p_{x}^{(\pi)}\right)}{p_{y}^{(\pi)}}\right)^{-1} .
$$

As $h_{x}=\Gamma_{x}(z, T), z \in I$ and $I \subset \Sigma$ is chosen compact we have

$$
0<\min _{z \in I+i[0,1]} \min _{x \in S_{o, o^{\prime}}} \operatorname{Im} h_{x} \leq \max _{z \in I+i[0,1]} \max _{x \in S_{o, o^{\prime}}} \operatorname{Im} h_{x}<\infty .
$$

Therefore, $p_{x}^{(\pi)} \in(0,1), x \in S_{o, o^{\prime}}$. Let $z \in I+i[0,1]$ and $v \in \mathbb{R}$ be fixed for this subsection.
Proposition 4.13. Let $p>1, \varepsilon \in\left(0, c_{1}\right)$. There is $\delta=\delta(\varepsilon)>0$ such that for all $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ with

$$
\operatorname{Vis}_{\gamma}(g, \varepsilon) \neq S_{o, o^{\prime}},
$$

we have

$$
\kappa_{o}^{(p)}(z, v, g) \leq 1-\delta
$$

For the proof we employ a refinement of Jensen's inequality for monomials. To this end, we take a closer look at the error term in Jensen's inequality.
Lemma 4.14. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be twice continuously differentiable, $\lambda \in[0,1]$ and $x, y \in \mathbb{R}$. Then

$$
f(\lambda x+(1-\lambda) y)=\lambda f(x)+(1-\lambda) f(y)-E_{f}(\lambda, x, y)
$$

where
$E_{f}(\lambda, x, y)=(x-y)^{2} \int_{0}^{1}\left(\lambda t \mathbb{1}_{[0,1-\lambda]}(t)+(1-\lambda)(1-t) \mathbb{1}_{[1-\lambda, 1]}(t)\right) f^{\prime \prime}((1-t) x+t y) d t$ and $\mathbb{1}_{A}$ is the characteristic function of a set $A$.

Proof. We take the Taylor expansion of $f$ in $x_{0}=\lambda x+(1-\lambda) y$ at the points $x$ and $y$ with integral error term. Inserting this into $\lambda f(x)+(1-\lambda) f(y)$ yields the statement.

Jensen's inequality for twice continuously differentiable functions is a direct corollary. However, if we know more about the function $f$ we can use the explicit error term to get finer estimates.
Lemma 4.15. Let $p \geq 1, \lambda \in[0,1]$ and $a, b \in[0, \infty), a \geq b$. Then

$$
(\lambda a+(1-\lambda) b)^{p} \leq\left(1-\delta_{p}\right)\left(\lambda a^{p}+(1-\lambda) b^{p}\right),
$$

where

$$
\delta_{p}:=\delta_{p}(\lambda, b / a):=(1-b / a)^{2} \begin{cases}p(p-1) \lambda(1-\lambda) / 2 & : p \in[1,2), \\ \lambda\left(1-\lambda^{p-1}\right) & : p \geq 2\end{cases}
$$

Proof. The statement is trivial for $p=1, a=b$ or $\lambda \in\{0,1\}$. Therefore, we only treat the case where $p>1, a \neq b$ and $\lambda \notin\{0,1\}$.

Assume first that $a=1$ and $b \in[0,1)$. Then, the error term $E_{p}:=E_{(\cdot)^{p}}$ from the previous lemma can be estimated for $p \geq 2$, using $b \geq 0$,

$$
\begin{aligned}
\frac{E_{p}(\lambda, 1, b)}{(1-b)^{2}} & =p(p-1) \int_{0}^{1}\left(\lambda t \mathbb{1}_{[0,1-\lambda]}+(1-\lambda)(1-t) \mathbb{1}_{[1-\lambda, 1]}\right)((1-t)+t b)^{p-2} d t \\
& \geq p(p-1)\left(\lambda \int_{0}^{1-\lambda} t(1-t)^{p-2} d t+(1-\lambda) \int_{1-\lambda}^{1}(1-t)^{p-1} d t\right) \\
& =\lambda\left(1-\lambda^{p-1}\right) .
\end{aligned}
$$

On the other hand, for $p \in(1,2)$ we get by estimating $((1-t)+t b)^{(p-2)} \geq 1$,
$\frac{E_{p}(\lambda, 1, b)}{(1-b)^{2}} \geq p(p-1) \int_{0}^{1}\left(\lambda t \mathbb{1}_{[0,1-\lambda]}+(1-\lambda)(1-t) \mathbb{1}_{[1-\lambda, 1]}\right) d t=p(p-1) \frac{\lambda(1-\lambda)}{2}$.
Employing the previous lemma for $a=1, b \in[0,1]$, we get since $\lambda+(1-\lambda) b^{p} \leq 1$,

$$
(\lambda+(1-\lambda) b)^{p} \leq \lambda+(1-\lambda) b^{p}-\delta_{p} \leq\left(1-\delta_{p}\right)\left(\lambda+(1-\lambda) b^{p}\right) .
$$

Now, let $a \geq b \geq 0$ be arbitrary. We get, employing the previous inequality, that

$$
(\lambda a+(1-\lambda) b)^{p}=a^{p}\left(\lambda+(1-\lambda) \frac{b}{a}\right)^{p} \leq\left(1-\delta_{p}\right)\left(\lambda a^{p}+(1-\lambda) b^{p}\right) .
$$

With these preparations we are ready to prove Proposition 4.13.

Proof of Proposition 4.13. Let first $x_{0} \in S_{o, o^{\prime}}$ be chosen arbitrary. By the previous lemma we have

$$
\begin{aligned}
\left(\sum_{x \in S_{o, o^{\prime}}} p_{x}^{(\pi)} \gamma_{x}\right)^{p} & =\left(\left(1-p_{x_{0}}^{(\pi)}\right)\left(\sum_{x \in S_{o, o^{\prime}} \backslash\left\{x_{0}\right\}} \frac{p_{x}^{(\pi)}}{\left(1-p_{x_{0}}^{(\pi)}\right)} \gamma_{x}\right)+p_{x_{0}}^{(\pi)} \gamma_{x_{0}}\right)^{p} \\
& \leq\left(1-\delta_{p}\right)\left(\left(1-p_{x_{0}}^{(\pi)}\right)\left(\sum_{x \in S_{o, o^{\prime}} \backslash\left\{x_{0}\right\}} \frac{p_{x}^{(\pi)}}{\left(1-p_{x_{0}}^{(\pi)}\right)} \gamma_{x}\right)^{p}+p_{x_{0}}^{(\pi)} \gamma_{x_{0}}^{p}\right) \\
& \leq\left(1-\delta_{p}\right) \sum_{x \in S_{o, o^{\prime}}} p_{x}^{(\pi)} \gamma_{x}^{p}=\left(1-\delta_{p}\right) Z_{1}^{(p)}(z, v, g \circ \pi),
\end{aligned}
$$

where we also applied the Jensen inequality in the third line. Note that we do not have control over $\delta_{p}$ so far. This will be done later by suitable choice of $x_{0}$. We get by estimating $c_{x}^{(\pi)} \leq 1$ in 4.1) for all $x \in \pi\left(S_{o, o^{\prime}}\right)$

$$
\kappa_{o}^{(p)}(g) \leq \frac{\sum_{\pi \in \Pi}\left(\sum_{x \in S_{o, o^{\prime}}} p_{x}^{(\pi)} \gamma_{x}\right)^{p}}{\sum_{\pi \in \Pi} Z_{1}^{(p)}(z, v, g \circ \pi)} \leq 1-\delta_{p}
$$

Let us give an estimate for $\delta_{p}$. For the application of Lemma 4.15 we chose $\lambda=$ $1-p_{x_{0}}^{(\pi)}$. We estimate the term in $\delta_{p}$ involving $\lambda$ and $p$ by the quantity $c_{2}:=c_{2}(I)$
$c_{2}:=\min _{z \in I+i[0,1]} \min _{\pi \in \Pi} \min _{x \in S_{o, o^{\prime}}} \min \left\{\frac{p(p-1)}{2} p_{x}^{(\pi)}\left(1-p_{x}^{(\pi)}\right),\left(1-p_{x}^{(\pi)}\right)\left(1-\left(1-p_{x}^{(\pi)}\right)^{p-1}\right)\right\}$,
As the $p_{x}$ 's are uniformly larger than zero, we have $c_{2}>0$. Let now $x_{0}, \widehat{x} \in S_{o, o^{\prime}}$ be such that $\gamma_{x_{0}}=\min _{x \in S_{o, o^{\prime}}} \gamma_{x}, \gamma_{\widehat{x}}=\max _{x \in S_{o, o^{\prime}}} \gamma_{x}$. This is the part where the assumption $\operatorname{Vis}_{\gamma}(g, \varepsilon) \neq S_{o, o^{\prime}}$ comes into play. Namely, by assumption $x_{0}$ must be in $S_{o, o^{\prime}} \backslash \operatorname{Vis}_{\gamma}(g, \varepsilon)$ and, hence, $\gamma_{x_{0}} / \gamma_{\widehat{x}} \leq \varepsilon$. For the application of Lemma 4.15 we chose $a=\sum_{x} \frac{p_{x}}{\left(1-p_{x_{0}}^{(x)}\right)} \gamma_{x}$ and $b=\gamma_{x_{0}}$. We obtain by the definition of $c_{1}$

$$
\frac{a}{b}=\frac{\left(1-p_{x_{0}}^{(\pi)}\right) \gamma_{x_{0}}}{\sum_{x \in S_{o, o^{\prime}}} p_{x}^{(\pi)} \gamma_{x}}=\frac{\gamma_{x_{0}}}{\gamma_{\widehat{x}}} \frac{\left(1-p_{x_{0}}^{(\pi)}\right)}{\sum_{x \in S_{o, o^{\prime}}} p_{x}^{(\pi)} \gamma_{x} / \gamma_{\widehat{x}}} \leq \varepsilon \frac{\left(1-p_{x_{0}}^{(\pi)}\right)}{p_{\hat{x}}^{(\pi)}} \leq \frac{\varepsilon}{c_{1}}
$$

Hence, $\delta_{p} \geq c_{2}\left(1-\varepsilon / c_{1}\right)^{2}>0$.

### 4.3.4 Case 2: Geometric and arithmetic means

This subsection deals with Case 2 as discussed in Subsection 4.3.1. Define

$$
\varepsilon_{0}:=\min _{z \in I+i[0,1]} \min _{x, y \in S_{o, o^{\prime}}} \frac{\operatorname{Im} h_{x}}{\operatorname{Im} h_{y}} .
$$

By the definition of $\Sigma$ and $I \subset \Sigma$ compact we have $\varepsilon_{0}>0$. Let again $z \in I+i[0,1]$ and $v \in \mathbb{R}$ be fixed for this subsection.
Proposition 4.16. Let $\varepsilon>0, \varepsilon^{\prime} \in\left(0, \varepsilon \varepsilon_{0}\right)$. There is $\delta=\delta\left(\varepsilon, \varepsilon^{\prime}\right)>0$ such that for all $\pi \in \Pi$ and $g \in \mathbb{H}^{S_{o, o^{\prime}}}$ with

$$
\operatorname{Vis}_{\gamma}(g, \varepsilon)=S_{o, o^{\prime}} \quad \text { and } \quad \operatorname{Vis}_{\operatorname{Im}}^{o^{\prime}}\left(\pi, g, \varepsilon^{\prime}\right) \neq \pi\left(S_{o^{\prime}}\right)
$$

we have

$$
c_{x}^{(\pi)} \leq(1-\delta) \quad \text { for some } x \in \pi\left(S_{o^{\prime}}\right)
$$

Proof. Since $Q_{x, y}$ is the ratio of a geometric and an arithmetic mean it is one if and only if the averaged quantities are equal. For a finer analysis we introduce, for $\pi \in \Pi, x, y \in \pi\left(S_{o^{\prime}}\right)$,

$$
\theta_{x, y}:=\frac{\operatorname{Im} g_{x} \operatorname{Im} h_{y} \gamma_{y}}{\operatorname{Im} g_{y} \operatorname{Im} h_{x} \gamma_{x}}
$$

and note that $\theta_{x, y}=1 / \theta_{y, x}$. Then

$$
Q_{x, y}=\frac{2}{\left(\sqrt{\theta_{x, y}}+\sqrt{\theta_{y, x}}\right)}
$$

We have $Q_{x, y}<1$ if and only if $\theta_{x, y} \neq 1$.
Let $\pi \in \Pi$ be such that there is $\operatorname{Vis}_{\mathrm{Im}_{\mathrm{Im}}^{o^{\prime}}}\left(\pi, g, \varepsilon^{\prime}\right) \neq \pi\left(S_{o^{\prime}}\right)$, which implies the existence of $x, y \in \pi\left(S_{o^{\prime}}\right)$ such that $\operatorname{Im} g_{y} / \operatorname{Im} g_{x} \leq \varepsilon^{\prime}$. Since, by assumption, $x, y \in \operatorname{Vis}_{\gamma}(g, \varepsilon)$ we have $\gamma_{y} / \gamma_{x}>\varepsilon$. Hence,

$$
\theta_{x, y}>\frac{\varepsilon_{0} \varepsilon}{\varepsilon^{\prime}}
$$

By the choice of $\varepsilon^{\prime} \in\left(0, \varepsilon_{0} \varepsilon\right)$, we have $\theta_{x, y}>1$. Moreover, employing the inequality $a /\left(1+a^{2}\right) \leq b /\left(1+b^{2}\right)$ for $a \geq b \geq 1$ we get

$$
Q_{x, y}=2 \frac{\sqrt{\theta_{x, y}}}{1+\theta_{x, y}} \leq \frac{2 \sqrt{\varepsilon_{0} \varepsilon \varepsilon^{\prime}}}{\varepsilon_{0} \varepsilon+\varepsilon^{\prime}}<1 .
$$

The statement now follows from Lemma 4.11.

### 4.3.5 Case 3: A general bound on the relative arguments

In this subsection we show that there are always $\pi \in \Pi$ and $x, y \in S_{o, o^{\prime}}$ such that $\cos \alpha_{x, y}^{(\pi)}$ is uniformly smaller than one. We define a quantity, related to the 'minimal angle with the real axis', by

$$
\delta_{0}:=\frac{1}{4} \min _{z \in I+i[0,1]} \min _{x \in S_{o, o^{\prime}}} \min \left\{\left|\arg h_{x}\right|_{\text {arg }},\left|\pi-\arg h_{x}\right|_{\text {arg }}\right\} .
$$

By the definition of $\Sigma$ and $I \subset \Sigma$ compact we have $\delta_{0}>0$. Let again $z \in I+i[0,1]$ be fixed for this subsection.
Proposition 4.17. There is $c=c\left(\delta_{0}\right)<1, \lambda_{0}=\lambda_{0}\left(\delta_{0}, \varepsilon_{0}\right)>0$ and $R:\left[0, \lambda_{0}\right) \rightarrow$ $[0, \infty)$ with $R(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$ such that for all $\lambda \in\left[0, \lambda_{0}\right), v \in[-\lambda, \lambda], g \in$ $\mathbb{H}^{S_{o, o^{\prime}}} \backslash B_{R(\lambda)}(h)$ there is $\pi \in \Pi$ with

$$
Q_{x, y}^{(\pi)} \leq c \quad \text { or } \quad \cos \alpha_{x, y}^{(\pi)} \leq c,
$$

either for some $x, y \in \pi\left(S_{o^{\prime}}\right)$ or for $x=o^{\prime}$ and all $y \in \pi\left(S_{o}\right)$.
Note that the $Q_{x, y} \leq c$ is in the statement only to exclude the trivial case which is $g_{x}=h_{x}$ or $g_{y}=h_{y}$.

The proof carries some similarities to the analysis in Subsection 3.3.2. We need some basic geometric observations. The first one is about perturbations of arguments. Recall that the argument arg : $\mathbb{C} \backslash\{0\} \rightarrow \mathbb{S}^{1}$ is a continuous group homomorphism and we have the modulus $|\cdot|_{\text {arg }}=d_{\mathbb{S}^{1}}(\cdot, 1)$ in $\mathbb{S}^{1}$.

Lemma 4.18. Let $\xi, \zeta \in \mathbb{C}, \xi \neq 0$ such that $\arg \xi \in[-\pi / 2, \pi / 2]$ and $|\zeta|<1$. Then

$$
|\arg (1+\xi+\zeta)|_{\arg } \leq|\arg \xi|_{\arg }+\frac{|\zeta|}{1-|\zeta|}
$$

In particular, for $\xi=0$, we get

$$
|\arg (1+\zeta)| \arg \leq \frac{|\zeta|}{1-|\zeta|}
$$

Proof. We write $\xi, \zeta$ in polar coordinates $\xi=r e^{i \delta}$ and $\zeta=\varepsilon e^{i \theta}$. We denote the left hand side of the inequality by $\beta$, i.e., $\beta=\left|\arg \left(1+r e^{i \delta}+\varepsilon e^{i \theta}\right)\right|_{\text {arg. }}$. Assume without loss of generality that $\delta \geq 0$. Since we have for $z \in \mathbb{C}$ with $\operatorname{Re} z, \operatorname{Im} z \geq 0$ and $u \geq 0$ that $|\arg z+i u|_{\text {arg }} \geq|\arg (z-i u)|_{\text {arg }}$ we conclude $\beta \leq\left|\arg \left(1+r e^{i \delta}+\varepsilon e^{i \theta \mid}\right)\right|_{\text {arg }}$. Hence, we may assume without loss of generality that $\theta \geq 0$. We use $\arg z=$ $\arctan (\operatorname{Im} z / \operatorname{Re} z)$ and subadditivity, monotonicity on $[0, \infty)$ and $0 \leq \arctan ^{\prime} \leq 1$ to calculate

$$
\begin{aligned}
\beta & =\arctan \left(\frac{r \sin \delta+\varepsilon \sin \theta}{1+r \cos \delta+\varepsilon \cos \theta}\right) \\
& \leq \arctan \left(\frac{r \sin \delta}{1+r \cos \delta+\varepsilon \cos \theta}\right)+\arctan \left(\frac{\varepsilon \sin \theta}{1+r \cos \delta+\varepsilon \cos \theta}\right) \\
& \leq \arctan \left(\frac{\sin \delta}{\cos \delta}\right)+\arctan \left(\frac{\varepsilon}{1-\varepsilon}\right) \\
& \leq \delta+\frac{\varepsilon}{1-\varepsilon} .
\end{aligned}
$$

The statement about $\xi=0$ is a direct consequence from the first statement.
The second auxiliary lemma deals with sums of complex numbers.
Lemma 4.19. Let $\delta \in[0, \pi / 2], \xi \in \mathbb{C}^{S_{o, o^{\prime}}}$ with $\xi_{x} \neq 0$ for all $x \in S_{o, o^{\prime}}$ and $\arg \left(\xi_{x} \bar{\xi}_{y}\right) \in[-\delta, \delta]$ for all $\pi \in \Pi, x, y \in \pi\left(S_{o^{\prime}}\right)$. Then,
(1.) $\arg \left(\xi_{x} \bar{\xi}_{y}\right) \in[-2 \delta, 2 \delta]$ for all $x, y \in S_{o, o^{\prime}}$.
(2.) $\left|\sum_{y \in \pi\left(S_{o^{\prime}}\right)} \xi_{y}\right| \geq\left|\xi_{x}\right|$ for all $\pi \in \Pi$ and $x \in \pi\left(S_{o^{\prime}}\right)$.
(3.) $\arg \left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)} \xi_{y} \overline{\xi_{x}}\right) \in[-2 \delta, 2 \delta]$ for all $\pi \in \Pi$ and $x \in S_{o, o^{\prime}}$.

Proof. The numbers $\xi_{x}, x \in S_{o, o^{\prime}}$ shall be thought as non zero vectors in $\mathbb{C}$. Then, the assumption about the arguments means that they point approximately in the same direction. The first statement follows as we can compare two elements $\xi_{x}, \xi_{y}$ always over a third one. The second and the third statement can be easily seen by drawing a picture. However, let us give a precise argument.
(1.) Let $x, y \in S_{o, o^{\prime}}$ and $\pi \in \Pi$ such that $x \in \pi\left(S_{o^{\prime}}\right)$. Suppose $y \in \pi\left(S_{o}\right)$ otherwise the statement follows directly by the assumption. Let $\pi_{y}$ be a permutation that permutes $y \in \pi\left(S_{o}\right)$ with a vertex $\widetilde{y} \in \pi\left(S_{o^{\prime}}\right)$ with $a(y)=a(\widetilde{y})$ and leaves every
other vertex invariant. In particular, one has $y \in \pi_{y} \circ \pi\left(S_{o^{\prime}}\right)$. Let $w \in \pi\left(S_{o^{\prime}}\right)$ with $w \neq \widetilde{y}$. We have by assumption that $\left|\arg \left(\xi_{x} \bar{\xi}_{w}\right)\right|_{\text {arg }} \leq \delta$ as $w \in \pi\left(S_{o^{\prime}}\right)$ and $\left|\arg \left(\xi_{y} \bar{\xi}_{w}\right)\right|_{\arg } \leq \delta$ as $w \neq \widetilde{y}$ and therefore $w \in \pi_{y} \circ \pi\left(S_{o^{\prime}}\right)$. Statement (1.) now follows from the triangle inequality of $|\cdot|_{\text {arg }}$.
(2.) One calculates $\left|\sum_{y \in \pi\left(S_{o^{\prime}}\right)} \xi_{y}\right|=\left|1+\sum_{y \in \pi\left(S_{o^{\prime}}\right)} \xi_{y} / \xi_{x}\right|\left|\xi_{x}\right|$. Now, since $\arg \left(\xi_{y} / \xi_{x}\right)=$ $\arg \left(\xi_{x} \bar{\xi}_{y}\right) \in[-\pi / 2, \pi / 2]$ the first factor is larger or equal to one.
(3.) Let first $x \in \pi\left(S_{o^{\prime}}\right)$ and calculate $\arg \left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)} \xi_{y} \overline{\xi_{x}}\right)=\arg \left(1+\sum_{y \in \pi\left(S_{o^{\prime}}\right.} \xi_{y} / \xi_{x}\right)$. Note that the terms in the sum on the right hand side have arguments in $[-\delta, \delta]$ and therefore the sum has argument in $[-\delta, \delta]$. By Lemma 4.18 applied with $\xi$ equal to the sum and $\zeta=0$ yields the statement. If on the other hand $x \in \pi\left(S_{o}\right)$, we find by a similar argument as in (2.), a vertex $w \in \pi\left(S_{o^{\prime}}\right)$ with $\left|\arg \left(\xi_{x} \bar{\xi}_{w}\right)\right|_{\arg } \leq \delta$. By the triangle inequality for $|\cdot|_{\text {arg }}$ and the considerations of the first case, we get, $\left|\arg \left(\sum_{y \in \pi\left(S_{o^{\prime}}\right.} \xi_{y} \overline{\xi_{x}}\right)\right|_{\arg } \leq\left|\arg \left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)} \xi_{y} \overline{\xi_{w}}\right)\right|_{\arg }+\left|\arg \left(\xi_{w} \overline{\xi_{x}}\right)\right|_{\arg } \leq 2 \delta$.

We are now in the position to prove Proposition 4.17.
Proof of Proposition 4.17. Let $R:\left[0, \lambda_{0}\right) \rightarrow[0, \infty)$ with $\lambda_{0}:=\varepsilon_{0} \delta_{0} /\left(1+\delta_{0}\right)$ be defined as

$$
R(\lambda)=\frac{\delta(\lambda)^{2}}{\left(\varepsilon_{0}-\delta(\lambda)\right) \varepsilon_{0}}, \quad \text { with } \delta(\lambda)=\frac{\left(1+\delta_{0}\right)}{\delta_{0}} \frac{\lambda}{\min _{y \in S_{o}^{\prime}}\left|t\left(o^{\prime}, y\right)\right|^{2}}
$$

Take $g \in \mathbb{H}^{S_{o, o^{\prime}}} \backslash B_{R(\lambda)}(h)$. If there is $x \in S_{o, o^{\prime}}$ such that $g_{x}=h_{x}$ then $Q_{x, y}=0$ by definition for all $y \in S_{o, o^{\prime}}$. In this case we are done. Therefore, assume that $g_{x} \neq h_{x}$ for all $x \in S_{o, o^{\prime}}$. Moreover, assume $\left|\alpha_{x, y}\right|_{\mathrm{arg}} \leq \delta_{0}$ for all $\pi \in \Pi$ and $x, y \in \pi\left(S_{o^{\prime}}\right)$ since otherwise we are also done.
Our aim is to show $\left|\alpha_{o^{\prime}, y}^{(\pi)}\right|_{\text {arg }}>\delta_{0}$ for some $\pi \in \Pi$ and all $y \in \pi\left(S_{o}\right)$. We start with a claim.

Claim 1: There is $\pi \in \Pi$ such that

$$
\left.\left|\sum_{y \in \pi\left(S_{o^{\prime}}\right)}\right| t\left(o^{\prime}, y\right)\right|^{2}\left(g_{y}-h_{y}\right) \left\lvert\, \geq \frac{\left(1+\delta_{0}\right)}{\delta_{0}} \lambda .\right.
$$

Proof of Claim 1. By Lemma 4.19 (2.) we get for all $\pi \in \Pi$ and $x \in \pi\left(S_{o^{\prime}}\right)$

$$
\left.\left|\sum_{y \in \pi\left(S_{o^{\prime}}\right)}\right| t\left(o^{\prime}, y\right)\right|^{2}\left(g_{y}-h_{y}\right)\left|\geq\left|t\left(o^{\prime}, x\right)\right|^{2}\right| g_{x}-h_{x} \mid
$$

Moreover, we assumed $g \notin B_{R(\lambda)}(h)$, so there is $\widehat{x} \in S_{o, o^{\prime}}$ such that $\gamma_{\widehat{x}} \geq R(\lambda)$. By the definition $\varepsilon_{1}(r)=\inf _{g \in \mathbb{H}^{S} o o^{\prime} \backslash B_{r}(h)} \min _{x \in S_{o, o^{\prime}}}\left|g_{x}-h_{x}\right|$ for $r \geq 0$ from Subsection 2.3.4. the definition of $R$ above and Lemma 2.18 (3.) we get

$$
\left|g_{\widehat{x}}-h_{\widehat{x}}\right| \geq \varepsilon_{1}(R(\lambda))=\delta(\lambda)=\frac{\left(1+\delta_{0}\right)}{\delta_{0}} \frac{\lambda}{\min _{y \in S_{o^{\prime}}}\left|t\left(o^{\prime}, y\right)\right|^{2}} .
$$

By choosing $\pi \in \Pi$ such that $\widehat{x} \in \pi\left(S_{o^{\prime}}\right)$ we conclude the claim.
Claim 2: There is $\pi \in \Pi$ such that for all $x \in S_{o, o^{\prime}}$

$$
\left|\arg \left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)}\left|t\left(o^{\prime}, y\right)\right|^{2}\left(g_{y}-h_{y}\right)-v\right) \overline{\left(g_{x}-h_{x}\right)}\right|_{\arg } \leq 3 \delta_{0} .
$$

Proof of Claim 2. Set $\tau:=\sum_{y \in \pi\left(S_{o^{\prime}}\right)}\left|t\left(o^{\prime}, y\right)\right|^{2}\left(g_{y}-h_{y}\right)$. Note that $|v / \tau| \leq \delta_{0} /\left(1+\delta_{0}\right)$ by the assumption $v \in[-\lambda, \lambda]$ and Claim 1 . We get, by the triangle inequality, Lemma 4.18 (applied with $\xi=0$ and $\zeta=v / \tau$ ) and Lemma 4.19 (3.)

$$
\left|\arg (\tau-v) \overline{\left(g_{x}-h_{x}\right)}\right|_{\arg }=|\arg (1-v / \tau)|_{\arg }+\left|\arg \left(\tau \overline{\left(g_{x}-h_{x}\right)}\right)\right|_{\arg } \leq 3 \delta_{0}
$$

By the definitions $g_{o^{\prime}}^{(\pi)}=\Psi_{z-v, o^{\prime}}^{(T)}\left(\left(g_{\pi(x)}\right)_{x \in S_{o^{\prime}}}\right)$ and $h_{o^{\prime}}=\Psi_{z, o^{\prime}}^{(T)}\left(h_{S_{o^{\prime}}}\right)$, we get for $\pi \in \Pi$

$$
\begin{aligned}
\arg \left(g_{o^{\prime}}^{(\pi)}-h_{o^{\prime}}\right) & =\arg \left(\frac{-1}{z-v+\sum_{x \in \pi\left(S_{o^{\prime}}\right)}\left|t\left(o^{\prime}, x\right)\right|^{2} g_{x}}-\frac{-1}{z+\sum_{x \in \pi\left(S_{o^{\prime}}\right)}\left|t\left(o^{\prime}, x\right)\right|^{2} h_{x}}\right) \\
& =\arg \left(g_{o^{\prime}}^{(\pi)} h_{o^{\prime}}\left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)}\left|t\left(o^{\prime}, y\right)\right|^{2}\left(g_{y}-h_{y}\right)-v\right)\right) .
\end{aligned}
$$

This calculation is similar to the proof of Lemma 3.11. By definition of $\delta_{0}$ we have that $\arg h_{o^{\prime}} \in\left[4 \delta_{0}, \pi-4 \delta_{0}\right]$. Moreover, since $g_{o}^{(\pi)} \in \mathbb{H}$ we have $\arg g_{o}^{(\pi)} \in(0, \pi)$. Hence, $\left|\arg \left(g_{o^{\prime}}^{(\pi)} h_{o^{\prime}}\right)\right|_{\text {arg }}>4 \delta_{0}$. Combining this with the equality above, Claim 2 and the triangle inequality we get for $\pi$ taken from Claim 2

$$
\begin{aligned}
\left|\alpha_{o^{\prime}, x}^{(\pi)}\right|_{\arg } & \geq\left|\arg \left(g_{o^{\prime}}^{(\pi)} h_{o^{\prime}}\right)\right|_{\arg }-\left|\arg \left(\sum_{y \in \pi\left(S_{o^{\prime}}\right)}\left|t\left(o^{\prime}, y\right)\right|^{2}\left(g_{y}-h_{y}\right)-v\right) \overline{\left(g_{x}-h_{x}\right)}\right|_{\arg } \\
& \geq \delta_{0}
\end{aligned}
$$

for all $x \in \pi\left(S_{o}\right)$. The assertion follows by letting $c:=\cos \delta_{0}$.

### 4.3.6 Proof

In this final subsection we put the pieces together in order to prove Proposition 4.7.
Proof of Proposition 4.7. Let $I \subset \Sigma$ be compact, $h=\Gamma_{S_{o o^{\prime}}}(z, T)$ for $z \in I+i[0,1]$ and $\varepsilon_{0}=\varepsilon_{0}(I), \delta_{0}=\delta_{0}(I)$ defined in Subsection 4.3.4 and 4.3.5 Moreover, let $R:\left[0, \lambda_{0}\right) \rightarrow[0, \infty)$ and $\lambda_{0}>0$ be given by Proposition 4.17 Choose $\delta_{1} \in\left(0, c_{1}\right)$, where $c_{1}$ is defined in Subsection 4.3.3 and $\delta_{2} \in\left(0, \varepsilon_{0} \delta_{1}\right)$.
Let $\lambda \in\left[0, \lambda_{0}\right), g \in \mathbb{H}^{S_{o, o^{\prime}}} \backslash B_{R(\lambda)}(h), v \in[-\lambda, \lambda]$ and $z \in I+i[0,1]$. We now treat the three cases which we already distinguished above:

Case 1: $\operatorname{Vis}_{\gamma}\left(g, \delta_{1}\right) \neq S_{o, o^{\prime}}$. The statement follows directly from Proposition 4.13.
Case 2: $\operatorname{Vis}_{\gamma}\left(g, \delta_{1}\right)=S_{o, o^{\prime}}$ but $\operatorname{Vis}_{\operatorname{Im}}^{s^{\prime}}\left(\pi, g, \delta_{2}\right) \neq \pi\left(S_{o^{\prime}}\right)$ for some $\pi \in \Pi$. The statement follows by the combination of Proposition 4.16 and Lemma 4.12
Case 3: $\operatorname{Vis}_{\gamma}\left(g, \delta_{1}\right)=S_{o, o^{\prime}}$ and $\operatorname{Vis}_{\operatorname{Im}}^{s^{\prime}}\left(\pi, g, \delta_{2}\right)=\pi\left(S_{o^{\prime}}\right)$ for all $\pi \in \Pi$. We can now find $\pi, i, \widetilde{x}, \widetilde{y}$ which satisfy the assumptions of Lemma 4.11 as follows: By Proposition 4.17 there is $\pi \in \Pi$ such that either for some $x, y \in \pi\left(S_{o^{\prime}}\right)$ or $x=o^{\prime}$ and all $y \in \pi\left(S_{o}\right)$ we have $Q_{x, y}^{(\pi)} \leq c$ or $\cos \alpha_{x, y}^{(\pi)} \leq c$.
In the first case we have $y \in \operatorname{Vis}_{\mathrm{Im}}^{o^{\prime}}\left(\pi, g, \delta_{2}\right)$ by assumption. We choose consequently $i=o^{\prime}, \widetilde{x}=x$ and $\widetilde{y}=y$.
For the second case let $w \in \operatorname{Vis}_{\mathrm{Im}}^{o}\left(\pi, g, \delta_{2}\right)$. We set $i=o, \widetilde{y}=w$ and $\widetilde{x}=o^{\prime}$ if $w \neq o^{\prime}$ or pick $\widetilde{x} \in \pi\left(S_{o}\right) \backslash\left\{o^{\prime}\right\}$ arbitrary if $w=o^{\prime}$.
With these choices we see by Lemma 4.11 that the assumptions of Lemma 4.12 are satisfied and the statement follows.

### 4.4 Off diagonal perturbations

In this section we take a look at operators whose off diagonal elements are perturbed by a small random quantity. Indeed, a similar result as Theorem 3 can be proven.

Such a model was first introduced by Ham (see also Kes for a survey) under the name first passage percolation. There, a graph is studied whose edge weights are given by independent random variables. The edge weights are interpreted as passage times and then transit times are studied. Here, we want to look at the spectral properties of the corresponding operators rather than transit times.

Let us be more precise about our model. For a vertex $x \in \mathcal{V}$ which is not the root $o \in \mathcal{V}$, let $\dot{x} \in \mathcal{V}$ be the unique vertex which precedes $x$ with respect to the root. Let $\lambda \geq 0$ and $v \in \mathcal{W}_{\text {rand }}(\Omega, \mathcal{T})$. We define by $\theta(\lambda)=\left(\theta_{e}(\lambda)\right)_{e \in \mathcal{E}}$ the random variables given by

$$
\theta_{\{\dot{x}, x\}}(\lambda, \omega)=\left(1+\lambda v_{x}^{\omega}\right), \quad \omega \in \Omega .
$$

For a given label invariant operator $T$ we define the operator $H^{\theta(\lambda, \omega)}: \ell^{2}(\mathcal{V}, \nu) \rightarrow$ $\ell^{2}(\mathcal{V}, \nu)$ by

$$
\left(H^{\theta(\lambda, \omega)} \varphi\right)(x)=\sum_{y \sim x} \theta_{\{x, y\}}(\lambda, \omega) t(x, y) \varphi(y)+w(x) \varphi(x) .
$$

The following result for these operators with random off diagonal perturbations is similar to Theorem 3 for random diagonal perturbations, i.e., random potentials. We will sketch a proof below.

Theorem 4.20. Let $T$ be a label invariant operator. There exists a finite subset $\Sigma_{0} \subset \sigma(T)$ such that for every compact set $I \subseteq \sigma(T) \backslash \Sigma_{0}$ there exists $\lambda_{0}>0$ such that for all $\lambda \in\left[0, \lambda_{0}\right]$ and almost every $\omega \in \Omega$

$$
I \subseteq \sigma_{\mathrm{ac}}\left(H^{\theta(\lambda, \omega)}\right) \quad \text { and } \quad I \cap \sigma_{\text {sing }}\left(H^{\theta(\lambda, \omega)}\right)=\emptyset
$$

For the truncated Green function of the operators $H^{\theta(\lambda, \omega)}$, the recursion formula (2.2) reads as

$$
-\frac{1}{\Gamma_{x}\left(z, H^{\theta(\lambda, \omega)}\right)}=z-m_{a(x)}+\sum_{y \in S_{x}}\left|\theta_{\{x, y\}}(\lambda, \omega)\right|^{2}|t(x, y)|^{2} \Gamma_{y}\left(z, H^{\theta(\lambda, \omega)}\right) .
$$

Define for $z \in \mathbb{H}, \lambda \geq 0$ and $\omega \in \Omega$

$$
\begin{array}{ll}
h_{x}:=\Gamma_{x}(z, T), & x \in S_{o} \cup S_{o^{\prime}}, \\
g_{x}(\lambda, \omega):=\left|\theta_{i, x}(\lambda, \omega)\right|^{2} \Gamma_{x}\left(z, H^{\theta(\lambda, \omega)}\right), & x \in S_{i}, i \in\left\{o, o^{\prime}\right\}
\end{array}
$$

and denote $h=\left(h_{x}\right)_{x \in S_{o, o^{\prime}}}, g(\lambda, \omega)=\left(g_{x}(\lambda, \omega)\right)_{x \in S_{o, o^{\prime}}}$. With these definitions we have

$$
\Gamma_{o^{\prime}}\left(z, H^{\theta(\lambda, \omega)}\right)=\Psi_{z, o^{\prime}}^{(T)}\left(g_{S_{o^{\prime}}(\lambda, \omega)}\right)
$$

We get the following two step expansion formula similar to Proposition 4.4
Proposition 4.21. (Two step expansion - off diagonal version.) Let $I \subset \Sigma$ be compact and $o \in \mathcal{V}$. Then there exist $c, C:[0, \infty) \rightarrow[0, \infty)$ with $c(\lambda), C(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ such that for all $z \in I+i[0,1], \lambda \in[0, \infty), \omega \in \Omega$ we have

$$
\gamma\left(\Gamma_{o}\left(z, H^{\theta(\lambda, \omega)}\right), \Gamma_{o}(z, T)\right) \leq(1+c(\lambda)) Z_{0}(z, 0, g(\lambda, \omega))+C(\lambda) .
$$

Proof. We follow the proof of Proposition 4.4 with only one difference. Whenever the first inequality of Lemma 2.16 is used, we employ the second inequality of Lemma 2.16 instead.

The following estimate for the contraction coefficient is a corollary of Proposition 4.7 .
Proposition 4.22. Let $I \in \Sigma$ be compact, $p>1$ and $o \in \mathcal{V}$. There exists $\delta=$ $\delta_{o}(I)>0$ such that for all $z \in I+i(0,1]$ and $\lambda \in[0,1)$ and for all $\omega \in \Omega$

$$
\kappa_{o}^{(p)}(z, 0, g(\lambda, \omega)) \leq 1-\delta .
$$

Proof. The statement directly follows by Proposition 4.7. Note that since there is no potential and $R(0)=0$ for the function $R$ of Proposition 4.7, we even do not have to exclude a ball.

Putting the statements of these two propositions into the calculations of the proof of the vector inequality, Proposition 4.8, we obtain a similar result. In particular, for all $I \subset \Sigma$ compact and $p>1$ there are $\lambda_{0}>0$ and $\delta>0$ such that for all $\lambda \in\left[0, \lambda_{0}\right)$

$$
\mathbb{E} \gamma \leq(1-\delta) P \mathbb{E} \gamma+C(\lambda)
$$

where $C(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$,

$$
\mathbb{E} \gamma:=\int_{\Omega}\left(\gamma\left(\Gamma_{o(j)}\left(z, H^{\theta(\lambda, \omega)}\right), \Gamma_{o(j)}(z, T)\right)^{p}\right)_{j \in \mathcal{A}} d \mathbb{P}(\omega) .
$$

and $P: \mathcal{A} \times \mathcal{A} \rightarrow[0, \infty)$ as it is defined above Proposition 4.8 . Now, by the Perron-Frobenius argument, we get a theorem similar to Theorem4.2
Theorem 4.23. Let $I \subset \Sigma$ be compact and $p>1$. Then there exist $\lambda_{0}=\lambda_{0}(I, p)>0$ and $c:\left[0, \lambda_{0}\right) \rightarrow[0, \infty)$ monotone decreasing with $c(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$ such that for all $\lambda \in\left[0, \lambda_{0}\right)$

$$
\sup _{x \in \mathcal{V}} \sup _{E \in I} \sup _{\eta \in(0,1]} \int_{\Omega} \gamma\left(\Gamma_{x}\left(E+i \eta, H^{\theta(\lambda, \omega)}\right), \Gamma_{x}(E+i \eta, T)\right)^{p} d \mathbb{P}(\omega) \leq c(\lambda) .
$$

Application of Proposition 2.8, Fatou's lemma and Fubini's theorem yields the inequality

$$
\underset{\eta \downarrow 0}{\liminf } \int_{I}\left|G_{x}\left(E+i \eta, H^{\theta(\lambda, \omega)}\right)\right|^{p} d E<\infty
$$

for $p>1, I \subset \Sigma$ compact, $\lambda>0$ sufficiently small and almost all $\omega \in \Omega$. Moreover, we can derive $\lim \inf _{\eta \downarrow 0} \operatorname{Im} G_{x}\left(E+i \eta, H^{\theta(\lambda, \omega)}\right)>0$ for $(\omega, E)$ on a set of full $\mathbb{P} \times$ Lebmeasure. By the vague convergence of the spectral measures, Lemma 2.4 and the criterion for the absence of singular spectrum, Theorem [2.6, we conclude the statement of Theorem 4.20

### 4.5 Open problems and remarks

We have proven in this chapter that the absolutely continuous spectrum of a label invariant operator remains stable on certain subsets under sufficiently small random perturbations. We gave the proof in full detail for random potentials. Moreover, in the previous section we showed that our method also applies to off diagonal perturbations. Therefore, it is natural to ask to what other models our method might apply as well.

One of these models are Galton-Watson trees. In a multi-type Galton-Watson tree the number of forward vertices for a vertex of a certain type is given by a random variable. These random variables are independent in every vertex. Moreover, they are identically distributed in each vertex with the same type. To each realization we associate a nearest neighbor operator, for instance the Laplacian $\Delta$. This way we get a family of random operators. Note that the stationary case, where one realization occurs with probability one, can be considered as a tree generated by a substitution matrix. It is clear that if one allows with positive probability for dead ends, i.e, vertices with no forward neighbors, then, one has to expect plenty of point spectrum. However, if one excludes this case, one should be able to answer the following question by our methods.
Question 7. Does a nearest neighbor operator of a multi-type Galton-Watson tree with no dead ends have pure absolutely continuous spectrum if it is close to the stationary case in distribution, i.e., to a tree which is generated by a substitution matrix?

As mentioned above, the case where one allows for vertices to have no forward neighbors is much more involved. We can describe a special case as a percolation model. Let $\mathcal{T}=(\mathcal{V}, \mathcal{E})$ be a tree generated by a substitution matrix and a random variable on $\mathcal{E}$ which deletes an edge with probability $p \in[0,1]$ and keeps it with probability $1-p$. As mentioned above, we cannot expect pure absolutely continuous spectrum in this case. However, one might ask the following question:
Question 8. Does a nearest neighbor operator of a percolation tree have absolutely continuous spectrum, if $p$ is close to zero?

Let us turn to some questions regarding large disorder. By the fractional moments method of Aizenman/Molchanov AM it is not too hard to prove that for large perturbations by a random potential one has pure point spectrum almost surely. Asking the same question for large off diagonal perturbations seems to be more involved since the perturbations are not monotone anymore. We want to ask three questions.

The first concerns the model of first passage percolation discussed in the previous section. In contrast to random trees the number of forward neighbors is fixed and we only perturb the weights randomly.
Question 9. Does a nearest neighbor operator in a first passage percolation model have almost surely pure singular or even pure point spectrum, if the perturbation is large enough?

We may also ask the question for Galton-Watson trees with no dead ends.
Question 10. Does a nearest neighbor operator of a Galton-Watson tree with no dead ends have almost surely pure singular or even pure point spectrum if it is far away from the stationary case in distribution?

Finally, we want to ask the question about the percolation model. As already mentioned, there will be plenty of point spectrum in this case. Moreover, it is clear that in the subcritical case there are only compactly supported eigenfunctions since all components are finite with probability one.

Question 11. Can one exclude continuous spectrum almost surely for a nearest neighbor operator of a percolation tree if $p$ is not close to one?
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