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Abstract

This thesis explores the automatic extraction of information from bioscientific publi-
cations. Such techniques are urgently needed because the biosciences are publishing
continually increasing numbers of texts. The focus is on event extraction where an
event is a special form of semantic relationship between named entities. Events are
currently manually curated from the literature by professionals called biocurators
S0 as to increase research productivity by improving the efficiency and speed with
which biologists can discover information. Manual biocuration, however, is time-
consuming and costly so automatic methods are needed for information discovery
from the literature. My research enables the development of adequately tested,
high-performance information extraction solutions.

I examine concepts of event from related research in philosophy, and in theoretical
and computational linguistics. I apply the outcome to modeling events in informa-
tion extraction research. In particular, I focus on biomedical event description in
the literature and the potential methods for taking account of, and capturing, its
intricacies. The results obtained through this investigation can help in modeling
and guiding manual event annotation of texts by domain experts. The GENEREG
corpus, a result of the annotation campaign performed as a part of this thesis, is
presented.

A further considerable part of this thesis is dedicated to modeling, implementing and
evaluating an advanced event extraction approach based on the analysis of syntactic
dependency graphs. The thesis contains the event extraction approach proposed and
its implementation, the JREX (Jena Relation eXtraction) system. This system was
used by the Jena University Language & Information Engineering Lab (JULIE Lab)
team in the “BioNLP 2009 Shared Task on Event Extraction” competition and was
ranked second among 24 competing teams. JREX is currently the highest scorer
on the worldwide shared U-COMPARE event extraction server, now outperforming
the competing systems from the challenge. This success was made possible, among
other things, by my extensive research on event extraction solutions carried out
during this thesis, e.g., exploring the effects of syntactic and semantic processing
procedures on solving the event extraction task.
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The evaluations executed on competition data that is standard and accepted com-
munity-wide, were complemented by real-life evaluation of large-scale biomedical
database reconstruction. For this evaluation, I selected the highly relevant topic of
gene expression regulation. I showed that considerable parts of manually curated
databases can be automatically re-created with the help of the event extraction ap-
proach developed. Successful re-creation was possible for parts of REGULONDB,
the world’s largest manually curated reference database for the transcriptional reg-
ulation network of E. coli, and the Candida albicans regulatory network, manually
curated from the scientific literature at the Leibniz Institute for Natural Product
Research and Infection Biology - Hans Knoll Institute in Jena. Furthermore, this
thesis demonstrates that reconstructing databases can even complement manual
biocuration. In summary, the event extraction approach justified, developed and
implemented in this thesis meets the needs of a large human curator community
and thus helps in the acquisition of new knowledge in the biosciences.
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Chapter 1
Introduction

The holy grail of computational linguistics is to devise automatic solutions for high-
performance and large-scale text analytics. As the computational linguistics com-
munity will struggle, in the foreseeable future, to produce applications that can
completely “understand” the meaning of text, researchers are focusing first on de-
veloping programs with shallow text comprehension (cf. Hearst (1999)). These pro-
grams extract information with a predefined semantic structure, known as Informa-
tion Faxtraction solutions. Information extraction is the process of analyzing text
so as to find information assessed as being relevant to some interest, including the
extraction of named entities and the relations between them. An important aspect
of information extraction research is that the information extracted should be of
relevance to applications. Another key aspect is that the information extraction
solutions should be successful in large-scale real-life applications. Both aspects are
investigated thoroughly in this thesis.

The origins of information extraction research date from the late 1980s. From the
start, information extraction particularly emphasized sublanguage (Harris, 1991)
analysis. On the one hand, the language of military messages was analysed in the
first MESSAGE UNDERSTANDING CONFERENCES (MUCs) series (cf. Grishman and
Sundheim (1996)); on the other hand, clinical language was considered in medical
informatics applications (Sager etal., 1987). The need for automatically detected
relevant information structures from large (sublanguage) text collections is the dri-
ving force behind information extraction research. It is therefore not surprising that
the language of bioscience came under the spotlight of computational linguistics
and became an important information extraction application area in parallel to
advances in large-scale genome sequencing in molecular biology (e.g., Human genome
sequencing by Venter et al. (2001)). The outcomes of complex bioscience experiments
are dispersed to the biomedical community using natural language as the principal
medium. At the time of writing this thesis, PUBMED!, the major free literature

"http://www.ncbi.nlm.nih.gov/pubmed/
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database in the biomedical domain, provides over 20 million publication citations
and indexes about 700,000 new citations a year. Given such an overwhelming and
continuously growing amount of published biomedical knowledge (cf. Baumgartner
etal. (2007)), this thesis emphasizes research on dedicated information extraction
solutions for the bioscience domain, and in particular for molecular biology as its
key field.

The primary focus of molecular biology is on the networks of interactions between
bio-molecules within cells considered as research units. Bio-molecules include, in
particular, genetic molecules, e.g., DNA sequences of genes that can be transcribed
into RNA and finally translated into proteins. This transcription of genetic DNA
into RNA and the subsequent translation into proteins is summarized under the
term gene expression. This gene expression activity in the cell plays a crucial role
in forming new molecules in the form of proteins and is therefore responsible for the
development of disease in some cases. Gene expression is thus carefully regulated
by intracellular mechanisms. This is called gene expression regulation, the process
that modulates the frequency, rate or extent of gene expression. The study of gene
expression regulation is a core field of current research in molecular biology (cf. the
GRAND CHALLENGE I-2 described by Collins et al. (2003)). This thesis, therefore,
contributes considerably to research on information extraction in this important
area of molecular biology. It considers the two aspects of information extraction
introduced above, i.e., high relevance of extracted knowledge and large-scale data.

Information extraction solutions for the biosciences have long been synonymous with
named entity recognition and normalization. This means finding instances of seman-
tic classes and relating these instances to their conceptual identifiers in biomedical
terminologies or ontologies. This task is followed by text analytics dealing with rela-
tionship and event extraction, i.e., finding relations that link named entities. Classic
examples of such relations in the biosciences are interactions between proteins (PPI)
or the association between a gene and a certain disease. Event extraction, which
is the automatic identification of dynamic propositional relations (cf. Chapter 3 for
the distinction between different relation types), is one special case of relation ex-
traction and possibly the most difficult one. Events usually have a complex internal
structure, for example involving temporal relations between several sub-events that
make up a complex event. Event identification is necessary for the automatic con-
struction of detailed molecular pathways (Oda et al. (2008)). Thus, event extraction
is a current and future issue for the bio information extraction community and for
that reason it is the primary focus of this thesis.

I shall first introduce the concepts underlying this thesis and describe the relevant re-
search subjects. This thesis concerns event extraction from biomedical literature, in
particular from texts on molecular biology. In this work I extensively examine what



has been produced on event extraction in related research fields (e.g., theoretical
and computational linguistics on general language), and extend these outcomes to
concepts of molecular events in bio information extraction research. The conclusions
reached through this investigation will help to model and guide the manual event
annotation process of texts performed by domain experts. I also dedicate a substan-
tial part of this thesis to designing, implementing and evaluating an advanced event
extraction engine. The evaluation was executed on standard challenge data that is
shared community-wide, and was complemented by a large-scale evaluation scenario
on biomedical databases.

In summary, my research focused on three major questions. The first question
concerns particularities of biomedical event descriptions in literature and potential
methods for taking account of and capturing these intricacies within a manual an-
notation process (cf. Chapter 3). The second question relates to the design of an
automatic event extraction engine (cf. Chapter 4), measuring the effects of syntactic
pre-processing procedures on achieving this semantic task, and assessing whether
the event extraction approach proposed functions as desired (cf. Chapter 5). The
third question is whether the implementation of a high-performance event extraction
engine, as presented, is able to solve a real-life problem such as the construction of
a large-scale biomedical database (cf. Chapter 6).

In order to deal thoroughly with these interconnected research questions, this work
uses the following structure. Chapter 2 explains the motivation for this work, ac-
quaints the reader with the publication avalanche in the biosciences, and reports on
the biocuration gaps that are widening throughout the community. This chapter
stresses the development of automatic methods for information accessibility from
the biomedical literature in the form of information extraction solutions. It presents
the basic concepts of information extraction (IE) and the origins of IE research from
the newspaper domain (such as MUC (Marsh and Perzanowski (1998)) and ACE
(Doddington et al. (2004)). It will be shown that events have already been dealt with
in event extraction competitions run on newspaper documents, considering topics
such as military messages and management succession events or company takeovers.
The focus then turns to the particularities of information extraction in the biome-
dical sublanguage domain. The concepts of named entity recognition, normalization
and relationship extraction are explained, and prestigious IE evaluation competi-
tions, including the BIOCREATIVE (Hirschman et al., 2005) and the “BioNLP 2009
Shared Task on Event Extraction” (Kim et al., 2009) challenges are described.

Chapter 3 explains that different kinds of semantic relations are often mixed up in
evaluation competitions. Therefore, this chapter aims to provide a lucid classifi-
cation of semantic relations considered in the Natural Language Processing (NLP)
domain and to single out semantic relations of interest for this thesis, viz. events.
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The concept event is then considered from the points of view of diverse but related
research areas, such as philosophy, general linguistics, and computational linguistics.
In particular, this chapter investigates studies on the temporal and causal structure
of events. Furthermore, it provides a comprehensive classification of event con-
cepts from major research projects in computational linguistics, such as FRAMENET
(Baker et al., 2003) and TIMEML (Pustejovsky et al., 2003). After this excursion into
general language research, I focus on biomedical events and on how to deal with the
intricacies of their descriptions, such as nesting or partial views of molecular pro-
cesses. | present and discuss various available solutions. In this thesis I opt for an
ontology-supported approach that can be applied to large-scale manual annotation
projects whose outcomes have a direct connection to the large biomedical commu-
nity. Manual annotation of corpora is a crucial part of event extraction research and
it comes under the spotlight later in this chapter. I present the newly annotated
corpus with gene expression regulation events, GENEREG, which was created as a
part of the work described in this thesis. Furthermore, this thesis introduces two
new concepts for event annotation, viz. entity-driven and trigger-driven annotation
approaches. The advantages and disadvantages of both approaches are extensively
discussed and linked in order to help the reader to make a choice between the two
approaches in an annotation case.

Following my theoretical work on what precisely constitutes an event (in Chapter
3), Chapter 4 describes the automatic event extraction task itself. I first present
NLP steps required for a high-performance event extraction solution, such as sen-
tence splitting, tokenization, and morphological and syntactic analysis. Here I pay
particular attention to the adaptations of available approaches from the newspaper
domain to the sublanguage domain of biomedicine. I then describe the methodo-
logy for automatically extracting events from literature. This methodology consid-
ers dependency graphs to be the central data structure on which various trimming
operations are performed, such as, on the one hand, syntactic simplification by pru-
ning informationally irrelevant subgraphs. On the other hand, a further operation
is semantic enrichment by conceptual decoration of those lexical nodes which are
informationally particularly relevant for event extraction. The trimming methodo-
logy is complemented by manually curated dictionaries and machine learning (ML)
methodologies (a feature-based and a kernel-based one) to sort out associated event
instances and arguments on trimmed dependency graph structures. The event ex-
traction approach developed in this thesis can best be characterized as a combined
learning approach for event detection as it does not separate the overall learning
task into independent event trigger and event argument learning subtasks.? The
one-step learning approach to event detection, where event predicate identification

2This approach considers all relevant lexical items as potential event predicates which might rep-
resent an event.



and argument assignment are combined in a single process seems particularly ap-
propriate for the partially annotated data characteristic of the biomedical domain
corpora (cf. Chapter 3). At the end of this chapter, I introduce the implementation
of this approach, the JREX (Jena Relation eXtraction) system. The JREX sys-
tem has been applied by the JULIE Lab team in the “BioNLP 2009 Shared Task on
Event Extraction” competition and was ranked second among 24 competing teams,
with 45.8% precision, 47.5% recall and a 46.7% F-score (Buyko et al., 2009). The
evaluation studies of the JREX system are presented and discussed in the following
chapter (Chapter 5).

Chapter 5 is dedicated to the extensive evaluation of JREX on the “BioNLP 2009
Shared Task on Event Extraction” data, the widely accepted evaluation standard
in the bio information extraction community. The event extraction subtasks, wviz.
event trigger detection and argument extraction, are evaluated on this data. The
effects of using various knowledge sources, such as lexical information, shallow syn-
tax, complete dependency graphs, or shortest dependency paths only, are explored
for solving the event extraction task. The shortest path hypothesis of Bunescu and
Mooney (2007) is confirmed in these studies. After that I explore to what extent
the performance of the JREX system depends on the choice of the parser and its
output representations. Therefore, in this chapter I investigate an evaluation study
of the impact on the event extraction task of various dependency representations
and additional trimming procedures. The evaluation results achieved demonstrate
that for the JREX machine learning approaches, the trimming operations might ac-
count for the shortest CoNLL dependency path only as this syntactic representation
constitutes the major relevant knowledge source for the semantic event extraction
task. Further detailed evaluations of trimming strategies show that they are bene-
ficial in solving the event extraction task, in particular for complex events. These
experiments with diverse dependency representations enabled me to measure their
effects on the event extraction task and to increase the overall JREX performance in
terms of F-score. After the official competition, the JREX system was updated and
achieved 57.6% precision, 45.7% recall and a 51.0% F-score (Buyko etal., 2011a).
JREX currently scores best on the U-COMPARE event extraction server (Kano et al.,
2011), now outperforming the best system (TURKU) from the “BioNLP 2009 Shared
Task on Event Extraction” competition.

However, the next question that arises is whether the supervised event extraction
approach developed in this thesis reached the limits of its effectiveness in the ex-
periments. The application of supervised ML techniques (in addition to the engine
implemented) is expected to require only sublanguage annotated corpora. This ex-
pectation makes this approach more attractive than a hand-crafted rule-based one
that would necessitate a system developer acquiring domain expertise for the sub-
sequent rule creation step. However, the performance of a supervised ML system
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might be constrained by the quality, size and variety of corpora used to train it. The
quality of the data should be guaranteed by annotation guideline developers and by
annotators, and is to a great extent monitored through inter-annotator agreements.
The amount and variety of data created depend on time and cost limitations. Thus,
in order to answer the question about the limits of the proposed event extraction
approach, I investigate the learning progress of the JREX system on the “BioNLP
2009 Shared Task on Event Extraction” data at the end of Chapter 5. The results
of this study demonstrate that there is great potential for the performance of this
approach to improve, if more data to learn from is provided.

The evaluations from Chapter 5 are performed intrinsically, i.e., under clean exper-
imental lab conditions on publicly available corpora. Although intrinsic evaluations
are of high significance for the bio information extraction community, the benefits
are unclear for the life science community, which works with large-scale life science
data sets with high coverage. Therefore, the next Chapter 6 explores the robust-
ness of the event extraction approach extrinsically in a real-life evaluation scenario
targeting database curation. For this study, I chose the highly relevant topic of
gene expression regulation in two model organisms, E. coli bacteria and Candida
albicans fungus, which are the subject of very active research. The gold standard
data for the E. coli organism has been gathered from REGULONDB, which is the
world’s largest manually curated reference database for the transcriptional regula-
tion network of E. coli (Gama-Castro et al., 2011). The Candida albicans regulatory
network, manually curated from the scientific literature at the Leibniz Institute for
Natural Product Research and Infection Biology - Hans Kndéll Institute in Jena, is
selected as a gold standard for the second extrinsic evaluation. Having both gold
standards in mind, this chapter faces the challenging task of automatically repro-
ducing database contents from the available scientific literature. Both evaluation
studies demonstrate that JREX (re-trained on the GENEREG corpus) can auto-
matically re-create considerable parts of manually curated databases and can even
complement human curation efforts. The JREX system and corpora developed and
implemented in this thesis support real-life needs of curators and bioinformaticians,
thus helping to acquire and manage knowledge in the biomedical domain.

In summary, the main contributions of this thesis are situated on three levels. First,
this work presents and critically discusses particularities of biomedical event descrip-
tions in text and offers structures for taking account of and capturing biomedical
events in manual text annotation process. The second contribution is on the de-
velopment, extensive evaluation and demonstration of limits of a state-of-the-art
supervised event extraction system which relies on dependency graphs as a major
knowledge source. In this context, this work extensively exploits different depen-
dency formats and trimming operations on dependency graphs as a general part of
a semantic information extraction system. The third main contribution of this the-



sis is on the evaluation whether a state-of-the-art event extraction engine is robust
in terms of performance in the challenging task of automatically reproducing the
content of large biomedical databases.
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Chapter 2

Motivation and Background

2.1 Avalanche of Published Biomedical Data

The application of next generation sequencing technologies now enables biologists to
produce and examine increasing amounts of data in order to comprehend biological
processes in organisms. The most ambitious project to date, the 1000 GENOMES
PRrROJECT, pursues the study of the human genome by sequencing the coding regions
of 1,000 genes of 1,000 people.! This project will provide an extraordinary represen-
tation of biomedically relevant genetic data, following in the footsteps of the HUMAN
GENOME PROJECT (International Human Genome Sequencing Consortium, 2001)
and the efforts by Venter et al. (2001) in sequencing the human genome. This cur-
rent work by academics and companies will generate six trillion DNA bases, which is
60 times more sequence data than that which has been published in DNA databases
over the past 25 years (cf. The 1000 Genomes Project Consortium (2010)). The 1000
GENOMES PROJECT is a perfect showcase for the exponential growth in the amount
of biological data. Rapid developments in sequencing and screening technologies
are facilitating the production of a wealth of results by a number of large-scale stu-
dies around the world. Thus, Howe etal. (2008) consider the results of the 1000
GENOMES PROJECT to be only the “tip of the biomedical data iceberg”.

High-throughput experimental methods, such as various DNA sequencing methods,
DNA microarrays, and pull-down assays are used to generate massive quantities
of data and require the application of statistics and computer science to interpret
the data, in order to increase understanding of biological processes. Major out-
comes from computationally intensive applications include drug discovery, sequence
alignment, prediction of gene expression, gene regulation, and protein-protein inter-
action. Thus, it is not surprising that a dedicated research discipline, Bioinformatics,
emerged rapidly by the end of the 20th century and has since established itself as

"http://www.1000genomes.org/. Please note that all URLs referenced in this thesis were accessed
in January, 2012.
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a challenging research field for data management, algorithm development and data
mining in the biomedical domain.

The essence of experimental results is extracted with help of bioinformatics tools and
is usually transferred immediately in its published form. According to this standard
workflow, natural language is currently the principal medium for dispersing know-
ledge produced by genetics, biochemistry, and molecular biology to the worldwide
biomedical community. There is a huge volume of work published in the domains of
molecular biology and genetics. The main free literature database in the biomedical
domain is PUBMED?, which is maintained by the U.S. National Library of Medicine
at the National Institutes of Health. A major role of PUBMED is to provide access
to the MEDLINE? database of citations and abstracts from approximately 5,000 life
science journals that cover medicine, pharmacy, biology and biochemistry, among
other fields, the most authoritative bibliographical database for the life sciences.
At the time of writing this thesis, PUBMED provided over 20 million MEDLINE
citations from 1950 to the present, held over 20 million article abstracts, and 2,2
million full-text articles in the PUBMED CENTRAL? database. PUBMED currently
indexes about 700,000 new MEDLINE citations a year, and the trend is upwards
as illustrated in Baumgartner etal. (2007). It is evident that such a huge amount
of literature will overwhelm researchers wanting to track all advances or to obtain
efficiently an overview of their research fields or related fields.

This is the mission of specialized databases: to make research more productive in a
timely manner. PUBMED itself is only part of a cross-database information retrieval
system called ENTREZ®, which provides a search facility in databases dealing with
topics such as gene, protein and transcript sequences, and bioactivity screens of
chemical substances. Databases are crucial resources for biomedical data references
and hypothesis analysis. Howe et al. (2008) reported from the year 2008 that there
were nearly 750,000 visitors (unique IP addresses), who viewed more than 20 mil-
lion pages in just one month. Access to nine prominent model-organism databases,
together with UNIPROT® and PROTEIN DATA BANK’, are considered in their study.
At present we can distinguish between two general types of database — organism-
general and organism-specific databases. Organism-general databases contain bio-
logical knowledge about diverse species. The UNIPROT database, for example, is
based on protein sequences and contains information about protein functions from
nearly 150,000 organisms including bacteria, eukaryota, and viruses. The second

2http://www.ncbi.nlm.nih.gov/pubmed/
3http://www.ncbi.nlm.nih.gov/pubmed/
“http://www.ncbi.nlm.nih.gov/pmc/
Shttp://www.ncbi.nlm.nih.gov/Entrez/
Shttp://www.uniprot.org/
"http://www.pdb.org/pdb/
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database type, organism-specific, refers to databases with a view on a single or-
ganism, typically a model organism (non-human species). Model organisms, such
as E. coli bacteria, Mouse and Fly, are extensively studied for an understanding
of biological processes in one living organism, with the expectation of being able
to generalize for processes in other living organisms, such as humans. The most
prominent model organism databases are MOUSE GENOME DB®, FLyDB?, and
REGULONDB.!® REGULONDB will be a focus of this thesis (cf. Chapter 6).

Professionals, called biocurators, currently create and maintain databases of scien-
tific knowledge from molecular biology, biochemistry, and genetics. Thus, their role
is to support researchers in their use of biomedical data. The main tasks of a biocu-
rator are to read published papers, find relevant biomedical knowledge, add this
knowledge to a dedicated database, and correct potential inconsistencies and errors
in the database. The curation task is known to be an extremely time-consuming
and labor-intensive manual process (for example, the EBI sequence group has about
100 curators) (cf. Seringhaus and Gerstein (2007)). In order to illustrate curation
challenges, we can imagine the curation of gene regulation interactions in the fungus
organism Candida albicans. The PUBMED search!! retrieves more than 25,000 do-
cuments on the fungus Candida albicans, which then have to be read and analyzed by
a curator team. Given a team of two curators and 250 working days in the year, one
curator needs to read 50 journal articles per day. Given the annual growth rate of
3.1% in new entries in MEDLINE (cf. Hunter and Cohen (2006)), this team will need
to read hundreds of articles per year to keep the database status updated. Just the
single example of this very dedicated task of curation for just one model organism
demonstrates the great cost and effort of curation, particularly at its initial stage.
Consequently, this approach cannot keep pace with the ever increasing publication
output in the life sciences.

If we consider a more general curation task, such as curation of protein-protein inter-
actions from various organisms, we can see that it is hardly feasible to curate such a
database, given the traditional manual curation workflow. The curation team of the
database BIND!? have estimated that nearly 1,900 protein-protein interactions are
published each month in 80 selected journals (Alfarano et al., 2005). Ramani et al.
(2005) and Mathivanan et al. (2006) evaluated the available databases for coverage
of human protein-protein interactions. Their surveys reveal that, although all these

8http://www.informatics. jax.org/

http://flybase.org/

Ohttp://regulondb.ccg. unam.mx/

17 candida albicans”[MeSH Terms] OR, (?candida”[All Fields] AND ”albicans” [All Fields]) OR
”candida albicans” [All Fields]. This search query was applied at the PUBMED web site in July
2011.

2http://www.bind.ca/
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databases derive their knowledge from the same source (MEDLINE), the sets have
very few elements in common. Ramani et al. (2005) reported only 0.1% of interac-
tions in common in available data sets. These findings imply that the number of
protein interactions presented in the literature is huge and that the curated data
sets are biased.

Although the curated databases are important resources for understanding biologi-
cal processes, they cover only a small fraction of published biomedical knowledge.
Howe et al. (2008) warns that the usefulness of curated data can be “seriously com-
promised” if the gaps between published data and curated data increase further.
Generating and testing hypotheses will become ineffective. A number of biomedical
researchers, for example Seringhaus and Gerstein (2007) and Howe et al. (2008), have
raised the alarm about increasing biocuration gaps and propose urgent action to ad-
vance the biocuration process. First, they recommend closer collaboration between
databases and journals. All journals should require, in addition to a published arti-
cle, a machine-readable supplemental document or a structured digital abstract with
at least approved gene symbols, model-organism database IDs, and pertinent facts
for genes and proteins discussed in the paper. Second, journals should also mandate
submission of data into dedicated databases as a part of publication. These propo-
sals still concern only manual work in which human indexers and curators have to
invest a lot of effort into searching diverse complex life science terminologies. This
workload may overwhelm researchers and reviewers. Another hurdle would be a
subjective bias of authors required to encode pertinent facts, which could lead to
over- or understatements (cf. Hahn etal. (2007b)). The current curation situation
requires revolutionary methods for information accessibility from the biomedical
literature. Hahn et al. (2007b) promote applications of automatic text mining pro-
cedures that would provide reasonable support, since considerable progress has been
made in this field over recent years. The text mining approach would help to avoid
a supplementary workload and human subjectivity.

In the biomedical domain, the term Text Mining is often used to designate appli-
cations that exploit unstructured knowledge from biomedical literature (Cohen and
Hunter, 2008). This concept of text mining is coarser than the widely accepted
definition by Hearst (1999). In her definition, text mining is a process of detecting
previously unknown information within written text resources.'® Both conceptions
agree that text mining can imply different activities that have independently distinct,
but aligned, purposes for text mining: information retrieval, information extraction,
and integration of textual and optionally non-textual data for hypothesis generation
(which is the ultimate aim of text mining according to Hearst (1999)). Thus, text
mining starts with the retrieval of relevant documents, continues with the extraction

13Tn this work, T use the term Text Mining in the sense of Hearst (1999).
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of facts and, finally, links these pieces of information to generate new hypotheses for
people to consider.

The biosciences are considered to be the most promising application area for text
mining. The first text mining system in medical sciences was developed by Swanson
(1986). The ARROWSMITH system, which is based on classifying co-occurrences of
terms in document titles, had great success. It led to some hypotheses, such as an as-
sociation between magnesium and migraine headaches (Swanson, 1988), which have
been confirmed through experiments. The knowledge discovery techniques behind
ARROWSMITH are distinct from Natural Language Processing (NLP) techniques be-
cause the former are based only on elementary word statistics that might be useful
for document retrieval or document classification only. The NLP-based techniques
offer more linguistic data for the text mining process itself. In the early 1990s,
biomedical text mining systems started using diverse NLP techniques intensively,
with a visible impact on molecular biology research. These systems focus primarily
on activities such as intelligent information retrieval and extraction of facts from
collected literature. Biomedical NLP systems, in the form of dedicated search en-
gines such as IHOP (Hoffmann and Valencia, 2004), and database curation support
systems such as PREBIND (Donaldson et al., 2003) or PAPERBROWSER (Karamanis
et al., 2008), are emerging and some of them are heavily used. Two very famous sys-
tems that are illustrative of classic text mining systems according to Hearst (1999)
and search engines for biological facts are CHILIBOT! (Chen and Sharp, 2004) and
TEXTPRESSO'® (Miiller et al., 2004). CHILIBOT is a prime example of a biomedical
text mining system that exploits information retrieval, information extraction and
hypothesis generation techniques. CHILIBOT searches PUBMED for interaction rela-
tionships between pairs of genes, scans the network of retrieved relationships before
proposing hypothetical relationships that are not documented. TEXTPRESSO is a
full text search engine for biological entities and facts such as gene-gene interactions.
In contrast to CHILIBOT, TEXTPRESSO does not provide hypothesis generation and
thus can only be considered as a fact database generation system.

The fact extraction component is at the heart of most biomedical NLP systems.
In particular, the focus is on generating interaction networks of biological entities
(pathways). The extraction of such a complex network is the primary goal of fact
extraction, known as Information Extraction in the NLP domain that is the focus
of this work.

Yhttp://www.chilibot.net/
Yhttp://wuw.textpresso.org/
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2.2 Information Extraction

2.2.1 Objective: What is Information Extraction?

Information extraction (IE) applications aim to find information assessed as being
important to some interest, including extraction of named entities and relations.
The information extraction process turns the unstructured information embedded
in texts into structured data, or, more precisely, it fills slots in predefined templates
with extracted information and populates the contents of a relational database. The
term unstructured used as a modifier for text is, admittedly, misleading, because a
text document can surely be interpreted as a structured object from a linguistic per-
spective, as it demonstrates, among other things, syntactic, semantic and discourse
structures. I use the term unstructured text in the sense that the structure of a text
is hidden for computers because the running text usually contains no meta-data
annotations (no explicit tagging of its semantic structure).

An IE template is considered to be a semantically meaningful group of entities and
relations with n slots, where n > 0. The IE process thus converts the document
content to a set of entities and the relations between them. The term relation can
designate static relationships or events that involve entities. Relationships usually
do not change over time; events are dynamic and have a time stamp associated
with them. The relationships can be classified according to relation types, such
as Contained_in(nucleus, cell) or Located_-in(Manhattan, New York). Temporal
information does not usually play any specific role in these relational statements.
An example of a relationship would be the information that a person is working for
a company. Using the concept event we refer to situations that happen at a point in
time or occur for a period of time, for example Be_Born, Dance and Wedding. The
following examples contain a relationship (Example 2.1) and an event (Example
2.2):

(2.1) “Mozart was employed as a court musician by the Prince-Archbishop
Hieronymus Colloredo.”

(2.2) “Mozart was born on January 27th, 1756 in Salzburg.”
The blank templates for an Employment relationship with two slots to fill and a

Be_Born event with three open slots look like:

Relationship: Employment
Person employed: [ ]
Employer: [ ]
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Event: Be_Born
Person: [ ]
Time: [ ]
Place: [ ]

From the first sentence we can fill the Employment template as follows:

Relationship: Employment
Person employed: [Mozart]
Employer: [Prince-Archbishop Hieronymus Colloredo]

The second sentence can be represented according to the Be_Born template as fol-
lows:

Event: Be_Born

Person: [Mozart]

Time: [January 27th, 1756]
Place: [Salzburg]

The filling of TE templates can be broken down into subtasks such as recognition
of named entities (e.g., persons such as “Mozart”, places such as “Salzburg”), rela-
tionships (e.g., Employment, Located_In) and events (e.g., Be_Born, Marriage) on
textual data and, finally, instantiation of template slots.

The question “How accurate are the IE tools in filling templates from previously un-
seen data?” is usually answered in public challenges that use identical test data sets
and apply a formal evaluation scenario. These challenges typically involve evaluation
tasks that share the same design. Task organizers select a well-defined and relevant
IE task, such as organization name identification or extraction of employment rela-
tionships. The training and test data sets are manually pre-annotated and comprise
a gold standard against which the participant can evaluate the IE systems.

In the following I will present the most prominent information extraction challenges,
which have influenced information extraction research.
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2.2.2 Origins of Information Extraction: MUC and ACE

MESSAGE UNDERSTANDING CONFERENCES (MUCs) were organized by the RDT&E
Division of the Naval Command, Control and Ocean Surveillance Center, with the
support of DARPA, the Defense Advanced Research Projects Agency, between
1987 and 1997. The primary motivation for MUCs was the formal evaluation of
information extraction systems. Although they were called “conferences”, the basis
of MUCs was the challenge in which participants had to submit results from their IE
systems in order to participate in the conference. The participants received sample
texts (training data) and instructions on the type of information to be detected in
order to develop or adapt IE systems. Shortly before the conference, participants had
to process test data. The results were evaluated against manually-prepared answers.
During the history of the MUCs, different application domains were selected for a
challenge: naval operation messages (MUC-1, MUC-2), terrorism in Latin American
countries (MUC-3, MUC-4), joint ventures and the microelectronics domain (MUC-
5), news articles on management changes (MUC-6), and satellite launch reports
(MUC-T7).

Grishman and Sundheim (1996) provide an overview and brief history of the MUC se-
ries. The first two MUCs provided military messages about navigation and were ex-
ploratory for the IE task. MUC-2 worked out details of evaluation measures, namely
recall, precision and F-score (see Glossary for definitions). MUC-1 to MUC-5 were
organized with the ambitious goal of extracting templates with n slots, where the
size of n increased during the first five series, and the application domain changed.
These issues required a lot of time for the adaptation of systems by participants.
It was noted about MUC that the systems were tending towards relatively shallow
understanding techniques, which were based primarily on local pattern matching.
Therefore, MUC-6 was organized with the aim of encouraging work to make IE
systems more portable and to demonstrate work in “deeper understanding”. MUC-
6 broke down the IE task into several short-term subtasks, such as named entity
recognition, coreference detection, template element extraction, and scenario tem-
plate extraction. MUC-7 added the template relation task. Here, I will briefly
present the MUC-7 IE subtasks and provide the results of the top-scoring systems.
The MUC-7 subtasks are:

e Named entity: recognition of named entities of a predefined type (e.g., persons,
organizations and locations).

e Coreference: extraction of noun phrases that refer to the same named entity.

e Template element: filling in small-scale templates for specified types of entities,
such as persons or organizations. The slots for a person are, for example, title
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Table 2.1: Maximum results reported in MUC-7 by task.

MUC-7 Named Coreference Template Template Scenario
Task Entity element relation template
F-score 94% 62% 87% 76% 51%

and nationality.

e Template relation: identification of facts. Filling in a template that represents
binary relations between previously identified slot fillers in the Template ele-
ment task. Location 0f(x,y) and Product_0f(x,y) are general examples of
relations for this task.

e Scenario template: identification of events. Filling in a scenario template with
previously identified entities. Management succession and capitalization of
joint ventures are examples of events.

Table 2.1 shows the best F-score results from MUC-7 tasks (cf. Chinchor (1998)).
The results demonstrate that named entity recognition could be seen as a solved
problem, as the best system achieved 94% F-score performance. The systems
achieved good results on the small set template element filling task with the best
F-score of 87%. The template relation task demonstrates reasonable system perfor-
mance with the top-scoring system, which achieved 76% F-score. The most challen-
ging are the scenario template (51% F-score) and coreference tasks (62% F-score),
with high error rates.

The MUCs are very remarkable because of the degree to which IE technology de-
velopment has been encouraged and the degree to which the evaluation program has
been defined. The last two MUCs defined the relevant IE subtasks, which continue
to influence the focus of IE research.

The MUC series were followed by a new IE evaluation program called AUTOMATIC
CONTENT EXTRACTION (ACE) (Doddington etal., 2004). The ACE program em-
phasized the study of a range of elementary named entities, relations, and events
expressed in texts. The multilingualism (Arabic and Chinese languages in addition
to English) and the high variety of textual media (newswire, broadcast conversation,
and weblogs) should stress the portability and generalization characteristics of IE
systems (which had been missed in the MUC series). The ACE program started
with a pilot study in 1999 and organized evaluation tasks until 2008.
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Table 2.2: Maximum results reported in ACE-2007 in mention detection task for English.

ACE Task  Entity Relation Event Temporal
Detection Detection Detection expression
detection
Performance 82.9% 33.4% 24.1% 61.6%

The ACE program’s main tasks are:

e Entity detection and tracking: detecting mentions of named entities of prede-
fined types. Coreference detection is included here.

e Relation detection and characterization: detecting binary relation mentions of
five types (ROLE, PART, AT, NEAR, SOCIAL) which are sub-divided, yielding a
set of 24 types of relations.

e Event detection and characterization: detecting event mentions with n par-
ticipating entities, where n > 0. Eight event types include LIFE, MOVEMENT,
CONTACT, JUSTICE. Sub-divided into subtypes, the set yields 41 types.

e Temporal expression detection: detecting mentions of temporal expressions.

The striking difference between ACE and MUC is in the event/scenario template
detection task. The MUC evaluations showed the complexity of the scenario tem-
plate task. ACE events, therefore, achieved a simpler structure than MUC scenario
templates. They contain a limited number of arguments with fixed roles, such as
Agent, Object, Source, Target.

ACE introduced more complex evaluation values than MUC recall and precision-
based evaluation. System performance is scored using a model of the application
value of system output. This value (ACE-score) is the sum of the value of each
system output unit (entity, time expression, relation or event) accumulated over
all system outputs. The value of every single system output unit is computed by
comparing its attributes with attributes of the reference (gold) object. Details of
the ACE evaluation can be found in Doddington et al. (2004).

The ACE 2007 performance results for the best system in every task are published
on the NIST website'® and are provided here in Table 2.2. Although the entity

16h‘t:tp ://wuw.itl.nist.gov/iad/mig/tests/ace/2007/doc/ace07_eval_official_results_
20070402 .html/
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detection task achieved good results (82.9% ACE-score), systems still perform very
poorly on other tasks. The results of ACE and MUC competitions cannot be easily
compared because of different data sets, annotation and evaluation metrics. Still,
we see that the named entity task is easier to complete than the relation and event
tasks. In particular, the low performance results for the scenario template (MUC,
51% F-score for the best system) / event (ACE, 24.1% F-score for the best system)
tasks still bear witness to the complexity of information extraction going beyond
named entity (persons, locations) extraction.

MUC and ACE series are formative for the IE domain. While MUC series propagated
IE templates and defined general comprehension for the IE domain, ACE challenge
refined MUC relationship and concept of event. MUC and ACE series still target
the newspaper, weblog or military language domains. In Section 4.2, I will give an
overview of the current methods and approaches to solving relationship and event
extraction tasks.

The idea of extracting information from texts is relevant for other language domains
as well. For example, the idea of extracting structured templates from medical texts
was demonstrated at the time of the first MUC conference (Sager etal., 1987). The
focus of my work is on IE solutions for the biomedical language domain. Therefore,
I will give an introduction to the special requirements for IE in the biosciences
below.

2.2.3 Biomedical Information Extraction in a Nutshell

Information extraction from biomedical texts is a crucial application area for vari-
ous IE techniques. The focus here is on the detection of biological named entities
such as genes, proteins, diseases, drugs or organisms, and on the relations between
named entities, mostly in the form of events. If we consider a concise world view
as seen by biologists we can see why this is the case. Biologists (biomolecular bi-
ology) are primarily interested in the interactions between molecules (entities) as a
complex network within cells (cf. Cohen (2010)). In texts biologists refer to these
processes using entity names such as “II-2 protein”, “T-cell”, and “mouse”, and
usually describe interactions using predicates such as “mediate”, “phosphorylate”,
and “requlate”.

The biomedical language (here in particular the language of biomolecular interac-
tions) is a specialized language — sublanguage in terms of Harris (1991) — with spe-
cific informational content, structures, and regularities. It features a range of expert
terms such as “DNA assay”, “Lipid metabolism”, and manifests modified meanings
of verbs from the general English language (“express”, “mutate”) or even new verbs

19



Chapter 2 Motivation and Background

Table 2.3: Selection of the named entity types from the biomedical domain.

NE Type Examples

Genes/Proteins  Il-2, BRCA1, breast cancer associated 1
Diseases breast cancer, Alzheimer, osteoporosis
Drugs alendronate, aspirin, CDDP

Chemicals claversal, C5-H-CIl3-N2-0, menaphthon
Cell types T-cell, natural killer cells, NK cells
Organisms human, mouse, Candida albicans

(e.g., “phosphorylate”) (cf. Section 3.5.5 for more examples). The application of
the sublanguage theory to the biomedical domain has been extensively discussed by
Friedman et al. (2002) and Harris (2002), for example. The major idea of this theory
is the following. In order to extract the information from a sublanguage, Harris pro-
poses representing the information content and structure of a scientific sublanguage
in the form of a sublanguage grammar suitable for computation. The IE systems
model such a sublanguage grammar by and large in the form of patterns, rules or
statistical models (as done in this thesis). Given Harris’s theory, the re-usage of
newspaper models from MUC and ACE-driven approaches without domain adapta-
tion would be inappropriate. In the following I introduce special features of IE tasks
required from this sublanguage domain.

I start with presenting the biomedical Named Entity Recognition (NER). Detecting
and characterizing mentions of biological entities is a preliminary step in the detec-
tion of relationships between entities using text. There is a much wider range of
relevant named entity types in the biomedical domain than the newspaper-style set
of MUC types (Person, Organization, and Location). A selection of biomedical
entities is presented in Table 2.3. Diseases, drugs, organisms, genes, and proteins are
of great interest to researchers. Gene names are in particular focus of IE applications
(cf. Section 2.2.4).

However, detection of entity names only is usually not sufficient for information
extraction because entity names are highly polysemous and can refer to completely
different entities (for example genes from different species). Thus, an important
challenge for biomedical NLP is to normalize entity name mentions by mapping
entity names to unique identifiers in databases, for example (e.g., ENTREZGENE!7
IDs).

Yhttp://www.ncbi.nlm.nih.gov/gene/
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Table 2.4: Selection of PPI examples from the AIMED corpus (Bunescu et al., 2005).

PPIs

Text

p53 — TAFIIJ0
p53 — TAFII60

“pd8 transcriptional activation mediated by coactivators
TAFIL0 and TAFII60”

INF-alpha — 1I-4

“Cytokines measurements during IFN-alpha treatment
showed a trend to decreasing levels of IL-4 at 4, 12, and
24 weeks.”

hTAFII250 — TBP

“Recombinant hTAFII250 binds directly to TBP both in vitro
and in yeast.”

“We suggest that activation of the cell cycle by the Ras/Raf1
pathways might be mediated in part by Cdc25.”

Ras — Rafl

Ras — Cdc25
Raf1 — Cdc25
p53 — TFIID

p53 — TAFII60
p53 — TAFIT0

“Here, a direct interaction between the activation domain of
p538 and two subunits of the TFIID complex, TAFIL,0 and
TAFII60, is reported.”

TFIID — TAFII60
TAFII40 — TAFII60

c-Fos — c-Jun
c-Fos — TBP

c-Jun — TBP complexes to initiate RNA synthesis.”

“We propose that c-Fos and c-Jun proteins function as tran-
scriptional activators, in part by recruiting TBP to form

Entity normalization is a challenging issue because of the rich variety and consi-
derable ambiguity of entity names (cf. Section 2.2.4 for task evaluation). Cohen
(2010) gives some characteristic examples of gene name variety and ambiguity. For
example, the Bracl gene is referred to by many different names - e.g., “IRIS” and
“PSCP”. All Bracl gene name synonyms have to be mapped to a unique ENTREZ-
GENE identifier. As for the polysemous gene names, the TRP1 gene, for example,
can refer to five different genes. The full names of these genes are, for example,
“transient receptor potential channel 1”7 and “transfer RNA proline 1”. This means
that, in different contexts, the TRPI gene has to be mapped to different ENTREZ-
GENE identifiers.

The focus of this work is on higher IE tasks than named entity recognition and
normalization, namely on relationship detection, in particular event extraction. Re-
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lationship extraction in the biomedical domain is at least as challenging as this
problem is in the newspaper domain evaluated in the MUC and ACE competi-
tion series. In order to illustrate the intricacies of relationships in the biomedical
domain, I provide some examples that contain descriptions of protein-protein in-
teractions (PPIs) (Table 2.4). Although PPIs are only binary relations, their wide
description variety in texts makes the PPI extraction task one of the trickiest. In
order to demonstrate the inherent complexity of PPIs, let us consider an example
from Table 2.4 “p53 transcriptional activation mediated by coactivators TAFIL,0
and TAFII60.” This sentence contains descriptions of two interaction relations,
namely PPI(p53, TAFII40), and PPI(p53, TAFII60). More specifically, TAFII40
and TAFII60 “mediate the activation of the transcription” of p53. Hence, at a
deeper level of consideration, the interactions mentioned in the sentence boil down
to two specific molecular events'®, namely regulation and transcription, which are
more precise than a protein-protein interaction. Obviously, PPI extraction can be
broken down further into event extraction of various molecular events and even cas-
cades of events (formally expressed by nested relations), both of which are hard to
sort out.

It is evident that the quality control and benchmarking of biomedical IE systems
might require complex evaluation scenarios. This will be illustrated in the next
section.

2.2.4 Benchmarking of Information Extraction Systems for Biosciences

The expansion of the biomedical NLP as a relatively young and dynamic research
branch in the NLP domain has witnessed a range of prestigious information extrac-
tion challenges and research projects, including the BIOCREATIVE (Critical Assess-
ment of Information Extraction systems in Biology)'® (Hirschman et al., 2005) and
the “BioNLP 2009 Shared Task on Event Extraction” 2 (Kim et al., 2009) challenges
that are presented in this section.

Named Entity Recognition and Normalization

Quality control of IE technologies in the biomedical domain is carried out dur-
ing public evaluation tasks similar in spirit to MUC and ACE competitions in the
newspaper domain. Initially, the focus has been in particular on gene mention recog-
nition and gene normalization. The evaluation tasks of JNLPBA (Joint Workshop

¥Molecular event is here considered as a change in the biological state, properties or the location
of a bio-molecule (e.g., proteins, DNA, RNA or cells)(Kim et al., 2009).

Yhttp://biocreative.sourceforge.net/

Onttp://www-tsujii.is.s.u-tokyo.ac.jp/GENIA/SharedTask/
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on Natural Language Processing in Biomedicine and its Applications) (Kim et al.,
2004) and BIOCREATIVE have shown that biomedical NE recognition performance
in terms of F-score is lower than its MUC counterpart. It has not yet been possible
to achieve the state-of-the-art NER performance of the newspaper-style NER. In
the sixth MUC, the highest-performing system achieved 96% recall and 97% pre-
cision (matching the human Inter-Annotator Agreement rate) (Sundheim, 1995).
The best-performing system in BIOCREATIVE II (gene mention recognition task)
achieved only 86.0% recall and 88.5% precision (Ando, 2007). Nearly all of the me-
thods used in newspaper-style NER have been also applied to the biomedical NER
problem. In general, three basic approaches are used and can be combined to create
hybrid approaches: dictionary-based, rule-based and machine learning-based. The
dictionary-based approach finds named entities listed in standard nomenclatures
such as UNIPROT (UniProt Consortium, 2008). The rule-based approach applies
manually constructed rules or patterns to find mentions of named entities. The ma-
chine learning approach (mostly supervised) employs machine learning techniques
such as Hidden Markov Models, Maximum Entropy or Support Vector Machines
to build statistical models for NER. Typical features include lexical, morphological
and contextual information. NER studies find the biomedical NER task to be very
challenging. Yeh et al. (2005) discuss possible reasons for a lower performance, such
as differences in the length of gene names and MUC entities, or inconsistencies in
training data.

Gene normalization task performance lags behind that of gene mention recognition
task. Methods for solving the gene normalization task are usually hybrid approaches
integrating a range of background information such as dictionaries, gene definition
fields or gene summaries, pattern-based similarity measures (Hakenberg et al., 2008)
and machine learning-based similarity scores between pairs of genes (Tsuruoka et al.,
2007). The BIOCREATIVE II statistics give an impression of the varying comple-
xity of the tasks for different species. For example, yeast has a smaller genome
than mouse and human genomes, and yeast gene names are shorter (cf. Morgan
etal. (2008)). These factors seem to contribute towards the better performance on
yeast gene names (up to 92% F-score). The most challenging gene names to map
are gene names of human and mouse genomes. The highest-performing system in
BIOCREATIVE II (human) achieved 81% F-score, while the top-scoring system in
B10CREATIVE I achieved only 79% F-score on the mouse data (cf. Morgan et al.
(2008)). The result on the human data has been outperformed in a follow-up study
to BIOCREATIVE II by Hakenberg et al. (2008) and Wermter et al. (2009), with gene
normalization performance peaking at an F-score of 86.4%. The BIOCREATIVE I1.5
and BIOCREATIVE III gene normalization evaluations showed that gene normaliza-
tion task results are lower due to the complexity of full texts (instead of abstracts,
as in BIOCREATIVE I and II gene normalization tasks) and requirements for species
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disambiguation (cf. Leitner et al. (2010); Lu and Wilbur (2010)).

Relation Extraction

The BIOCREATIVE challenge further organizes various protein-protein-interaction
tasks with the aim of qualifying the systems for automatic database curation for
PPIs from full text articles. Three subtasks have been presented to the public to
date — the Interaction Pair Subtask (IPS), the Interaction Methods Subtask (IMS),
and the Interaction Sentences Subtask (ISS). The IPS requires extraction of pairs
of interacting proteins from running full texts. The interaction protein mentions
must be detected and normalized. Thus, error propagation from the protein name
mention detection and normalization task should be taken into account here if sys-
tems performance is examined. The IMS is an extension of the IPS and requires the
extraction of experimental methods used for detection of PPIs and their normaliza-
tion. The ISS is concerned with detection of the most relevant sentences containing
salient descriptions for a given protein-protein interaction pair. The main PPI task
is the IPS. The best system in the IPS from BIOCREATIVE II achieved 28.8% F-
score in the official run on the BIOCREATIVE test data. In BIOCREATIVE II.5
the organizers evaluated systems through exploration of the FEBS LETTERS ex-
periment, which aims to generate structural digital abstracts for each published
full article (Ceol etal., 2008). The three most successful teams from the IPS used
quite different approaches, such as the pattern-matching approach, or supervised
approaches exporting shallow or deep parsing information (cf. Leitner et al. (2010)).
The IPS was substituted in the next BIOCREATIVE III by the IMT (Interaction
Method Task) task, which required only the extraction and ranking of experimental
methods used for PPIs described in articles.

PPI extraction is clearly not a problem that has been solved and, given its inherent
complexity (cf. Table 2.4), it may benefit from a methodological approach that deals
with the extraction of molecular events in a bottom-up manner, so that the general
PPI problem can be broken down into more specific and more feasible subtasks.
The main task of the “BioNLP 2009 Shared Task on Event Extraction” competi-
tion, “Event Detection and Characterization”, required, for a sample of MEDLINE
abstracts, that systems determine events mentioned and link them appropriately
with protein annotations. The demands placed on text analytics to deal with the
complexity of this Shared Task in terms of relation diversity and specificity are un-
matched by earlier information extraction challenges. In the main subtask, 42 teams
participated and 24 of them submitted final results. The winner system, TURKU
(Bjorne et al., 2009), with a 51.95% F-score, achieved the milestone result in that
competition, followed by the JULIE Lab team (Buyko et al., 2009), which peaked at
a 46.7% F-score. The latter work on event extraction will be presented in this thesis
(cf. Chapters 4 and 5).
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2.2.5 Summary

In summary, this chapter introduced the origins and major ideas of information
extraction from ACE and MUC departments, and explained an increasing need for
information extraction solutions in the biosciences. It was accentuated that the
biomedical language, a sublanguage in terms of Harris (1991), requires information
extraction solutions that take into account special features of the biomedical text.
The focus of this thesis is on the most challenging information extraction task (as
revealed through the ACE, MUC and “BioNLP Shared Task on Event Extraction”
(Kim etal. (2009), Kim etal. (2011)) competitions), namely event extraction, a
special form of relation extraction. The next chapter will introduce concepts of
event from research fields relevant to information extraction such as theoretical
linguistics and computational linguistics. After that, it will zoom on intricacies
of event descriptions in the biomedical domain with a special attention to molecular
biology.
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Chapter 3
Concepts of Event in Biomedical NLP

In the information extraction competitions introduced in the previous chapter such
as ACE, “BioNLP 2009 Shared Task on Event Extraction” or BIOCREATIVE, diffe-
rent kinds of semantic relations are often mixed up. This chapter aims to generalize
about semantic relations considered in NLP in general and to create a comprehensive
classification of these relations (Section 3.1). After that, this theoretical work is ex-
tended with an elaborate overview about concepts of events in related research fields,
e.g., philosophy, theoretical linguistics and computational linguistics (Sections 3.2,
3.3 and 3.4). The outcomes of these explorations serve as a basis for analysis of con-
cepts of events in the biomedical domain in conjunction with special characteristics
of molecular events considered in this thesis (Section 3.5).

3.1 Classification of Semantic Relations

Using the categories relationship and event (cf. Section 2.2.1) we can establish se-
mantic relations between objects. Relation extraction can generally be considered
as a recognition task where statements of the form R(eq, eq,. .., e;) have to be deter-
mined, with predicate R denoting a relation type (name), and e;,7 = 1,. .., ¢ usually,
though not necessarily, denoting instances of named entity types. For proper rela-
tion extraction, it is not only necessary to identify the arguments and join them
with a suitable relation name but also to determine the order among the arguments
(roles played by arguments).

In general, we shall distinguish at least two main categories of semantic relations,
i.e., terminological and propositional relations. Terminological relations characte-
rize intrinsic conceptual relations between semantic entities at the level of concept
definitions (such as Is-a or Part-of relations). Propositional relations deal with
non-intrinsic conceptual relations which reflect empirical statements that hold in a
particular domain of discourse, static ones such as Has-weight or Located-in, as
well as dynamic (eventive) ones such as Binds or Regulates. Static propositional
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relations do not imply any causal relationships between participants or any state
change of the participants in a relation. Unlike static propositional relations, dy-
namic ones describe transitional state changes of the arguments or of their properties.
These relations are usually referred to as events. Terminological and static propo-
sitional relations are not a focus of this thesis. However, I would like to introduce
these relations in order to distinguish them from events.

3.1.1 Terminological Relations

Terminological relations characterize intrinsic conceptual relations. The following
two examples represent terminological relations:

(3.1) Hyponym(rose, flower)

(3.2) Part-of(nucleus, cell)

These predicates can be interpreted as follows. A rose is known to be a flower. A
cell has a cell nucleus as a part.

In NLP, there is a range of research work on automatic extraction of terminological
relations from text (e.g., Snow et al. (2005), Snow et al. (2006), Girju et al. (2006)).
The Hearst pattern approach is the best known (Hearst, 1992). An example of the
Hearst pattern is 'NPy such as NP;, NPy ... (and | or) NP,’, meaning that for
all NP;, 1 < i < n, Hyponym(NP;, NPg) (cf. Hearst (1992)). This pattern would,
for example, give a match in the clause: “Proteins such as NF-kappaB, and IL-2”
and outputs hyponym relations Hyponym(NF-kappaB, Protein) and Hyponym(Il-2,
Protein). The main purpose of extracting terminological relations from text is to
extend existing terminologies or identify new ones.

Furthermore, under terminological relations I subsume the semantic relations in-
side intransparent noun compounds. Noun compounds are combinations of two or
more nouns. They are written as separate nouns (“night frost”), as words connected
by a hyphen (“father-in-law”), or even as one word (“doormat”). 1 distinguish
two kinds of noun compound structures, intransparent and transparent. Intrans-
parent noun compounds have highly variable semantic relations between the nouns.
They can indicate, e.g., what something is for (“trash folder”) or what something is
made from (“wood hairbrush”). Levi (1978) presents general noun compound rela-
tions which are produced by nine recoverably deletable predicates such as Cause(flu
virus), For(headache pills), or About(adventure story). In contrast, transparent
noun compounds can be detected in corpora with the help of paraphrasing proce-
dures. For example, “Il-2 expression” can be reformulated as “expression of Il-2”.
Transparent noun compounds can thus easily be paraphrased (e.g., using preposition
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of ), occur frequently in paraphrased forms, and usually represent static or eventive
propositional relations (Sections 3.1.2 and 3.1.3).

In computational linguistics, the SEMEVAL evaluation of semantic relation extrac-
tion within noun compounds was undertaken first in 2007 (Girju etal., 2007) and
followed up in 2010 (Hendrickx et al., 2010). The evaluation results indicate that the
integration of information extracted from established lexical resources is very use-
ful, and none of the classification methods was particularly better than the others
in this evaluation (Hendrickx etal., 2010). In bio-medicine only one work focused
specifically on noun compound analysis. Rosario and Hearst (2001) classify noun
compounds from medicine using the MESH' hierarchy for normalizing nouns par-
ticipating in semantic relations. They introduce a set of 38 semantic relations which
describe noun compounds (e.g., Instrument, Purpose, Measure 0f). For example,
“vaccine antigen” contains an Instrument relation between “vaccine” and “anti-

gen”.

3.1.2 Static Propositional Relations

Static propositional relations denote properties or stable relations between named
entities (e.g., Located-in, Employment). Static relations have no internal causal and
temporal structures and they are always true in a discourse (at a given interval and
any sub-interval of a discourse). For example, the text “Jean Philippe Courtois is
director of Microsoft” describes a static propositional relation Employment between
“Jean Philippe Courtois” and “Microsoft”, and can be represented as a template:

Relationship: Employment
Person employed: [Jean Philippe Courtois]
Employer: [Microsoft]

The ACE program (Section 2.2.2) is the main organizer of challenges for extract-
ing static propositional relations from ordinary English language. ACE provides
annotations of semantic relations between named entities in newspaper texts (see
Section 2.2.2 for ACE relation types). Static propositional relations among ACE an-
notations are usually expressed inside a noun phrase. The possessives, preposition
phrases and noun modifiers are frequently used in descriptions of static relations (Ta-
ble 3.1). Consequently, an automatic extraction approach for ACE relations might
be more effective with morpho-syntactic information than extraction of SEMEVAL
terminological relations.

"http://www.nlm.nih.gov/mesh/
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Table 3.1: Syntactic classes presented in ACE relation annotation guidelines. Argument 1
is marked in bold. Argument 2 is underlined.

Syntactic Class Relation Type Arguments

Possessive Employment Time Warner’s director
Preposition Employment The director of Time Warner
PreMod Employment Furopean union employees
Coordination Family He and wife Eve

Formulaic Employment Apple Leader Steve Jobs
Participial Located Apartments located in Boston
Verbal Employment She had worked at Google.

In biomedicine, Pyysalo etal. (2009) focused on static propositional relations and
argued that these semantic relations are highly relevant for current biomedical in-
formation extraction. They introduced the annotation of static propositional rela-
tions in biomedical texts, e.g., (Part-Whole and Variant). The Part-Whole rela-
tions are classified into four sub-types — Object-Component (e.g., “IlI-2 promoter”),
Component-0Object (e.g., “p50-p65 complex”), Member-Collection (e.g., “cytokines
IL-6 and IL-8"), and Place-Area (e.g., “beta-globin locus”). The Variant relation
is used to annotate variants of genes and proteins such as mutants or isoforms (“II-2
mutant”). In a similar way as for ACE annotations (cf. Table 3.1), the static propo-
sitional relations are captured inside noun phrases or even basic noun chunks.

3.1.3 Events

Events occur at some point in time or for a period of time, and usually allocate
participants, except when they are zero-argument events such as Snow in “It is
snowing”. Unlike static propositional relations, events describe transitional state
changes among the arguments involved or their properties, or they describe activities
as sequences of changes.

I distinguish in my thesis between three terms, event, predicate-argument relations
and eventive propositional relations. All three categories are connected in the event
concept, and are explained in the following. Usually, events are expressed in natural
language with the help of predicates that allocate arguments by assigning seman-
tic roles. These relations between event predicate (e.g., verbs) and arguments are
called predicate-argument relations and are the focus of semantic role labeling (SRL)
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methods that automatically assign roles to arguments of a predicate. Furthermore,
if an event involves more than one argument, semantic relations between arguments
involved in the event can be inferred. I call these relations eventive propositional re-
lations. Both relation categories are exemplified with the help of the sample sentence
“IclR also represses iclR.”. This sentence contains an Repression event represented
as a template below:

Event: Repression
Agent: [Ic1R]
Patient: [iclR]

This event is expressed using the predicate “repress” and two predicate-argument re-
lations Agent(repress, IcIR) and Patient(repress, iclR). The eventive propositional
relation Repression between the entities “Ic/R” and “iclR” can be easily inferred.

Although the concept event is easy to understand, is intuitive and in linguistics can
usually be defined in short as “things that happen”, there are various concepts of
event in different research fields, and in contrast to the concepts entity and property,
this concept is still debated in philosophy and linguistics. This is the temporal
dimension that makes the category event hard to determine. The next sections
should bring to light the discussions in philosophy in linguistics over the category
event.

3.2 Concepts of Event in Philosophy

3.2.1 Event as a Metaphysical Category

In order to define event, philosophers use two general approaches. The first of these
is to compare events against well-defined philosophical concepts such as entities and
properties. The second is to identify conditions under which two events are identical.
I start with the introduction of the first approach in this subsection.

At first glance there are a lot of differences between events and entities. Events
happen while entities exist in time, events have distinct temporal boundaries and
indistinct spatial boundaries while entities have indistinct temporal boundaries and
distinct spatial boundaries, and entities can move while events cannot (Casati and
Varzi (2010), p. 3). But the distinction between entities and events disappears
if events are considered as four-dimensional entities with a fourth dimension time
(Quine, 1960). In this sense, (Grenon (2006), p. 156) considered events as entities
that “persist in time through the succession of their temporal parts”.
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In contrast to the event as entity approach, other philosophers consider events to be
a kind of property as “properties of moments or intervals of time” (Montague, 1969)
or “particularized property located at some region of space-time” (Bennett, 1996).
Concurrently, it is agreed that events and entities are considered as individuals with
temporal and spatial location (Davidson, 1967) or, sometimes, as exemplifications
of properties by objects (Kim (1976) as cited by Casati and Varzi (2010), p. 5).
However, there is still debate on whether entity or property should be decided upon.
In my work I prefer to consider the solution made by Davidson (1980) who analyzed
events by defining their identity as things in space-time (see below). The consi-
deration of events as things enables quantification over events. This is essential for
linguistics and computational linguistics, and thus for this work. I will present it in
the next subsection.

3.2.2 Davidsonian Event Concept

Davidson (1967) analyzed events by considering action sentences and speculated
about event identity (their non-duplication criteria). He considered two criteria for
identifying events, the causal and the spatiotemporal ones.

e The causal criterion says that events are identical if they have the same causes
and effects.

e The spatiotemporal criterion says that events are identical if they occur in the
same space at the same time.

Davidson was able to apply these criteria to events only by considering them as things
or spatiotemporal individuals, i.e., particular non-repeatable occurrences. Davidson’s
idea was that the same occurrence of an event can be described in a number of ways.
He therefore used the principle of extensionality in order to show, for example,
that an eclipse of the Morning Star is an eclipse of the Evening Star because the
Morning Star and Evening Star are identical (Davidson (1980), p. 120). Davidson
emphasized that “spatiotemporal areas do not distinguish” events and entities, “but
our predicates, our basic grammar, our ways of sorting do.” (Davidson (1980),
p. 176).

Davidson insisted that we can describe events in a number of ways by using action
sentences. In order to ensure the identity of an event, he introduced an additional
argument position for events, an event variable which is not realized at the linguistic
surface and is existentially bound in clauses as in the logical form of the sentence “I
flew my spaceship to the Morning Star.” expressed as

(3.3) (3z) (Flew(I, my spaceship, x), To(the Morning Star, z)),
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where x “consists in the fact that I flew my spaceship to the Morning Star” (see
Davidson (1980), p. 117).

Davidsonian consideration of events as things explains the inferential properties of
natural language. In particular, the idea of event variables allows quantification over
events. As the Example (3.3) contains an event variable x bound to the predicate
Flew, it can easily be inferred from the Example (3.3) to

(3.4) (3z) (Flew(I, my spaceship, x)).

The latter inference is possible because Davidson separated arguments bound by
prepositions from the basic event structure. Davidson has greatly influenced linguis-
tic research on events. The Davidsonian idea of separating some arguments from
the basic syntactic verb structure has culminated in the Neo-Davidsonian program,
where event verbs are represented as one-place event predicates (e.g., Higginbotham
(1985), Kratzer (1995)). Thus the sentence introduced above would be represented
as

(3.5) (3z) (Flew(z), Agent(x, I), Theme(my spaceship, x), To(the Morning Star,

x)),

which allows the inference
(3.6) (Jz) (Flew(z), Agent(x, I), To(the Morning Star, x)).

Maienborn (2011) reviewed the development of Davidsonian ideas and emphasized
two major points in the Neo-Davidsonian program. First, the event is the only
argument of a verbal predicate (as presented above in (3.5) and (3.6)). This idea has
become a kind of standard in modern event semantics. Second, neo-davidsonians
extended the definition of event arguments from action verbs alone (as made by
Davidson) to adjectives, nouns and prepositions. However, the status of static verbs
is still controversial and open to debate (cf. Section 3.3.4).

In summary, the davidsonian idea of events as spatiotemporal individuals that are
captured by an extra event argument not visible on the linguistic surface has, over
recent decades, influenced linguistics and computational linguistics research on event
semantics. I present in the next section the most important concepts of events from
the perspective of theoretical linguistics.
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3.3 Concepts of Event in Linguistics

While philosophers are preoccupied with defining events as a metaphysical category,
linguists cope with details of event semantics encoded in language with the help of
cognitive models of temporal and causal information representation and linguistic
categories such as aspect or transitivity. Linguists are, in particular, interested in
exhaustive classification of events and in a uniform representation of event structure
for quantification over events. For the following sections I selected four important
research questions on events from theoretical linguistics. These are relevant for a
better understanding of the event concept refined for this thesis. My focus is mainly
on the introduction to the causal structure of events (Section 3.3.1), complemented
with research on roles of arguments involved (Section 3.3.2), on the temporal event
structure as a counterpart of its causal structure (Section 3.3.3), and on the contro-
versially discussed distinction between states and events (Section 3.3.4).

3.3.1 Causal Event Structure

The causal event structure of events has been studied with the help of the category
of causal event chain and primitive predicates.

Croft (1990) introduces the concept of a causal event chain and proposes three ba-
sic event views of a single event, e.g., the causative, inchoative, and stative views.
While verbs correspond, in general, to one of these three event view types, subjects
and objects in a sentence correspond to the participants in the causal chain. Thus,
agent, patient, and force transmitted from agent to patient build a structure which
can be represented completely, or only partially, by verbs. The causative event
view (complete view of the causal chain) is represented by transitive verbs. The
inchoative view (segmented view of the transmitted force and the patient) is repre-
sented by intransitive verbs, and the stative view (segmented view of the state of the
patient after force transmission) corresponds to stative verbs and adjectives. The
major contribution of Croft’s classification is its consistent grounding in causation
information, i.e., in a causal chain between the participants sharing an event.

In order to represent the causal chain of events in detail, linguists introduced a set
of primitives that could capture the general semantic properties of events. Primitive
predicates such as BECOME, CAUSE, and BE and logical operators have been used for
the representation of event semantics (e.g., Dowty (1979), Jackendoff (1990)). For
example, the biomedical verb “express” would be represented as follows:

(3.7) BECOME[BE[Available(x)]]]
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where x € Gene (set of all genes).

This primitive representation helps to classify verbs into groups because similar
verbs seem to have a similar primitive conceptual structure.

An important part of the causal tripartite structure (the causal chain of Croft (1990))
are the participants of an event. Thus, another approach to study event structure is
on classification of event participants in accordance with their roles in events. This
is explained in the next section.

3.3.2 Semantic Roles

Linguists argue that event argument structures reflect the lexical properties of predi-
cates or our conceptualization of event categories which are universal. For example,
Fillmore (1968), who proposes one of the earliest theories about the realization
of arguments, argues in his CASE GRAMMAR that realized argument roles (Agent,
Patient, Instrument, Goal) are determined by the lexical properties of a predicate,
and calls these roles theta roles. Within the framework of the Government and
Binding theory, theta roles are considered to be ordered in a thematic hierarchy
with the highest role being Agent and the lowest Manner and Location (cf. Ja-
ckendoff (1972)). The realization of syntactic arguments depends on the position of
corresponding theta roles in this hierarchy. In contrast to the theories focused on
lexical properties of verbs in the form of thematic role sets and hierarchy, Dowty
(1991) argues for only two universal proto-roles for describing eventive structure, the
Proto-Patient and Proto-Agent. Both proto-roles are characterized by a number
of properties such as “volitional involvement in the event or state” (Proto-Agent)
or “undergoes change of state” (Proto-Patient). The latter approach is relevant
for this thesis work (cf. Section 3.6).

3.3.3 Temporal Event Structure

In addition to the analysis of causal structure and semantic/thematic roles, linguists
have focused on the analysis of the temporal information encoded in events. One of
the most prominent works here has based verb classification on four universal situa-
tion types, which are states, activities, accomplishments and achievements (Vendler,
1967), which are defined as follows:

o States are durative (extend over time) and do not include any changes or
culminations. Verbs such as “contain”, “believe” or “know” describe states.
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e Activities are durative, like states, but they describe sequences of changes in
the world without any culmination and without an endpoint. Verbs such as
“swim” or “run” describe activities.

o Accomplishments are durative and dynamic, like activities, but they include
a clear point of an activity. For example “climb the mountain” or “draw a
circle” are typical accomplishments. Usually this clear endpoint is involved by
a patient, as in the previous examples.

e Achievements are dynamic and, like accomplishments, include a clear endpoint
of an activity and always represent culminations of an event. For example
“reach the top of the mountain” is an achievement.

Frequently, Vendler’s four-category classification is simplified to a three-category
system with accomplishments and achievements combined into one class of perfor-
mances. However, the main distinction made by Vendler and other researchers is
the distinction between states and events (e.g., Vendler (1967), Dowty (1991), Ja-
ckendoff (1990)).

3.3.4 Events versus States and Facts

The insistence on separating states from events is grounded in different conceptual
structures behind states and events. Two major criteria are used for distinguishing
between events and states: causal information (Section 3.3.1) and, as its counterpart,
temporal information (Section 3.3.3). As for the causal information, eventive verbs
have an internal causal structure, while it is absent in stative verbs. There are
verbs that express only proper states such as “contain” or “know”. Such verbs
do not show causal, and thus temporal, structure in contrast to eventive verbs
such as “open”. This difference seems to be universal: eventive verbs denote a
change of participants (change of their states) or transmission of force or sequences
of changes, while stative verbs describe only properties or states of participants.
Kratzer (1995) insists on a clear distinction between states and events with the help
of individual-level predicates and state-level predicates. While Kratzer’s individual-
level predicates (e.g., states) express permanent properties, the state-level predicates
(davidsonian events) represent temporary or accidental properties. The distinction
between state-level predicates and individual-level predicates is explained by the
presence (in state-level predicates) or absence (in individual-level predicates) of the
davidsonian event argument.

As is the case for temporal information, states hold true for an indefinite period
of time and, because they have no internal causal structure, they are true at any
given interval of a discourse and at its sub-intervals (cf. Maienborn (2011) on the
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property of temporal homogeneity). In contrast to states, events lack the property of
temporal homogeneity as changes may happen at the initial, final or any other part
of an event depending on its causal chain. For example, if “John reached the top of
the mountain in three hours”, he was not on the top of the mountain before three
hours had passed. Representation with the help of primitives and logical operators
also reflects the differences between states and events. The representation of states
does not involve the primitive predicates CAUSE and BECOME.

However, we may bear in mind that for every event there exist corresponding states.
For our example “John reached the top of the mountain in three hours”, the initial
state was that “John was standing at the foot of the mountain” and the final state
was “John was standing on the top of the mountain”. That means that states and
events are closely linked in our cognitive model. Croft (1990), for example, considers
states as a view of the final segment of an event, which means that an event may
precede the state described. Thus, states can be considered as components of events
and the results of events as presented in the following example for the biomedical
verb “phosphorylate”:

(3.8) BECOME[BE[Phosphorylated(x)]]

where x € Protein (set of all proteins) and Phosphorylated is a state.

Given the close connection between states and events, Bach (1986) introduced the
term eventuality, which covers these categories.

The next question relevant for my work is about the status of facts. We can abstract
an event to a fact such as “the reaching of a top by John in three hours” from the
event “John reached the top of the mountain in three hours”. In philosophy, events
are distinguished from facts as they are more fine-grained than abstract facts, e.g.,
events contain temporal information. However, in general for every event there is
a companion fact (cf. Bennett (1996)). Facts are considered as states of affairs
and correspond to true propositions. Two sentences express the same fact (the
same proposition) if and only if they are interderivable (Bennett, 1988). Imperfect
nominals (such as “reaching” from the previous example) name facts.

This close connection between states, facts and events, captured in the Bach’s even-
tuality (states and events) and Bennett’s conception of facts, is important for the
domain of molecular biology considered in my work and will be demonstrated later
(Section 3.5).
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3.4 Concepts of Event in Computational Linguistics

Linguistic theories focus in particular on causal and temporal structures of events, on
the development of rich or abstract semantic role sets, and on status of state and fact
in relation to events. The emphasis of linguistic work is mainly on verb classification
according to a research focus and on comprehensive representation of event sentences
with the help of primitive predicates. Theoretical linguistics has influenced a range
of projects in computational linguistics which deal with the representation of events,
their annotation and automatic extraction from text. However, some approaches to
event analysis in computational linguistics have another scope and are defined given
various applications scenarios such as information retrieval (e.g., Section 3.4.1). In
the next sections I will introduce the most prominent projects on events from com-
putational linguistics, and classify them from my point of view. I define six concepts
of events in computational linguistics, e.g., “Event as a Document Cluster” (Section
3.4.1), “Event as a Template with Undefined Anchor” (Section 3.4.2), “Event as a
Template with Lexical Anchor” (Section 3.4.3), “Event as a Situation Frame” (Sec-
tion 3.4.4), “Event as a Verbal Predicate-Argument Structure” (Section 3.4.5), and
“Event as a Situation Entity” (Section 3.4.6).

3.4.1 Event as a Document Cluster

In the Toric DETECTION AND TRACKING (TDT) competition, which represents
information retrieval-driven event extraction, an event is defined as “some unique
thing that happens at some point in time”(Allan etal., 1998). As an example we
can think about the “Oklahoma City Bombing” or “the eruption of Mount Pinatubo
on June 15th, 1991” as event occurrences, whereas City-Bombing or Volcanic-
Eruption are considered to be event classes or topics. A TDT event is considered
to be represented by a set of documents that discuss this event. The TDT challenge
initiative investigates an automatic extraction of new events from broadcast news
stories. The TDT contains two major tasks. The first task is to identify news stories
that are the first to introduce and discuss a new event, and the second is to find the
subsequent stories about this event in the broadcast news stream. Consequently, the
documents of the TDT corpus are flagged for each of the pre-defined target events
with Yes, No and Brief (briefly) tags. From a computational point of view, the event
is defined as a cluster or set of broadcast news documents. Thus, predicate-argument
structure or any temporal information do not play any role here.
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Table 3.2: Template for the Transfer-Money event from ACE event annotation guide-
lines. Entity types are PER (Person), ORG (Organization), GPE (Geopolitical entity),
MONEY (Money), TIME (Time), LOC (Location), FAC (Facility).

Argument Role Argument Types  Role Description

Giver-Arg PER, ORG, GPE The donating agent.
Recipient-Arg PER, ORG, GPE The recipient agent.
Beneficiary-Arg PER, ORG, GPE The agent that benefits from the transfer.

Money-Arg MONEY The amount given, donated or loaned.
Time-Arg TIME When the amount is transferred.
Place-Arg GPE, LOC, FAC  Where the transaction takes place.

3.4.2 Event as a Template with Undefined Anchor

MESSAGE UNDERSTANDING CONFERENCE (MUC) competitions organized the SCE-
NARIO TEMPLATE TASK (STT) introduced already in Section 2.2.2. STT introduces
an abstraction from concrete events as analyzed in the TDT challenge and provides
event class templates (with a fixed arity) that represent the domain of the texts ana-
lyzed. From a computational point of view, STT templates are defined in the form of
relations between event participants, times and locations (Grishman and Sundheim,
1996). In contrast to the TDT challenge, STT introduces fixed semantic templates
for multiple events. The selected event classes are created for application domains
such as news articles on management changes (MUC-6), and satellite launch reports
(MUC-7). An example of an event type is a Negotiation template annotated in
MUC-6, which usually contains argument slots for Party, Issue, Proposal-Status,
and Talk-Status. Such a complex MUC event can be represented over a range of
sentences.

3.4.3 Event as a Template with Lexical Anchor

The third approach to handling events in computational linguistics was undertaken
under the auspices of the ACE program (cf. Section 2.2.2). An ACE event is de-
fined as “a specific occurrence involving participants, [...] something that happens,
[...] can frequently be described as a change of state.” (ACE-Event-Annotation-
Guidelines (2005), p. 5). In a way similar to MUC, ACE provides predefined tem-
plates for event classes such as Life, Transaction, Business, Conflict, Creation,
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Movement, and Contact with subtypes yielding a total of 33 event types (Doddington
etal., 2004).

In contrast to MUC event templates, ACE event classes are not heavily dependent
on the sublanguage of texts. Furthermore, ACE attempts to provide more abstrac-
tion to the set of semantic roles. Argument roles include Person-Arg, Agent-Arg,
Victim-Arg, Instrument-Arg, Vehicle-Arg, Destination-Arg. Table 3.2 shows
the template for the Transfer-Money event. This event has six slots for seman-
tic arguments such as e.g., Giver-Arg, Money-Arg and Place-Arg slots which can
be filled by named entities with allowed argument types (see the second column in
Table 3.2).

Another striking difference between ACE and MUC events is that the ACE event
extraction task requires annotation of an event mention in text in the form of event
trigger within an event extent. An event extent in ACE is a sentence that contains
a taggable event. An event trigger is the word that expresses the event occurrence
(cf. ACE-Event-Annotation-Guidelines (2005)). Events can be triggered by verbs,
nouns and adjectives. “Jane Bobert Bond was born in England.”, “He calculated
that Jesus’ birth had occurred 532 years earlier” and “[..] a Saudi-born dissident
Osama bin Laden [...]” are examples of ACE annotations of Be-born event with ver-
bal trigger “born” in the first example, noun trigger “birth” in the second example,
and an adjective trigger “born” in the last example.

3.4.4 Event as a Situation Frame

Another initiative for coding and annotating realizations of events is the FRAMENET
project (e.g., Baker etal. (2003)). FRAMENET has a lexicographic character. Its
objective is to provide a schematic representation of situations involving participants,
which are frame elements. FRAMENET allows nouns and adjectives to be lexical units
representing situations. The selection of semantic roles in FRAMENET is based on
a conceptual role set for semantic frames (Fillmore and Atkins, 1992). FRAMENET
methodology has the following frame creation steps:

1. Select a semantic frame (for example Commerce),
2. define conceptual roles of this frame (Buyer, Seller, Goods, Money),

3. collect lexical predicates which would refer to the frame (e.g., “sell”, “buy”,
“purchase”).

In addition to semantic frame, FRAMENET illustrates syntactic realizations with
some examples (averaging more than 20 examples per frame, cf. Baker et al. (2003)).
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Lexical predicates, which refer to the frame, and arguments, which refer to frame ele-
ments, are annotated. FRAMENET currently contains 1,020 semantic frames and has
a lexical database of 11,830 lexical units (a pair of lemma and a semantic frame).2

The FRAMENET annotation, for example, of “buy” and “sell” lexical units in the
Commerce frame has the following form:

(3.9) [Buyer John| bought [Goods a car] [Seller from Mary] [Payment for $5000].
(3.10) [Seller Mary] sold [Goods a car] [Buyer to John] [Payment for $5000].

Given the frame Commerce, FRAMENET assigns roles to verbs “buy” and “sell”
according to this semantic frame, e.g., Seller and Buyer. Thus, semantic roles
remain the same in various realization of the same frame, e.g., Commerce, that might
be useful for semantic applications.

3.4.5 Event as a Verbal Predicate-Argument Structure

While FRAMENET has an illustrative character (only 78 full text documents an-
notated),® other projects aim to provide a large set of annotated data useful for
statistical tools. The emphasis is to capture many different syntactic realizations
of event structures. This is motivated by the fact that on the one hand, natural
language can offer different syntactic realizations of the same event structure. For
example, an argument “window” in different syntactic realizations “John broke the
window.” (active voice sentence) and “The window was broken by John.” (pas-
sive voice sentence) takes the same event participant role (Patient). On the other
hand, humans can use several lexical items to refer to the same event type. Here,
“smash” could be used instead of “break,” lending its own individual semantic nu-
ances. These two characteristics of verbal predicate realization are considered in
Levin’s verb classification (Levin, 1993).

Levin’s verb classification is based on the idea that verbs occur in pairs of syntactic
frames that are meaning preserving (Levin’s diathesis alternations). Levin’s main
assumption is that syntactic behavior of a verb in the form of syntactic frames is a
direct reflection of underlying semantic frames that control the surface realization
of verb arguments. Alternative syntactic realizations of semantic arguments are a
frequent phenomenon, affecting most English verbs. The “break” examples above
represent transitive/intransitive alternation, more precisely “causative/inchoative

2This data has been extracted from the FRAMENET 1.5 version (December 2011) download data,
using shell scripts in the lu and frame directories.
SFRAMENET 1.5 version (December 2011), the download data.
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alternation” (Levin, 1993). “Break”, “shatter” or “smash” would be grouped to-
gether as they are able to undergo this alternation, and they also share a semantic
component of “breaking an object with the resulting change of state of the object
as broken in pieces”.

Levin’s verb classification inspired at least two large projects capturing semantic
and syntactic verb classification, VERBNET (Kipper et al., 2000) and PROPBANK
(Palmer etal., 2005). VERBNET was created as a hierarchical lexical verb resource.
VERBNET is based on Levin’s classification presented above and extends Levin’s
classes by creating correspondences between syntactic realizations, selectional re-
strictions, and semantic roles of arguments. Here is the representation of the verb
“break” in VERBNET:

break-45.1
Members: 23, Frames: 10

Members
* Break, Cleave, Crack, [...]

Roles

* Agent [+int_control]
* Patient [+solid]
* Instrument [+solid]

Frames

NP V NP
example "Tony broke the window."
syntax Agent V Patient
semantics cause(Agent, E) contact(during(E), ?Instrument, Patient)
degradation_material_integrity(result(E), Patient)
physical_form(result(E), Form, Patient)

NP.patient V
example "The window broke."
syntax Patient V
semantics degradation_material_integrity(result(E), Patient)
physical_form(result(E), Form, Patient)
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Table 3.3: PROPBANK arguments for the verbs “buy” and “sell”, and the corresponding

metaframe.
Argument Role  buy sell Exchange of Commodities for Cash
Arg0 buyer seller one exchanger
Argi thing bought thing sold  commodity
Arg2 seller buyer other exchanger
Arg3 price paid price paid  cash, price
Arga benefactive benefactive

We see in the break entry the representation of semantic roles of Agent, Patient,
and Instrument, and syntactic verb properties in the form of frames, such as NP V
NP or NP.Patient V.*

The PROPBANK project, like VERBNET, is inspired by Levin’s idea of linking syn-
tactic realizations and semantic roles. PROPBANK is a 300,000-word corpus based
on PENN TREEBANK (Marcus etal., 1994). PROPBANK was created by adding a
layer of semantic annotation to the PENN TREEBANK syntactic annotations in the
form of predicate-argument relations. PROPBANK itself does not generalize about
verbs in the form of classes (as done in VERBNET), nor does it formalize the seman-
tics of the roles (as done in VERBNET and FRAMENET). In contrast to the projects
presented above, PROPBANK prefers atheoretical semantic roles numbered sequen-
tially from Argl to Arg5.° The objective of PROPBANK annotation is to provide
a large amount of data labeled with predicate-argument structures that could be a
basis for learning a statistical model for automatic extraction of predicate-argument
structures. The difficulty of defining a universal set of semantic roles for such a
large annotation project is the reason for restricting the role set to numbered roles.
However, Arg0 is considered to be a prototypical Agent, while Arg1 is a prototypical
Patient according to Dowty (1991) (cf. Section 3.3.2). In the PROPBANK anno-
tation guidelines, different verb senses are represented by different frame sets, i.e.,
semantic roles (role sets) and their associated syntactic realizations. These frame
sets are used by annotators for a more consistent and reliable annotation process.
An example of the frame set for the verbs “buy” and “sell” is presented in Table
3.3. The annotations of these frame sets are presented below:

4In addition, VERBNET introduces a representation of an event associated with a verb class. An
event is decomposed into a tripartite structure which represents the states of an event, i.e., the
preparatory (during(E)), culmination(end(E)) and consequent (result(E)). This representation
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(3.11) [ArgO John] bought [Argl a car] [Arg2 from Mary] [Arg3 for $5000].
(3.12) [Arg0 Mary] sold [Argl a car] [Arg2 to John] [Arg3 for $5000].

The argument representation of “buy” and “sell” verbs demonstrates that, in order
to link both activity descriptions, we need, in contrast to the FRAMENET approach,
additional rules for mapping buyer and seller. This mapping effects in the form of
PROPBANK meta-frames such as “Exchange of Commodities for Cash” (see third
column of Table 3.3).

VERBNET and PROPBANK are good illustrations of how the linguistic theories of
event can influence the work on events in computational linguistics in the form
of large-scale verb classification and annotation of semantic structures. While the
projects such as FRAMENET, PROPBANK and VERBNET are preoccupied with the
causal event structure and comprehensive definition and annotation of event ar-
guments and their semantic roles, another projects focus on the temporal event
structure and distinction between e.g., events and states. The latter are presented
in the following section.

3.4.6 Event as a Situation Entity

There are a number of approaches that adopt and even extend the Vendler’s classi-
fication of event types, based on the internal temporal structure of events (Section
3.3.3). For example, Siegel and McKeown (1996) annotate and automatically as-
sign Vendler’s situation types (state, accomplishment, achievement, and activity) to
verbs. Other works go beyond Vendler’s linguistic conception of four event classes.
Palmer et al. (2007) annotate a corpus with nine situation types such as e.g., event,
state, report, fact, and create statistical models for assigning such situation types.
Another interesting and prominent project which deals with an extended Vendler’s
classification of events is the TIMEBANK project (Pustejovsky et al., 2003). TIME-
BANK is a corpus annotated with TIMEML, an expressive markup language for
annotating time and event expressions to capture temporal structures in text. The
language TIMEML has been developed in order to mark up temporal information
in text and be used in particular in the context of temporally sensitive question
answering systems. In the TIMEBANK, events can be expressed not only by finite
and infinite verbs, and verb nominalizations but also by nouns, adjectives, and even
prepositional phrases. Here are some examples of events from TIMEBANK:

(3.13) “John teaches on Monday.”

is unique in the domain of computational linguistics.
SPROPBANK argument roles numbered higher than Arg5 are assigned on per-verb basis.
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(3.14) “In July 1994, Ukraine again held free and fair elections.”
(3.15) “While in office, Kravchuk was always an advocate for [...] .7

TIMEML adopts and extends Vendler’s classification of event types, based on the
internal temporal structure of events. It captures seven different types of events:
Reporting, Perception, Aspectual, Intentional_Action, Intentional_State, State, and
Occurrence. TIMEML allows anchoring of these seven event types in time, and
ordering of events with respect to one another in time (before, after, during).

The research projects on temporal event structure are focused on anchoring events
in time and on establishing temporal relations between events. In contrary to the
projects on causal event structure (e.g., Section 3.4.5), this research field does not
elaborate on predicate-argument structures and semantic role sets. The annotations
are based only on consideration of an event instance as a situation entity which has
temporal relations to other situation entities in text.

3.5 Adoption of Concepts of Event in Biomedical NLP

Concepts of events in computational linguistics have matured early before biomed-
ical NLP was established as an important field of computational linguistics. Thus,
biomedical NLP can find inspiration and insights in the previous work on events.
Actually, Bio-PropBanks (Tsai et al., 2007) and Bio-FrameNets (Dolbey, 2009) ap-
pear as counterparts to PROPBANK and FRAMENET from the general language NLP.
However, the experience on events gained in the newspaper and ordinary English do-
main cannot be transferred to the biomedical domain without any adaptation. The
intricacies of biomedical language and descriptions of biomedical events should be
taken into account if working on the extraction of molecular events from literature.
This will be discussed below.

According to GENE ONTOLOGY (GO), the major ontology used for molecular biol-
ogy research, the biological process is defined as “any process specifically pertinent
to the functioning of integrated living units: cells, tissues, organs, and organisms. A
process is a collection of molecular events with a defined beginning and end.” Figure
3.1 illustrates such a biological process. It shows a hypothetical signal transduction
pathway inside a cell. The signal is mediated by various proteins to the nucleus of
the cell using various events, such as protein-protein interactions and phosphoryla-
tion, and initiates transcription of a gene. Further, the process at the bottom of the
figure shows how the transcription of a gene results in a protein product through

Shttp://www.geneontology.org/
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splicing, translation and synthesis of the gene. This protein product then inhibits
receptor signaling and thus regulates its own expression levels.

In molecular biology, a crucial research field in the biosciences, the bio-molecules” are
the key players in molecular event descriptions spread over the life science literature.
Molecular events describe observable changes of bio-molecules, such as binding of
proteins or RNA production. The GENIA event annotation project (Kim etal.,
2008a), for example, defines a molecular event as “a change of the biological state,
properties or location of a bio-molecule”.® Molecular events can be sub-divided into
a set of (nested) events. For example, the regulation of gene expression involves at
least two events, i.e., binding of a transcription factor to a promoter and expression
of a protein for a corresponding gene or operon. In parallel to molecular formations,
these molecular events influence the formation of a phenotype (organism’s observable
characteristics), which may, itself, be responsible for drug reactions or development
of certain diseases.

The goal of biomedical IE is to get detailed views on such a behavior of bio-molecules
in the form of their inter-play in molecular events described in text. In texts, biol-
ogists describe such molecular processes using predicates such as “mediate”, “phos-
phorylate”, and “requlate” (look for predicates in Figure 3.1). Direct extraction from
text of such a complex network, as that presented in Figure 3.1 (entities are marked
in yellow, green, and blue, pathways are marked with green arrows), is challen-
ging. To get acquainted with the textual appearance of complex molecular events,
a student of biology and I manually analyzed 50 sentences randomly extracted from
MEDLINE abstracts in order to find evidences of how molecular events are expressed
literally in documents. We narrowed our view on gene expression regulation events
(Regulation Of Gene Expression (ROGE) event). The gene expression regula-
tion can be described as the process that modulates the frequency, rate or extent of
gene expression, where gene expression is the process in which the coding sequence
of a gene is converted into a mature gene product or products, namely proteins
or RNA (taken from the definition of the GO class Regulation of Gene Expres-
sion, GO:0010468). Transcription factors are proteins that play a central role in
the regulation of gene expression, they can bind to the DNA and activate or inhibit
a gene expression process. I will first present some examples of how gene expression
regulation events are presented in text. In the following list, I rank examples that
stand for a certain pattern (cf. Buyko et al. (2008)) by their frequency in the set (in
descending order). Event arguments are marked in bold.

"Bio-molecules are “molecules that naturally occur in living organisms, e.g., proteins, DNAs,
RNAs, cells, etc., or their equivalents which are prepared for experimental purposes, e.g., cul-
tured cells, specially treated proteins, etc.” (taken from the GENIA event project (Kim etal.,
2008a)).

8This definition is widely accepted in the biomedical NLP community.
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signal

cytoplasm

phosphorylate response

regulate

encode

translate mediate

Figure 3.1: A biologist’s view of processes in a cell. This figure is taken from Wattarujeekrit

ok N

etal. (2004).

“IclR also represses the expression of iclR.”

“yetL expression is positively activated by Lrp.”

“SlyA-induced proteins.”

“IclR is a repressor for the Escherichia coli aceBAK operon.”

“Elevation of ppGpp levels in growing cells ... triggered the induction of all
usp genes.”

“ZntR is a trans-acting repressor protein that binds to the znt promoter re-
gion.”

“rpoS function is essential for bgl silencing.”

“Transcription repression of the Escherichia coli acetate operon by IclR.”
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9. “Expression of the tau and ssu genes requires the LysR-type transcriptional
requlatory proteins CysB and Cbl.”

10. “The promoters of the mar/sox/rob regulon of Escherichia coli contain
a binding site (marbozx) for the homologous transcriptional activators MarA,
SoxS and Rob.”

11. “bgl silencing caused by C-terminally truncated H-INS.”
12. “Disruption of cueR caused loss of copA expression.”

13. “Synthesis of Cbl itself is under control of the CysB protein.”

In each of these examples there are different descriptions of ROGE events, such as
clear mention (with the help of regulatory verbs) of positive regulation or negative
regulation caused by transcription factors, e.g., in Examples (1), (2), and (3); de-
scriptions of the roles of transcription factors in regulating gene expression as in
Examples (4) and (7); mention of molecular events which are part of ROGE pro-
cesses, i.e., a binding event in Example (6); or even descriptions of the properties of
the regulated genes as in Example (10). The culmination of the variety is the descrip-
tion of causal relations between the expression events as in Examples (12) and (13).
Given the variety discovered by the manual analysis of life science documents, three
major characteristics can be identified in the conception and description of molec-
ular events. First, the close connection between events, states and facts, second,
descriptions of event parts from which the whole molecular process could (easily) be
inferred, and third, the complex descriptions of nested events with usually causal
relations. In the following sections I present these main issues (Sections 3.5.1, 3.5.2
and 3.5.3).

3.5.1 Event, States and Facts, or do Biologists Care for this
Distinction?

In Section 3.3 the concepts event, state and fact figured out from a linguistic per-
spective. The main conclusion I could draw from this previous work is that states
are integrated in events as proposed, for example, by Croft (1990) for the stative
view on events. Another concept that is closely linked to event is fact so we could
conclude that for every event there is a companion fact (cf. Section 3.3.4).

Thus, the consideration of an event as particular with causal and temporal structure
is a very narrow concept of an event. In analyzing the examples of ROGE molecular
events from the linguistic point of view, I was able to find proper events, stative
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views on events, proper states and facts. All these examples have been classified by
a graduate student of biology as pari passu ROGE descriptions.’

Here are examples of each category:

(3.16) Event proper
“IclR also represses the expression of iclR.”
(3.17) State as a result, stative view on an event
“SlyA-induced proteins.”
(3.18) State proper

“The promoters of the mar/sox/rob regulon of Escherichia coli
contain a binding site (marbox) for the homologous transcriptional activators

MarA, SoxS and Rob.”
(3.19) Fact

“bgl silencing caused by C-terminally truncated H-NS.”

In classifying the examples, textual representation can be seen to be distributed
into four categories. Event proper descriptions occur six times and concern Exam-
ples (1), (2), (5), (8) and (12). State as a result is present in Example (3). State
proper fits only Example (10). Facts are represented in Examples (4), (6), (7),
(9), (11) and (13). In this work, facts are considered to be expressed not only by
imperfect nominals but also as descriptions of roles of participating entities in molec-
ular events. These statements are characterized by features of abstractness. Thus,
events, (proper) states and facts identified from events are relevant for capturing
the descriptions of gene expression regulation events. However, the proper states
are considered in my work outside of the event group. Example (10) provides only
a description of properties of a regulated gene. Given these properties the biologist
can only conclude that an event may happen.

My first conclusion from this study in cooperation with a graduate student of biology
is that biologists do not care for the strong distinction between events, states and
facts if they consider the literature for gene expression regulation events. Restricting
the consideration of events only to events proper (from the linguistic perspective)
would lead to an immense loss of relevant event information from the biologist’s
field of vision (more than 60% of data in the example set presented). Therefore, I
subsume under the term (molecular) event in this work the events proper, stative
views on events (in the sense of Croft (1990)) and companion facts about events

9This conclusion appear from my internal discussion with graduate students of biology.
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(Bennett (1996)), and subscribe in this approach to the eventuality idea of Bach
(1986), which is extended in this work by the concept fact. The eventuality is a
more appropriate concept for capturing molecular events in biomedical literature.

3.5.2 Macro and Micro Views on Molecular Events

The views of a biologist on molecular events give a direction for my information
extraction work. If the mentioning of molecular events in documents are considered
together with biologists, it quickly becomes clear that all biological processes can be
sub-divided into a set of molecular processes which are nested and inter-connected.
For example, regulation of gene expression involves many sub-processes, e.g., binding
a transcription factor to a promoter, activation of a promoter of a corresponding
gene or even operon for gene transcription, transcription of DNA snippets into RNA
structures, and translation of RNA structures into proteins.

Given this biological picture, it can be seen how complex the only molecular event
we consider here “regulation of gene expression” actually is. It is evident that, given
its high complexity, descriptions of this event can differ. The descriptions may apply
to the whole process “from a bird‘s eye view” (a macro view) or to the sub-processes
only (a micro view), and even to the super-processes at the phenotype level which
indicate the influence of particular gene expression regulation. The super-processes
at the phenotype level such as drug reaction are not considered in this work and
remain a challenging issue for the future.

In order to illustrate different views on molecular events, I represent a gene expres-
sion regulation event as a bubble that integrates a range of other molecular events
such as Transcription and Binding (see ROGE in Figure 3.2). This figure shows
that the description of ROGE might provide only partial views of ROGE which in-
dicate that ROGE events happen as in the following example (the previous Example

(6)):

(3.20) “ZntR is a trans-acting repressor protein that binds to the znt promoter
region.”

This sentence contains a description of a binding process of a transcription factor
to a promoter, which is a crucial sub-event of a ROGE event. Thus, obtaining a
complete view of one molecular event means knowing all the other molecular events
which are part of it and all events which might cause the actual event.
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Genetic Modification

Gene Expression

Location
Binding Positive Regulation
Transcription Regulation

Negative Regulation

Figure 3.2: Regulation of Gene Expression (ROGE) event as a core event consisting of a
range of sub-events.

3.5.3 Nesting of Events

Nesting of molecular events reveals the complexity of molecular interactions in or-
ganisms. The occurrences of molecular events are closely inter-connected and can
be described in so called pathways. Frequently, molecular events are connected by
causal relationships, that means that one event causes another event. This can be
illustrated with the help of the following example (previous Example (12)):

(3.21) “Disruption of cueR caused loss of copA expression.”

In this example the negative regulation of cueR leads to a decreased expression
of copA, that means that cueR plays an important role in the regulation of the
expression of the copA gene, and normally has a positive regulatory effect on this
gene. How can we conclude it? This can be explained in the workflows of wet lab
research studies. Experimental environments for molecular event detection often
involve modifications of genetic material. By means of these genetic modifications
and the expression levels of other genes, researchers explicitly draw conclusions about
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the role of these genes in the gene regulation processes. The following sentence is a
good illustration of such experimental conclusions:

(3.22) “Transcription of the chromosomal asr was abolished in the presence of a
phoB-phoR deletion mutant.”

This sentence describes a negative regulation of asr that enters into force only if
the phoB-phoR genes are deleted from the cell and thus are not expressed, that
means that an artificially negative regulation of these genes is initiated and causes a
negative regulation of the asr gene. Finally, reading this sentence, other researchers
can conclude that the phoB-phoR genes in a normal cell have a positive regulatory
effect on the asr gene. For non-biologists this knowledge seems to be read between
the lines, while for biologists this is a knowledge (easily) inferred from stated expe-
riments.

In summary, the textual appearance of molecular events hides challenges for their
modeling and automatic extraction. IE templates for molecular events such as
ROGE can be filled with nestings of micro and macro events, states and even facts.
Therefore, the question arises “How to deal with the complexity of molecular event
descriptions in text?”. This will be approached in next sections.

3.5.4 Biomedical Event Predicates in General Language Resources

The first research question for capturing automatically molecular events in text is
about the nature of event predicates used. I consider in the following study a col-
lection of event predicates (so called event triggers) automatically extracted from
two representative molecular event corpora, i.e., the GENIA event corpus (Kim et al.,
2008a) and the GENEREG corpus (Buyko et al., 2008) (Sections 3.6.2 and Appendix
Section A.1). My aim is to show the distribution of event predicates in available
large-scale lexical resources and corpora from the general language domain, e.g.,
event resources presented in Section 3.4. These include VERBNET, FRAMENET,
and PROPBANK (cf. Sections 3.4.4, 3.4.5). Further representative resources I inte-
grated in this study are WORDNET (Fellbaum, 1998) and NOMBANK (Meyers et al.,
2004).

The predicates of the following representative molecular event types have been ex-
tracted for this study, e.g., Transcription, Gene Expression, Regulation, Posi-
tive Regulation and Negative Regulation events (see Appendix, Section A.2.2
for definitions). The most frequent predicates (cf. Appendix, Section A.2.1) have
been manually analysed for POS tag distribution (Table 3.4), and have been man-
ually linked to the lexical resources introduced above (Table 3.5).
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The distributions of POS tags differ for various molecular event types. For example,
Transcription and Gene Expression events are frequently expressed with the help
of nouns (verb nominalizations) such as “transcription” and “expression”. For the
regulatory events such as Regulation, the use of verbs prevail the use of nouns.
Interestingly, Negative Regulation events are expressed almost equally with the
help of verbs (15) and nouns (13). For expressing Positive Regulation events,
biologists apply, in addition to verbs and nouns, adjectives and adverbs. For exam-
ple an adjective “inducible” or “essential” may refer to a Positive Regulation
event.

Table 3.4: Statistics on part-of-speech categories of event triggers for each event category.

Event (lemma) Verbs Nouns Other
Transcription (14) 3 10 1
Gene Expression (17) 5 11 1
Regulation (21) 10 6 5
Positive Regulation (43) 19 13 11
Negative Regulation (29) 15 13 1
TOTAL (124) 52 53 19

Table 3.5: Number of event trigger words matching general language resources for each event

category.
Event NoMBANK WORDNET FRAMENET VERBNET Total
Transcription 6 (42%) 7 (50%) 2 (14%) 1 (7%) 7 (50%)
Gene Expression 2 (11%) 10 (59%) 6 (35%) 2 (11%) 10 (59%)
Regulation 4 (19%) 18 (86%) 13 (62%) 8 (38%) 18 (86%)
Positive 5(11%) 31 (72%) 22 (51%) 12 (28%) 32 (74%)
Regulation
Negative 5 (17%) 19 (66%) 20 (69%) 9 (31%) 19 (66%)
Regulation
TOTAL 22 (17.7%) 85 (68.5%) 63 (50.1%) 32 (25.8%) 86 (69.3%)

Table 3.5 represents the results of matching event triggers against the resources con-
sidered.!? The resource with the highest number of matches (68.5%) is WORDNET
where I found between 50% (Transcription) to 86% (Regulation) of all event

0For many triggers, I could not find a corresponding lemma or its sense in the screened resources.
Accordingly, in Table 3.5, T only counted the lemmas with correctly traceable and identified
senses.
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Table 3.6: Frames in FRAMENET corresponding to selected event categories from the

biomedical domain.

Event

Frames in FRAMENET

Transcription
Gene Expression

Regulation

Positive Regulation

Negative Regulation

Causation (induction), Becoming aware (detect)
Causation (induction), Becoming aware (detect), Cre-
ation (produce), Presence (present)

Objective influence (effect, affect, influence), Control
(control), Participation (involve, involvement), Cause
change (change, alter), Contingency (dependent), Re-
sponse (response).

Causation (induce, lead, result, cause), Cause change po-
sition on a scale (increase, enhance, promoter), Being
necessary (require, essential, necessary), Contingency (de-
pendent), Cause to start (stimulate), Amassing (accu-
mulation), Relative time (after), Time vector (through),
Importance (important), Extreme value (high), Being
active (active)

Hindering (inhibit), Cause change position on a scale
(decrease, reduce, reduction, diminish), Change position

on a scale (decline), Preventing (prevent), Possession
(lack)

triggers. This outcome supports the view that WORDNET is the best-maintained
and most commonly used lexical resource in NLP applications. WORDNET is fol-
lowed by FRAMENET with 50.1% matches, and VERBNET/PROPBANK with 25.8%
matches. At the bottom of the list appears NOMBANK with 17.7% matches. The
most difficult to link is the Transcription event as it is expressed through com-
pounds such as “mrna levels”, "transcriptional activity”, “mrna expression” which
are rare or absent in general English language resources. Regulation and Positive
Regulation triggers have the highest coverage in general language lexicon and cor-
pora resources. These events are usually expressed by words that describe general
regulation, influence or control.

I took a closer look on the FRAMENET data detected for event triggers. Tran-
scription and Gene Expression events share a set of frames, e.g., Causation and
Becoming aware, that represent different view points on the production of proteins
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from a DNA sequence. One of these view points is of regulation by proteins and the
other is that of a biologist doing experiments (Table 3.6). The sharing of frames can
be explained by the fact that a transcription event is part of a gene expression event.
Regulation events are expressed by frames such as Objective influence, Causa-
tion, and Control (Table 3.6). Positive Regulation and Negative Regulation
correspond to frames that express more emphatic influence such as Cause change
position on a scale, and Hindering. Nevertheless, many predicates could not
be connected to FRAMENET. The linkage ratio lies between 14% (for Transcrip-
tion) to 69% (for Negative Regulation). Very specific biomedical words such as
“down-regulation” or “up-requlation” are not represented at all in any of the lexical
resources I explored.

This study provides clear evidence for the modest coverage of general language
resources in relation to biomedical triggers that are relevant for the extraction of
a range of representative molecular events. This work shows that there is a strong
need for extension of general language resources for the domain of molecular biology
or even creation of new resources. Some verb lists have already been compiled
by individuals (e.g., by Fundel et al. (2007)), while the BIOLEXICON (Sasaki et al.,
2008a) and the SPECIALIST LEXICON!! currently constitute the most comprehensive
repositories of “biological” verbs. Furthermore, we can find in the biomedical NLP
domain the counterparts of verb-focused projects from the newspaper domain for
PROPBANK, e.g., PASBIO, and BIOSMILE (Section 3.5.5), and the counterparts
of frame-focused projects, e.g., the BIOFRAMENET project (Section 3.5.6). These
projects are introduced in the following sections.

3.5.5 Biomedical PropBanks

The study presented in the previous section revealed that a range of molecular events
are described with the help of verbs or their nominalizations. Indeed, verbs are
graded in linguistic studies as the major word class for referring to events (Section
3.3). Therefore, they should deserve particular attention. This section introduces
the biomedical counterparts of PROPBANK, i.e., the BIoPROP and the PASBIO
projects which focus on biomedical verbs.

In BioPRrop (Tsai et al., 2007), the biomedical propositional bank, 30 representative
(according to their frequency) biomedical verbs, such as “requlate” and “activate”
have been annotated in biomedical texts in a semi-automated way using a seman-
tic role labeler trained on the PROPBANK. After that the results were corrected
by human annotators with reported high Inter-Annotator Agreement rate of 0.95

Yhttp://www.nlm.nih.gov/pubs/factsheets/umlslex.html/
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kappa for semantic role identification and classification. As the predicate-argument
structures of BIOPROP and the annotated corpus are not freely available, it is not
possible to analyze this data critically. Therefore, this work focuses only on the
PASBIO project data.

PASBIO (Wattarujeekrit et al., 2004), the first PROPBANK-oriented project in bio-
medicine, extends the PROPBANK frame sets to the domain of molecular biology.
PASBIO provides predicate argument structures (PAS) for 30 selected verbs (ac-
cording to their frequency in the biomedical literature) from the year 2004 and is
publicly available online.'?> PASBIO authors consider that “the predicate-argument
structure [...] would be a natural choice for IE, especially event extraction in molec-
ular biology.” (Wattarujeekrit etal. (2004), p. 9). PASBIO chose predicates that
describe molecular processes with gene and gene products as key participants. For
example, gene expression or signal transduction are events which describe functions
of genes and their products. The working scheme for PASBIO is similar to the
scheme of PROPBANK, i.e., select verbs, provide frame sets for verb senses, and
annotate example sentences. The PASBI10 annotation corpus was assembled from
MEDLINE abstracts and full text journals. The corpus produced in PASBIO is not
as large as the PROPBANK corpus. PASBIO is based more on lexical definitions
and annotation has only been performed on 300 sentences for 30 predicates, which
means ten sentences on average for each predicate. Thus the corpus is very small.
PASBIO events are mostly described in a sentence with the help of verbal predi-
cates. Nevertheless, PASBIO admits that the verb can be realized in its normal
verbal form, as a participial modifier, or in its nominal form. For example, the verb
describing Down-regulation “down-requlate” can be realized as participle modifier
(“down-regulating”) or as nominalizations (“down-regulation”). All arguments are
introduced via semantic roles of a PAS frame of the selected predicate, but no at-
tempt is made to provide consistent semantic roles for arguments numbered higher
than Arg0.

This thesis considers that an important contribution of PASBIO is the categorization
of 30 predicates in four groups (cf. Wattarujeekrit et al. (2004)). These groups are
defined as follows:

e Group A verbs have the same semantic sense as in the PROPBANK but require
more arguments.

e Group B verbs have the same semantic sense as in the PROPBANK but require
fewer arguments.

2http://sites.google.com/site/nhcollier/projects/pasbio/
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e Group C verbs have the same semantic sense as in the PROPBANK and PAS
frames are identical to the PROPBANK.

e Group D verbs have a different semantic sense in biomedical documents.

In the following, I present some examples from these four PASBIO groups in order
to illustrate “biological” verbs in action.

Group A contains nine verbs. For example, the verb “mutate” from group A de-
scribes changes of an entity. While in PROPBANK the verb “mutate” requires two
arguments, Arg0 (agent) and Argl (entity undergoing mutation), the PASBI1O frame
for “mutate” has the following form:

<predicate lemma="mutate">
<roleset id="Mutate.Ol1l" name="" wordnet="1">
<roles>
<role n="1" descr="physical location where mutation happens"/>
<role n="2" descr="mutated entity"/>
<role n="3" descr="changes at molecular level"/>
<role n="R" descr="changes at phenotype level"/>
</roles>
</roleset>
</predicate>

PASBIO introduces three additional arguments for the verb “mutate”, for “physical
location where mutation happen”, “changes at molecular level” and “changes at
phenotype level”.

An example sentence

(3.23) “Groucho binding was, however, abolished by mutating a conserved
phenylalanine of the ehl/GEH sequence to glutamic acid.”

contains three arguments: Arglis “a conserved phenylalanine”, Arg2 is “the eh2/GEH
sequence,” and Arg3 is “to glutamic acid”. Thus, PASBIO does not distinguish be-
tween processes and achievements and provides the scheme for eventuality type
annotation.

Group B contains five verbs. The group B verb “block”, for example, offers four
semantic roles in PROPBANK, while in PASBIO the verb requires only two core
participants, the agent of the blocking process and the entity undergoing blocking
as illustrated below:
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<predicate lemma="block">
<roleset id="block.01" name="" wordnet="3">
<roles>
<role n="0" descr="causer agent"/>
<role n="1" descr="theme (process or entity being stopped)"/>
</roles>
</roleset>
</predicate>

An example sentence

(3.24) “Both RAP1 and 2 are important vaccine candidates because it has been
shown that antibodies to RAPI are able to block merozoite invasion in
vitro.”

illustrates both arguments, Arg0 “antibodies to RAP1” and Argl “merozoite inva-
ston in vitro”.

Group C contains six verbs. The group C examples are verbs such as “confer” or
“l ”
ead” .

But the most interesting group is group D, which contains nine verbs. In this group
the verbs have a different semantic sense from that in the general language domain,
with “express”, “transcribe”, “transform” as typical examples. The PASBIO frame
for “express” looks like:

<predicate lemma="express">
<roleset id="express.01" name="" wordnet="5">
<roles>
<role n="1" descr="named entity being expressed"/>
<role n="2" descr="property of the existing named entity"/>
<role n="3" descr="location referring to organelle, cell or tissue"/>
</roles>
</roleset>
</predicate>

The next example illustrates the use of the verb “express”.

(3.25) “Two equally abundant mRNAs for il8ra, 2.0 and 2.4 kilobases in length,
are expressed in neutrophils and arise from using two alternative
polyadenylation signals.”
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Here, three arguments are referred to, Argl “mRNAs for il8ra”, Arg2 “2.0 and 2.4
kilobases in length” and Arg3 “neutrophils”.

The problems of the PASBI10 approach are of two kinds. First, PASB10 argues for
molecular event types to be unambiguously assigned to predicates and, second, for
invariable expression of the molecular event in text using this predicate.'®> However,
events can be expressed by different predicates and predicates may not refer to an
event in text if arguments are lacking or “wrong” arguments are addressed. Wat-
tarujeekrit et al. (2004) exemplify both issues in the following sentences describing
an Alternative Splicing event (multiple transcripts generated from a single gene)
(cf. Wattarujeekrit etal. (2004) p. 16-17). The following sentences exemplify these
issues.

(3.26) “Northern blot analysis with mRNA from eight different human tissues
demonstrated that [the enzyme/arq1 was expressed exclusively [in brain/aygs,
[with two mRNA isoforms of 2.4 and 4.0 kb.]arg2.”

(3.27) “[A complementary DNA clone/a,q1 encoding the large subunit of the
essential mammalian pre-messenger RNA splicing component 2 snRNP
auziliary factor(U2Af65) has been isolated and expressed [in vitro/ayg3.”

In Example (3.26) the sentence describes an alternative splicing event without re-
ferring to it by a predicate “splice” but by using the predicate “express”, which
usually refers to a gene expression event. In Example (3.27), although the predicate
“splice” is used, there is no alternative splicing event description. The sentence
in Example (3.27) talks only about expressing a single mRNA splicing factor, and
Arg?2 is missing here. Thus, for example, Cohen and Hunter (2006) suggested giving
PASBI0O the more desirable FRAMENET-like structure which is not restricted to a
single predicate. Furthermore, as PASBIO lacks an adequately large corpus, any
evaluation of this approach is of a speculative nature, and the number of PASB10
verbs within available large corpora, such as GENIA Treebank (Ohta et al., 2002) is
too small (only 8.5% for PASBIO verb tokens and 2.6% for PASBIO verb types)
(cf. Cohen and Hunter (2006)).

The major contribution of PASBIO from my point of view was systematically to
show that verb use in biomedical texts often differs from that in general language.
PASBIO demonstrates that only 23% of representative verbal predicates have an
identical predicate-argument structure and semantic sense as in the general language
domain. The molecular language contains a lot of domain-specific verbs. Further-
more, the description of molecular events in biology is complex because the argument
content can change the event description specified by a predicate (cf. Examples (3.26)

13The PASBIO team admits these problems (Wattarujeekrit et al., 2004).
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and (3.27)). Overcoming these constraints, this thesis stresses similar in spirit to Co-
hen and Hunter (2006) a more desirable template-like representation for molecular
events. I will describe it in the following sections.

3.5.6 Biomedical FrameNet

B1oFRAMENET (Dolbey, 2009) is conceived as an extension of FRAMENET for
the domain of molecular biology and currently provides two frames for Protein-
Transport and Cause-Protein-Transport, and a number of annotations for both
frames on sentence data to exemplify lexical predicates and their predicate-argument
structures.

The frame Protein-Transport allocates four participants (Table 3.7).

Table 3.7: Protein-Transport frame from BIOFRAMENET, core frame participants.

Transported entity Protein or protein complex that moves from one loca-
tion in a cell to another location.
Transport origin The location of the Transported entity before the

motion event takes place.

Transport destination The location of the Transported entity after the
motion event takes place.

Transport location The cellular component(s) mentioned in the movement
of transported entities in cases where no specific ori-
gin or destination is indicated, or the location is both
origin and destination in continuous, frequent motion
events.

The following example shows an annotation sample of the Protein-Transport
frame:

(3.28) “inhibited translocation of the enzyme to the membrane”

In this example, the predicate “translocation” invokes the Protein-Transport frame
with participants “enzyme” as a Transported entity and “membrane” as a Trans-
port destination. Transport origin and Transport location are not men-
tioned in this text. The set of all lexical units in the Protein Transport frame
is about 32 items and contains words such as “delivery”, “migrate”, “transport”,
“recycle”, where 22 items are nominal lexical units while ten items are verbal lexical
units. The BIOFRAMENET was a PhD project and exemplified only the extension
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of the FRAMENET to the subject of protein transport and the linking of two new
frames to selected biomedical ontologies such as GO.

The weak points in BIOFRAMENET and PASBI0 are e.g., a small size of annotated
data and a small number of represented predicates (30 predicates in PASBIO) or
frames defined (two frames BIOFRAMENET) (that requires an amount of manual
work). Furthermore, both projects do not take into account states and facts, a
nesting of events, and potential partial views on molecular events in pathways. These
issues, presented as special for the molecular biology in this thesis (cf. Sections
3.5.1, 3.5.2 and 3.5.3), require more comprehensive and more substantial definition
and annotation of molecular events which should be applied for large-scale event
extraction solutions. The aim of the next section is to present such an approach.

3.5.7 Biomedical Ontology-based Approach

The projects presented in the previous sections (Section 3.5.5 and 3.5.6) follow in
the footsteps of the activities from the general language domain of computational
linguistics where work on events mostly concerns modeling lexicon-like frames, as
in FRAMENET, or annotation efforts on argument structures for verbs, as in PRoOP-
BANK. The event annotation projects in the general language domain paid lit-
tle attention to the interplay between developed lexical resources or annotated
corpora and ontologies. This has changed during the last decade (cf. ACE and
FRAMENET activities). In molecular biology, domain ontologies play a crucial role
in all knowledge-based applications from the very start. The ontology is a platform
used by biologists to retrieve the knowledge from text and normalize according to
ontological representation. In general, the ontological representation should help to
abstract and to model the domain knowledge. The linking from text to ontological
representation takes place either through the manual analysis by database curators
or with the help of information extraction tools. Thus, it is preferable that the mode