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Abstract

Users of mobile networks are increasingly demanding higher data rates

from their service providers. To cater to this demand, various signal

processing and networking algorithms have been proposed. Amongst

them the multiple input multiple output (MIMO) scheme of wireless

communications is one of the most promising options. However, due

to certain physical restrictions, e.g., size, it is not possible for many

devices to have multiple antennas on them. Also, most of the devices

currently in use are single-antenna devices. Such devices can make

use of the MIMO scheme by employing cooperative MIMO methods.

This involves nearby nodes utilizing the antennas of each other to form

virtual antenna arrays (VAAs). Nodes with limited communication

ranges can further employ multi-hopping to be able to communicate

with far away nodes. However, an ad-hoc communications scheme

with cooperative MIMO multi-hopping can be challenging to imple-

ment because of its de-centralized nature and lack of a centralized

controling entity such as a base-station. This thesis looks at methods

to alleviate the problems faced by such networks.

In the first part of this thesis, we look, analytically, at the relaying

scheme under consideration and derive closed form expressions for cer-

tain performance measures (signal to noise ratio (SNR), symbol error

rate (SER), bit error rate (BER), and capacity) for the co-located

and cooperative multiple antenna schemes in different relaying con-

figurations (amplify-and-forward and decode-and-forward) and differ-

ent antenna configurations (single input single output (SISO), single

input multiple output (SIMO) and MIMO). These expressions show

the importance of reducing the number of hops in multi-hop commu-

nications to achieve a better performance. We can also see the impact



of different antenna configurations and different transmit powers on

the number of hops through these simplified expressions.

We also look at the impact of synchronization errors on the coopera-

tive MIMO communications scheme and derive a lower bound of the

SINR and an expression for the BER in the high SNR regime. These

expressions can help the network designers to ensure that the quality

of service (QoS) is satisfied even in the worst-case scenarios.

In the second part of the thesis we present some algorithms devel-

oped by us to help the set-up and functioning of cluster-based ad-hoc

networks that employ cooperative relaying. We present a clustering

algorithm that takes into account the battery status of nodes in order

to ensure a longer network life-time. We also present a routing mecha-

nism that is tailored for use in cooperative MIMO multi-hop relaying.

The benefits of both schemes are shown through simulations.

A method to handle data in ad-hoc networks using distributed hash

tables (DHTs) is also presented. Moreover, we also present a physical

layer security mechanism for multi-hop relaying. We also analyze the

physical layer security mechanism for the cooperative MIMO scheme.

This analysis shows that the cooperative MIMO scheme is more ben-

eficial than co-located MIMO in terms of the information theoretic

limits of the physical layer security.
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Chapter 1

Introduction and the scope of the

thesis

1



During the last few years users have been increasingly demanding higher data

rates and more robust connections from their mobile service providers. In order to

take care of these requirements it is possible to use devices with more than one an-

tenna, by employing Multiple Input Multiple Output (MIMO) communications,

to take advantage of the diversity as well as the spatial multiplexing techniques.

Though in practice, the physical size, limited battery power and the available

bandwidth are the limiting factors for the use of MIMO techniques. Therefore,

sometimes it is not possible to employ the conventional MIMO techniques which

calls for the use of novel signal processing methods, such as cooperative commu-

nication, to achieve higher date rates. These methods basically make use of the

cooperation between distributed users. Multiuser cooperation diversity has been

used in [SEA03], where the distributed nature of the mobile users in a wireless

network is used in order to introduce a new form of diversity. We analyzed and

described some solutions for cooperative MIMO networks in [ZSGH11].

In cooperative communications, physically separate devices share their anten-

nas and resources in order to create a virtual antenna array (VAA) to ensure

more reliable communications. Some nodes play the role of relays in order to for-

ward the message to the destination, thus generating multiple paths. This way,

the benefits of spatial diversity can be exploited using single antenna devices.

Employing such techniques has some design challenges as a result of the physical

separation of devices and the absence of a fixed infrastructure. Also, there are

some other serious problems, e.g., possible synchronization errors, and inaccurate

channel state information (CSI) at the destination side.

In this thesis, we will focus on cooperative multi-hop relaying networks. The

thesis is divided into two parts. The first part (Chapters 2-4) focuses on an an-

alytical and mathematical analysis of multi-hop relaying with different antenna

configurations such as single input single output (SISO), multiple input multiple

output (MIMO) and single input multiple output (SIMO), and different relay-

ing techniques such as amplify-and-forward (AF) and decode-and-forward (DF).

We will also take into account the impact of imperfect CSI and lack of perfect

synchronisation on cooperative communications. The objective is to study the

restrictions on the distributed communication in order to develop robust algo-

rithms.
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In the second part of the thesis (Chapters 5-7), we present some solutions and

algorithms developed by us for improving the performance of ad-hoc networks

that employ cooperative relaying. These include new clustering and routing algo-

rithms (Chapter 5), a distributed data management algorithm (Chapter 6), and

a new physical layer security mechanism for multi-hop relaying (Chapter 7).

1.1 Cluster based multi-hop relaying

The vision for future communication systems stems from the need to render

networks more robust in the wake of unforeseen situations. Therefore the need

to reduce the dependence on fixed infrastructure is paramount. We envision

future communication networks to be self-organizing and cognitive. To this end,

it is possible to view mobile handsets as radio resources in a network and to

utilize them as ’intelligent’ relays to form communication links in the absence of

base stations. Figure 1.1 illustrates the communication between two nodes in a

cluster-based multi-hop network.

Figure 1.1: Cluster-based multi-hop system

For such a system to become operational to the stage described in Figure
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1.1, we need to go through various steps. The fact that the network has no

centralized control means that we have to deal with complex issues of scheduling,

synchronization and interference cancellation in an ad-hoc manner which is not

easy. Since the exact number of nodes in a particular area is not known and

neither are their clocks synchronized, it is difficult to apply channel access schemes

like Time Division Multiple Access (TDMA). One option is to perform extensive

piloting and gossiping in the network to synchronize the clocks of all the nodes

present. Applying multiple access schemes becomes easier once the network is

clustered [HCB00]. However in an unclustered network, it is very hard to avoid

collisions. The clustering process is performed by extensive piloting between the

nodes to determine the cluster-heads and the cluster members. It involves several

piloting phases, in which each node transmits one short pilot. After each phase

the information in the pilot reflects the status of the node. It is reasonable to

assume that the collisions (packets arriving at the same time) are less likely if the

piloting messages are short and intermittent and that the time for each clustering

phase is quite long in comparison. In ad-hoc networks pilots can be used to gauge

the quality of the wireless communications link as well as to exchange networking

information, e.g., location and cluster-head association, between nodes [HCB00].

We can further decrease the probability of interference by employing Fre-

quency Division Multiple Access (FDMA) as well. The entire bandwidth is di-

vided into a certain number of bands, and every node can transmit in one of these

frequency ranges. The frequency bands in which the signal can be transmitted

are known to the receiver. The received signal will be shifted in the base band

by every frequency and then passed through a low pass filter. If the power of the

output signal of the filter exceeds a threshold, the frequency recovery is accom-

plished and demodulation can be performed but if it is not the case, it can be

concluded that either no signal is sent in this time slot, or the transmitter node

is so far away that the sent signal is completely attenuated and the received SNR

is so low that the decoding of the received packet is very defective. In this way

the packets can be decoded by nearby nodes based on the RSSI (Received Signal

Strength Indicator) [17006].

Even though ad-hoc mobile networks that support multi-hopping have been

around for a while, we are still some way off the practical deployment of a com-
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pletely self-organized version of a cluster-based multi-hop network that can deal

with the various issues for network management, routing, localization, interfer-

ence, suitable physical layer strategies, etc. These issues are not trivial and have

been, mostly individually, the subject of a lot of interest over the years. Schemes

like [WS10], [YC05], [AKK04] try to solve the various issues for a self organized

network with multi-hop capabilities. However there is a lack of an architecture

that brings together the various methods developed over the years in order to

implement, view, and possibly optimize a complete system based on them. For

this purpose, we have built a software SONIR [ZGA+10] (Self-Organizing Net-

work with Intelligent Relaying), in MATLAB, which implements an end-to-end

multi-hop, virtual MIMO system, capable of dealing with the mobility of nodes

in a Rayleigh fading environment. Methods for clustering, mobility management,

routing, virtual MIMO, etc. have been implemented. These methods work on

different OSI layers. The system shown in Figure 1 is the result of several steps.

First, clustering is performed, then the nodes do extensive piloting to gather as

much local information as needed, which helps them in identifying optimal gate-

ways to the neighboring clusters which is essential for routing. Finally we are able

to establish a route from the source to the destination. These steps are illustrated

in Figure 1.2.

1.2 Multi-hop relaying networks

As it was mentioned before, in cooperative communication, some nodes serve as

relays. A communication including a relay, consists of two phases; in the first

phase the source/transmitter sends the message to the relay, and in the second

phase the relay processes the message and forwards it to the destination/receiver.

It is also possible to extend this communication to a multi-hop scenario.

In large networks, where the source and the destination are located far away

from each other, a multi-hop scenario can be very helpful. Selecting the relay

nodes in the appropriate positions in order to reduce the transmission distance,

will lead to low energy consumption and increase the reliability.

In this work, we will frequently use ergodic capacity [PNG08] as the param-

eter for evaluating the performance of the wireless communication scenario. In
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Figure 1.2: Steps for multi-hop routing in ad-hoc networks

case of the AWGN (Additive Wide Gaussian Noise) channel, Shannon capac-

ity [SW48] describes the maximum data rate that can be sent over the channel

with asymptotically small error probability. Considering a random MIMO chan-

nel and assuming that the channel matrix H is generated by an ergodic process,

the capacity is a random variable and the ergodic capacity is the expected value

of that random variable [PNG08].

Several different relaying schemes can be employed in multi-hop networks, e.g.,

amplify-and-forward (AF) relaying [LTW04], decode-and-forward (DF) relaying

[JHHN04], and compress-and-forward relaying [KGG05]. This thesis studies the

capacity and performance for the AF and DF relaying schemes in the multi-hop

scenario. The performance of wireless relaying has been extensively studied in

terms of outage probability and error rate in [HA03], [KTM06], and [FB08], but
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very few studies have taken a look at the ergodic capacity for the case of fading

relay channels. In [HMZ05], the authors have studied the upper and lower bounds

of the ergodic capacity for a single relay channel. Therefore we study the ergodic

capacity for the multi-hop case with Rayleigh fading in this thesis.

In the second chapter of this thesis, AF and DF relaying are studied from

the efficiency point of view. No interference issues or synchronization errors

are considered for simplicity. This makes the model analytically solvable and

closed-form solutions can be produced. These issues are assumed to be tackled

already by other mechanisms in the network such as interference suppression

and mitigation mechanisms, proper scheduling, multiple access schemes, various

synchronisation mechanisms from literature, etc. It is assumed that the presented

model can achieve the maximum capacity for a given relaying scheme considering

all the nodes have identical characteristics. Also, it is assumed that accurate

channel state information (CSI) is always available. In this part, the objective

is to theoretically analyze the best possible performance improvements in multi-

hop networks in case of AF and DF relaying schemes without considering the

problematic factors e.g., the synchronization errors, channel estimation errors,

and interferences.

In the third chapter, the impact of the number of the hops on the multi-

hop network’s performance is studied considering the AF and DF the relaying

schemes. Also, the effect of changing the spatial diversity order on the transmis-

sion gain and on the number of the hops is studied, by altering the number of

transmit and receive antennas at the relay nodes.

1.3 Cooperative communication and synchroniza-

tion error

A simple multi-hop network with two hops consists of one source, one destination,

and a group of relay nodes, without any direct link between the source/transmitter

and the destination/receiver. In such a network, the benefits of having multiple

antennas at the transmitter can be exploited. This can be done employing diver-

sity coding, spatial multiplexing or precoding.
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Recently the idea of co-operative/virtual MIMO has been integrated into such

networks as well, for the case of nodes with single antennas. Co-operative or

virtual MIMO is a good concept for mobile nodes with a single antenna to be

able to achieve the benefits of MIMO communications. It is ideally suited for the

distributed clustered system under investigation, where we can employ nearby

nodes to co-operate and form a virtual antenna array. It is also imperative to

modify the routing scheme to incorporate the need for multiple paths between

clusters.

Employing diversity coding, the transmission robustness increases in terms of

the BER (bit error rate). This happens because in this method several physically

separated antennas are used and as a result there is a lower probability that

all the paths between the transmit and the receive antennas experience fading

simultaneously. Also, no channel knowledge is required at the transmitter when

the signal is coded based on the space time coding technique [PNG08]. Space-

time coding and beamforming are the most successful techniques for increasing

the diversity of multiple-antenna systems [Jaf05], [HTR03].

Orthogonal space time block codes (STBC) have been introduced in [TJC99]

and [TSC98]. If channel knowledge is not available at the transmitter but the

perfect CSI is available at the destination, STBC is the most suitable and accepted

technique in order to increase the diversity.

In [LW03], [CH03] and [CGB04], research has been performed in order to

increase the network’s reliability when employing space-time codes between the

relay nodes. Knowing that perfect synchronization is the most important require-

ment of STBCs and considering that the synchronization algorithms presented,

e.g., in [SV03], increase the network’s time and energy consumption, it is essential

to study the robustness of the STBCs.

Chapter 4 of this thesis looks at the impact of synchronization error on coop-

erative MIMO communication. Although synchronization errors and their impact

on the performance of cooperative MIMO systems have been studied in [NBS08a]

among others, these analytical studies become more reliable and practical if the

transmission quality is studied in the worst case, as is done in Chapter 4. The sig-

nal to interference and noise ratio (SINR) is a key parameter in order to evaluate

the network performance, because synchronization errors yield an inter symbol
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interference (ISI) at the destination. Synchronization errors in cooperative MIMO

can be counted as an inaccuracy in the available CSI at the destination. Also,

the generated additive inaccuracy matrix of the CSI is considered to be norm

bounded because the synchronization between the relay nodes is not perfect and

has some errors.

When considering cooperative MIMO it is crucial to also look at the impair-

ments. As mentioned before, one of these impairments is the synchronization

problem. Since nodes suffer from unequal hardware, self heating, and environ-

mental changes (e.g., temperature change), the clocks will not run perfectly syn-

chronized. Most of this problem is solved via suitable synchronization protocols

on higher layers and on the physical layer. On the physical layer one can make use

of multiple synchronization techniques to achieve a certain level of phase synchro-

nization. These techniques include, e.g., reference tone synchronization where (as

proposed in [MHMB05]) the receiver emits a signal and all relay nodes change

their phase until their respective SNRs are maximized. Another well known tech-

nique is the firefly synchronization shown in [TAB06] which basically makes use

of coupled oscillator theory. There are also blind techniques which estimate the

phase information from the signal subspace (e.g., [TT08]).

While in a simulator environment we are able to simulate under ideal con-

ditions, for the real world implementation we have to consider practical issues

as shown in [NBS08b] and [JH06]. As mentioned above, these effects can be

mitigated via suitable protocols or even via suitable channel estimation [SV03].

However, some delays are randomly distributed so that their effect is not reflected

by the measured channel. These kind of synchronization problems are assumed

to cause positive and negative delays within one symbol pulse. This problem has

been investigated in [PAR06] for the case of space-time coding. The third chapter

of this thesis focuses on deriving the lower bound of the SINR for the cooperative

MIMO systems.

1.4 Clustering mechanisms in ad-hoc networks

The most promising option to deal with such cluster-based ad-hoc networks is

clustering. It involves grouping together of neighboring nodes to form groups
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or ’clusters’ with one node, designated to act as the local coordinator, known

as the ’cluster-head’. Common clustering schemes include LEACH (Low-Energy

Adaptive Clustering Hierarchy) [HCB00], a RSSI (Received Signal Strength Indi-

cator) based method [FPL09], and a GPS based scheme to tackle mobility similar

to [AP01]. Reference [FPL09] is one of the newest proposed clustering schemes

and a good option to simplify the process of clustering through piloting and local

information gathering but cannot deal well with the mobility of the nodes. A very

good scheme to maintain clustering in the face of the mobility of the nodes in

the system is presented in [AP01]. To provide an increased network life-time, we

propose a new clustering scheme, Enhanced Received Signal Strength Indicator

based clustering (E-RSSI), in Chapter 5.

1.5 Routing in ad-hoc networks

Localization and routing for self-organized networks is a non-trivial task and

has many implementational issues. Having GPS (Global Positioning System)

equipped nodes helps with the localization but it is still quite difficult for nodes

to get accurate information about their surroundings and their neighboring nodes.

In our system [ZGA+10], the cluster-heads deal with most of the routing func-

tions. They maintain tables of the IDs of nodes in their cluster and use the nodes

to gather information about the presence of neighboring clusters. Moreover they

have tables indicating the most suitable node (or nodes, in case of cooperative

MIMO) to use in order to communicate with a particular neighboring cluster.

AODV (Ad-hoc On-demand Distance Vector routing) [PR99] is a promising op-

tion to deal with the routing issue. In our system, we have improved upon AODV

in that we update the route when we perform re-clustering even during the same

session of communication between two nodes to cater for the movement of nodes

in the network. AODV, on the other hand, maintains the same route during one

session of communication. The cluster maintenance tables and the routing tables

are also updated periodically, and the optimal update interval can be determined

as described in Chapter 5. An interesting and significant future work would be

to establish a routing scheme that performs routing based on the (co-operative)

MIMO channel between clusters from the start, rather than extending AODV for
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this purpose. Our new routing scheme AOCMR (Ad-hoc On-demand Coopera-

tive MIMO Routing), which is specially tailored for use in networks employing

cooperative MIMO, is presented in Chapter 5.

1.6 Data management in ad-hoc networks

There has been a rapid growth of distributed data management systems for large

amounts of data. These are either unstructured, and therefore built directly

on the existing underlay network, or structured such that participating nodes are

abstracted from their underlay network. While unstructured systems benefit from

routing and searching using underlay logic, structured overlays have the decisive

advantage of providing guarantees on data availability.

Some existing proximity aware distributed hash table (DHT) approaches, such

as DHash++ [KAKH09] (which is an extension of Chord [SMLN+03]), and RBFM

(resource based finger management, an extension of DHash++) [RB11], indirectly

address the underlay overhead by reducing the total average physical distance that

messages travel by choosing nearby links. However, to the best of our knowledge,

no current DHT scheme takes into account the inherent ad-hoc properties and

utilizes them effectively to directly reduce the underlay load and lookup latency.

In Chapter 6, we consider the compatibility of structured overlays, or dis-

tributed hash tables (DHTs), and decentralized wireless ad-hoc networks. In

doing so, we must consider the complex and unpredictable nature of wireless

ad-hoc networks - for example, the lack of Quality-of-Service (QoS) or high per-

formance guarantees in mobile ad-hoc networks (MANETs) - and the restricted

resources of wireless nodes - such as battery power, bandwidth, or computing

power.

1.7 Security mechanisms in ad-hoc networks

One of the biggest challenges facing the wide-spread adoption of ad-hoc net-

works is the threat that the data is easily vulnerable to any eavesdroppers. The

decentralized and ad-hoc nature of the connections render the usual data secu-

rity mechanisms unsuitable for use in the networks under consideration. Physical
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layer security mechanisms [BBRM08] are an interesting and viable option for such

networks. The ubiquitous and on-the-fly nature of such mechanisms are highly

suited for providing security in self-organizing cooperative relaying networks.

The specific form of physical layer security that we will focus on is called

reciprocal channel key generation (RCKG). It was proposed in [HHY95] and

has recently been discussed extensively in [WS10] for co-located MIMO sys-

tems. RCKG can be used in conditions when the wireless channel between

two communicating nodes is nearly reciprocal. Reciprocity is not an imprac-

tical assumption as it is practically achieved in a variety of wireless systems em-

ploying time-division duplex (TDD), such as IEEE 802.11 [IEE97], IEEE 802.16

(WiMAX) [IEE97], and 3rd Generation Partnership Project (3GPP) Long Term

Evolution (LTE) [DPS11].

In Chapter 7, we will extend the analysis from [WS10] to the case of cooper-

ative MIMO systems, and also propose a new incremental method for providing

physical layer security to multi-hop networks.

1.8 Simulation tool

We have created a Matlab-based simulation tool SONIR (Self-Organized Net-

work with Intelligent Relaying) [ZGA+10] that allows for the evaluation of ad-hoc

and cooperative MIMO-based multi-hop relaying networks on the system level.

SONIR can be used to analyze and visualize signal processing algorithms for het-

erogeneous distributed MIMO systems. Since it is MATLAB-based and tailored

for ad-hoc, mobile, and cooperative communication scenarios with a handy GUI

(Graphical User Interface) and a visualization tool to boot, we have a greater

flexibility for simulating new techniques as opposed to other network simulators.

The simulator provides an ideal platform for the implementation and testing of

various techniques for ad-hoc and cooperative MIMO based multi-hop relaying

networks, and to see the benefits of these techniques on a system level. We

have tested algorithms for a new clustering scheme, new routing scheme, physical

layer security, robust beamforming, as well as a DHT implementation in ad-hoc

settings.

A user’s guide for the SONIR tool is provided in Appendix A.
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1.9 Overview and contributions

In the first part of the thesis we analyze cooperative multi-hop relaying networks

and derive some closed form expressions for different parameters of such networks.

Based on these analyses we present some algorithms as solutions for some common

problems faced by the ad-hoc networks under consideration. The results presented

in this thesis are of importance to network designers as we move towards the

standardization of cooperative multi-hop networks. The closed form expressions

derived in this thesis can help network designers to ensure that the quality of

service is ensured even in worst-case scenarios.

1.9.1 Part 1: An Analytical look at Relaying

• Chapter 2 of this thesis analyses the most popular relaying schemes,

amplify-and-forward (AF) and decode-and-forward (DF) in terms of ca-

pacity for single antenna devices. The received signal-to-noise ratio (SNR)

and the ergodic capacity of these relaying schemes are studied considering a

multi-hop wireless transmission in the presence of Rayleigh fading. To max-

imize the ergodic capacity, we consider the relays to be optimally located

(equidistant) and also assume that the channel statistics remain the same

for all hops and the noise power is equal at all relays and terminals. Con-

sidering these assumptions, the ergodic capacity of the two aforementioned

relaying schemes is analyzed and compared. Closed form expressions for

the capacity have been derived and they show that decreasing the number

of hops in multi-hop can give an improvement in the performance in terms

of the capacity. The analytical results can help to determine the thresholds

at which nodes can switch between different modes of transmission, such

as the relaying scheme and the appropriate number of hops, in multi-hop

networks, to ensure the QoS.

• Chapter 3 of this thesis studies the case of multiple co-located antennas

at the relay nodes (without considering antenna selection) in multi-hop

networks. The goal of this chapter is to study the performance of the

transmission over an optimum multi-hop route (using equidistant relays,
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as discussed in the last chapter) which is found based on MIMO, single

input multiple output (SIMO) and SISO links. Closed form expressions

for the upper bound of the symbol error rate (SER) have been derived

for these multiple antenna configurations and the effect of increasing the

number of antennas, the number of hops, and the transmit power has also

been studied. The analysis shows that the gain obtained by employing

SIMO multi-hop networks is larger than that for MIMO (Alamouti) multi-

hop networks when assuming the same total number of antennas. In other

words, assuming a network with single antenna devices cooperating with

each other, increasing the transmit diversity should be given lower priority

over increasing the receive diversity.

• Chapter 4 of this thesis focuses on the cooperative MIMO scheme in

wireless communications. In this chapter, the users are considered to be

equipped with single antennas only and generating indigenous SIMO and

MIMO channels will thus be impossible. Therefore, a combination of the

single-antenna users is employed to constitute a virtual antenna array in or-

der to generate a cooperative MIMO channel. First, we describe a method

devised by us to employ SISO piloting in order to gauge the quality of

prospective cooperative MIMO links. Then, the performance of the coop-

erative MIMO in the presence of synchronization errors is studied. The

synchronization error, caused by the distributed nature of the scheme, is

considered as inaccurate channel state information, which is modeled as an

additive norm-bounded inaccuracy matrix. A closed-form expression is de-

rived for the lower bound of the SINR. Using this, a closed-form expression

of the Bit Error Rate (BER) in the high SNR regime for the worst case error

vector is also derived. These expressions are, to the best of our knowledge,

not present in the literature before and we feel that these worst case per-

formance expressions are of interest to system designers as it helps them to

design the system with specific guarantees about the outage behavior.
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1.9.2 Part 2: Ad-hoc Networking Solutions

• Chapter 5 of this thesis presents some proposed improvements for cluster-

based ad-hoc networks on the data link layer and the network layer will

be discussed. Specifically, we will look at clustering and routing for such a

communication scheme involving cooperative relaying. The first part of this

chapter presents a new clustering scheme developed by us that forms clus-

ters in such a way that it enables low energy transmissions and distributes

the transmission energy consumption over all the nodes in a more even

way which leads to a significantly longer network life-time. A new routing

method tailored for use in cooperative MIMO networks is also presented

in this chapter. Using cooperative MIMO for range extension of individual

hops in a multi-hop network can provide a much improved link throughput

capacity. Using our proposed scheme can make it simpler for cluster-heads

to employ cooperative MIMO techniques in an ad-hoc manner since we use

simple piloting and employ that to form tables at the cluster-heads which

will be used for routing between clusters using heterogeneous cooperative

MIMO links.

• Chapter 6 of this thesis presents an analysis on data management in multi-

hop ad-hoc networks through the use of distributed hash tables. There is a

current interest in the creation of new methods to handle data in decentral-

ized wireless networks, and this chapter provides a solution to that effect.

Novel DHT protocols which incorporate knowledge about the underlay net-

work clustering configuration are presented in this chapter and are designed

to perform well on heterogeneous dynamic ad-hoc networks. We show a ten

to fifteen percent decrease in the network load for our scenario compared

to schemes which do not take clustering information into account. Simula-

tions also show that some claimed overlay benefits from earlier schemes are

less pronounced when coupled with a real wireless underlay network. This

highlights the importance of simulating both overlay and underlay networks

together.

• Chapter 7 of this thesis looks at methods for providing physical layer secu-
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rity to cooperative multi-hop networks. Security is a critical issue faced by

ad-hoc networks, where the distributed nature and the lack of infrastruc-

ture may lead to a network that is vulnerable to eavesdropping. The focus

of this chapter is on exploiting the benefits of cooperative communications

to improve the information theoretic limit of reciprocal channel key gener-

ation (RCKG). The information theoretical limit of RCKG for co-located

multiple input multiple output (MIMO) scheme is compared with the co-

operative MIMO scheme using numerical simulations. We also propose a

new method for providing incremental physical layer security to multi-hop

networks. This two-step encryption drastically reduced the vulnerability

of RCKG and is very suitable when high levels of security are required.

It is also especially suitable for providing security in cooperative MIMO

communication as it performs well even for the specific scenario when the

eavesdropper is close to the cluster-head. This chapter highlights the bene-

fit of cooperative communications over co-located communications in terms

of physical layer security.
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2.1 Introduction

Employing relays in wireless communication networks can result in many adavan-

tages [PWS+04], [LTW04], [HA03]. Relays can be used to extend the coverage

as well as provide a greater capacity. Relays can also be used for the purpose

of load balancing in areas where the network traffic is high. Wireless relaying

can also reduce the transmission power consumption at the terminals and thus

prolong battery life.

Different relaying strategies have been developed in the literature depending

on the processing at the relays, e.g., amplify-and-forward (AF) relaying [LTW04],

decode-and-forward (DF) relaying [JHHN04], and compress-and-forward relaying

[KGG05]. Their capacity and performance has been studied in the literature for

the multi-hop scenario using different channel models. The capacity of a Gaussian

degraded relay channel (where only additive white Gaussian noise is taken into

account) has been obtained in [CE79] and [EZ05]. Studying the capacity of

multi-hop network in the fading environment is, however, a more interesting

task. The performance of wireless relaying has been extensively studied in terms

of outage probability and error rate in [HA03] [KTM06] [FB08], but very few

studies have taken a look at the ergodic capacity for the case of fading relay

channels. In [HMZ05], the authors have studied the upper and lower bounds of

the ergodic capacity for a single relay channel. Therefore we study the ergodic

capacity for the multi-hop case with Rayleigh fading in this chapter.

In this chapter, the received signal-to-noise ratio (SNR) and the ergodic ca-

pacity of relaying systems are studied considering a multi-hop wireless trans-

mission in the presence of Rayleigh fading. To do so, distributed relays are

considered between the source and the destination with Single Input Single Out-

put (SISO) links between the relay nodes employing Amplify-and-Forward (AF)

or Decode-and-Forward (DF) relaying, which are the two most popular relaying

schemes. To maximize the ergodic capacity, we consider the relays to be opti-

mally located (equidistant) and also assume that the channel statistics remain

the same for all hops and the noise power is equal at all relays and terminals.

Considering these assumptions, the ergodic capacity of the two aforementioned

relaying schemes is analyzed and compared. This work was published by us
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(a) AF scheme

(b) DF scheme

Figure 2.1: AF and DF relaying schemes.

in [ZGS+11], [ZGH11b], [ZGH12a], [ZGH12b] and [Ghe12]. Note that in this

chapter we only consider single-antenna devices. Multiple-antenna devices are

considered in Chapter 3.

Considering nodes with limited transmission ranges, multi-hop relaying is a

promising communication technique between a source and a destination via some

relay nodes in between. In the case of a channel subject to a deep fade and

limited power resources at the source, multi-hop relaying is even more interesting.

In multi-hop relaying each relay processes the received signal depending on the

relaying schemes in use, e.g., amplify-and-forward relaying (AF), decode-and-

forward relaying (DF), or compress-and-forward relaying and then retransmits

it. Because of the simplicity of the AF and DF schemes, these are of particular

interest. In the AF scheme, each relay simply amplifies the received noisy signal

and retransmits it to the next relay, while in the DF scheme each relay decodes

the received signal and then forwards it. Figure 2.1 illustrates the AF and DF

scheme.

This chapter starts by analyzing the ergodic capacity of the AF and DF relay-

ing schemes in case of a SISO link, assuming that the channel state information

of each hop is available at the corresponding terminal and the transmit power
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of each relay is limited to a threshold. A closed form solution is achieved as a

function of the number of the hops for the DF scheme, but in case of the AF

scheme only a closed form solution in the high SNR regime is achieved. Further-

more, the performances of AF and DF schemes are compared from the ergodic

capacity view-point. These analyses show this important fact that the ergodic

capacity of the multi-hop transmission can be increased in the high SNR regime

by decreasing the number of hops (as long as the quality-of-service requirements

are fulfilled).

In multi-hop networks, the direct transmission between the source (TX) and

the destination (RX) is so weak that some relays have to be employed on the path

between the source and the destination to aid in the communication. Figure 3.1

illustrates the model of the multi-hop relaying between the transmitter and the

receiver over M hops using SISO links between the relays.

Figure 2.2: The relaying model in multi-hop scenarios.

The received signal at the ith relay is given by

yi =
√
Ps · hi · xi−1 + νi, i = 1, 2, · · · ,M (2.1)

where

Ps is the transmit power of the nodes

xi−1 is the signal transmitted by the (i− 1)th relay

hi is the coefficient of the SISO quasi static frequency flat block

fading channel between the (i− 1)th and ith relay nodes

νi is the Additive white Gaussian noise (AWGN) for the ith relay
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Channel Model:

We consider the communication to be affected by AWGN and Rayleigh fading.

The channel hi is modeled by independent identically distributed zero mean cir-

cularly symmetric complex Gaussian (ZMCSCG) random variables with variance

σ2
i . The noise νi is also modeled as ZMCSCG. Note that the transmit power of

the relays is assumed constant and does not change by changing the number of

hops. We do not consider the effect of shadowing in our analysis to simplify the

problem at hand. So our channel is affected only by fast fading and the path

gain. The variance of hi denotes the power of the channel which depends on the

path gain as the variance of the fast fading is 1. The variance of the noise (σ2
ν)

is assumed to be the same for all of the relay nodes. It is assumed that all the

relay nodes are located equidistant to each other and on a straight line between

the transmitter and the receiver. Therefore the channel variance (average path

gain) of all the hops is the same. From Friis transmission equation:

ξ = GrGt

(
λ

4πR

)α
, (2.2)

where

ξ is the path gain

Gr is the antenna gain of the receiver

Gt is the antenna gain of the transmitter

λ is the wavelength

R is the distance between the transmitter and the receiver

α is the path loss exponent

If d is the distance between the transmitter and the receiver in Figure 3.1,

and there is a total of M hops, then the distance between any two relays is d/M .

If hD denotes the direct channel between source and destination, then the path

gain corresponding to it (ξD) is given by

ξD = GrGt

(
λ

4πd

)α
, (2.3)
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and the path gain on each of the M hops (ξM) is given by

ξM = Eh{|hi|2} = GrGt

(
Mλ

4πd

)α
, i = 1, 2, · · · ,M (2.4)

where

E{·}: is the statistical expectation

| · | is the magnitude of a complex number

Also, because the statistics of the channels for all the hops are the same, the

subscript of h, which refers to the hop-number, can be dropped, i.e.,

Eh{|hi|2} = Eh{|h|2} = ξM = ξD ·Mα, i = 1, 2, · · · ,M (2.5)

As equation (2.5) implies, increasing the number of hops decreases the distance

between the relay nodes which increases the path gain. The maximum number

of the hops can be defined considering a reference distance in order to express

the path loss of a channel. In other words, the length of all the hops is the same

as the reference distance and the channel variance of each hop is 1, using the

maximum number of the hops. By considering a reference distance to describe

the path loss of the channel, we can define the maximum number of hops. If the

maximum number of hops which can be used in the transmission is denoted by

M̂ , then using (2.5), we can write

ξM
ξM̂

=
Mα · ξD
M̂α · ξD

=

(
M

M̂

)α
.

Using the maximum number of hops, the path gain will be 1 (ξM̂ = 1) i.e. so

many relay nodes are employed that the channels do not deteriorate the signal

power. Therefore, ξM can be written as

ξM =

(
M

M̂

)α
(2.6)

Because the channels are all modeled as ZMCSCG, it can be concluded that

the channel’s magnitude distribution is Chi-squared with 2 degrees of freedom.

If q denotes |h|2, the Probability Density Function (PDF) and Cumulative Dis-
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tribution Function (CDF) of q ∼ χ2
2 for q ∈ [0,∞) can be written as

fQ(q) =
1

ξM
· exp

(
− q

ξM

)
FQ(q) = 1− exp

(
− q

ξM

)
. (2.7)

The instantaneous channel state information (CSI) of hi is known at the next

relay node ri. With the aid of the known CSI at the relay, the channel phase

is compensated at the relay nodes. Depending on the relaying scheme, the relay

nodes do some processing on the received signal before forwarding the signal to

the next relay node and this chapter focuses on the AF and DF relaying scheme.

The channel capacity defines the maximum amount of information that can

be reliably transmitted over a communication channel. Therefore it is possible

to compare the designed systems with this theoretical upper bound. The ergodic

capacity is considered as a parameter to study the multi-hop network as it gives

a very good indication of the performance of wireless systems [SW48].

2.2 Analysis of capacity for Amplify and for-

ward relaying (AF)

In the AF (Amplify and Forward) transmission technique, the receiver node am-

plifies the signal after compensating the channel phase and sends it on to the

next node, without any other processing. In AF relaying, at the ith relay node,

the signal is amplified by an amplification factor of Ai before transmission to the

next relay. The amplification gain is a function of the channel corresponding to

the ith hop and can be written as

Ai =

√
Ps

Ps |hi|2 + σ2
ν

. (2.8)

where Ps is the average transmit power of the node, which is assumed to be the

same for all of the relays. It should be considered that the relay nodes amplify the
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noisy received signal and as a result the noise component is also amplified. The

received signal at the destination after forwarding over M hops can be written as

yrx =
√
Ps · x

M∏
i=1

Ai · |hi|︸ ︷︷ ︸
signal component

+
M−1∑
i=1

Ai · νi
M∏

k=i+1

Ak · |hk|+ AM · νM︸ ︷︷ ︸
total noise

, (2.9)

where x is the unit-power signal transmitted by the source.

Based on (2.9), the power of the signal component can be written as

Psig = Ps · E

{
M∏
i=1

A2
i · |hi|2

}
. (2.10)

and assuming that the relay noise {νi}Mi=1, and the channel coefficients {hi}Mi=1

are independent from each other, Ai = A, and

E
{
A2
i |hi|2

}
= E

{
A2|h|2

}
, i = 1, 2, · · · ,M.

The power of the signal component can be obtained as

Psig = Ps E{A2|h|2}M . (2.11)

The noise power can be written as,

Pn = E


∣∣∣∣∣
M−1∑
i=1

Aiνi

M∏
k=i+1

Akhk + AMνM

∣∣∣∣∣
2


Pn = σ2
ν

[
E{A2

M}+
M−1∑
i=1

E{A2
i }E{A2

i |h|2}M−i
]
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Using the change of variable: E{A2
i } = GM , for i = 1, 2, · · · ,M , we get

Pn = σ2
ν GM

[
1 +

M−1∑
i=1

E{A2|h|2}M−i
]

By using the geometric series we can simplify the equation of the noise power as

Pn = σ2
νGM

1− E{A2|h|2}M

1− E{A2|h|2}
(2.12)

If β denotes E{A2|h|2}, the received SNR after multi-hopping (SNR|mh,rx) can

be writen as

SNR|mh,rx =
P βM(1− β)

σ2
ν GM(1− βM)

. (2.13)

The SNR after the single-hop direct channel communication (SNR|sh,rx) is given

by P/σ2
ν , so we can write

SNR|mh,rx

SNR|sh,rx
=

βM(1− β)

GM(1− βM)
. (2.14)

For the special case of no fading and high SNR (P � σ2
ν), β goes to one, because

β denotes E{A2|h|2} and for P � σ2
ν equation (2.8) becomes

Ai =
1

|hi|
. (2.15)

and using equation (2.5), we can write

GM = E{A2
i } =

1

E{|h|2}
= M−α, i = 1, 2, · · · ,M. (2.16)

Note that the number of the hops in the multi-hop network is considered as

M . If β approaches one, 1−βM
(1−β)βM

approaches M . This is obtained using the de

l’Hopital’s rule as follows

∂
(

1−βM
βM−βM+1

)
∂β

=
−MβM−1

MβM−1 − (M + 1)βM
= M, β = 1. (2.17)
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So for the special case of β = 1, equation (2.14) becomes

SNR|mh,rx

SNR|sh,rx
=

1

MGM

. (2.18)

Using equation (2.16), the ratio of the SNR in the multi-hop relaying with

M hops (the distance between the relays is d/M) to the SNR in the single-hop

transmission in the high SNR regime can be written as

SNR|AF
M

SNR|AF
1

= Mα−1. (2.19)

Equation (2.19) shows that for β = 1 and α = 2, increasing the number of hops

gives us a gain equal to M . This enhancement can be decreased if β is different

from one. In the worst case multi hoping can even decay the performance. Figure

2.3 illustrates the received SNR as a function of the number of hops for the fading

channels and different ratios of (P/σ2
ν).

Based on the calculated SNR the ergodic capacity of the multi-hop AF trans-

mission based on the equidistant model is

CAF =
1

M
log2

1 +
P βM(1− β)

σ2
ν GM(1− βM)︸ ︷︷ ︸

SNR at the Rx

 (2.20)

As it was shown, in the ideal case, the SNR will increase linearly with the in-

creasing number of hops. The ergodic capacity, however, increases logarithmically

with the SNR but decreases linearly with the number of hops. Figure 2.4 shows

the ergodic capacity of the channel, expressed in equation (2.20) as a function of

the number of hops.

On the other hand, the ergodic capacity decreases linearly with the number

of the hops because of the increased number of retransmissions. Therefore, it

can be concluded that an increase in the number of the hops yields a decrease

in the ergodic capacity of the transmission in the high SNR regime. In order

to analyze the capacity in the low SNR regime, a simulation has been done for

different values of the path loss exponent α because a change in the environmental

29



Figure 2.3: Received SNR as a function of the number of hops (BPSK modulation
and α = 2).

conditions, e.g., the path loss exponent, can influence the results. The ergodic

capacity of the channel as a function of the transmission power in case of different

numbers of hops is shown Figure 2.5.

The analysis points to a common misconception that shorter hops, by em-

ploying more relay nodes, result in an increased performance. While it is true

that the received SNR for each hop is better in that case, the increased num-

ber of re-transmissions due to multi-hopping translates into a linear decrease in

the throughput capacity of the multi-hop link which overtakes the logarithmic

increase in capacity due to the increased SNR, and in the end we are left with a

reduced overall performance. Note that in this analysis we have not considered
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Figure 2.4: Ergodic capacity (bits/sec/Hz) of the channel as a function of the
number of hops (BPSK modulation and α = 2).

the re-use of resources. Re-using the resources, such as frequency bands used

for transmission, for simultaneous interference-free transmissions will reduce this

linear decrease due to re-transmsissions. On the other hand, increasing the num-

ber of the hops can increase the capacity in the low SNR regime, as depicted in

Figure 2.5(b). If the path loss exponent is high, e.g., in an indoor environment,

this phenomenon becomes more noticeable.
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(a)

(b)

Figure 2.5: Ergodic capacity (bits/sec/Hz) of the channel in case of different
numbers of hops (M) in the AF relaying scenario considering that the maximum
number of hops (M̂) is 20, where ρ = Ps/σ

2
ν and BPSK modulation is used. (α

is the path loss exponent)
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2.3 Analysis of capacity for Decode and forward

relaying (DF)

In case of DF transmission, the relay nodes fully decode the received signal,

and re-encode it before the transmission. Using the result in [CE79], the overall

system capacity cannot be larger than the capacity of each hop. Therefore, the

ergodic capacity of the DF relay network with M hops is written as

CDF =
1

M
· E {min{c1, c2, . . . , cM}} , (2.21)

where ci is the channel capacity of the ith hop. The instantaneous capacity of

ith hop is expressed as

ci = log2

(
1 +

Ps
σ2
ν

|hi|2
)
. (2.22)

Considering equidistant relays and the same distribution for all channels hi (i =

1, 2, · · · ,M), the distribution of the instantaneous channel capacity of all hops

will be the same. For simplicity in writing the equations, we use c′ to denote the

instantaneous channel capacity. Using this notation, we derive the distribution of

c′, which is the same for all hops. If q denotes |hi|2, the CDF of c′ = log2(1+ρ ·q),
where ρ = Ps/σ

2
ν , can be written as

FC′(c
′) = P (log2 (1 + ρ · q) ≤ c′)

= P

(
q ≤ 2c

′ − 1

ρ

)
= FQ

(
2c
′ − 1

ρ

)
.

Using equation (2.7), we can rewrite the CDF of c′ as

FC′(c
′) =

{
1− exp

(
−2c

′−1
ρ·V

)
if c′ ≥ 0

0 if c′ < 0
(2.23)
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It is clear that c′ ∈ [0,∞), and FC′ (0) = 0, and FC′ (∞) = 1. By forming the

derivative of the CDF with respect to c′, we can get the PDF as

fC′(c
′) = exp

(
−2c

′ − 1

ρ · V

)
2c
′ · ln(2)

ρ · V
. (2.24)

where ρ = Ps/σ
2
ν . Next, we find the distribution of CDF = 1

M
min{c1, c2, . . . , cM}.

It is obvious that M ·CDF = ci, if ci ≤ ck, where k = {1, 2, . . . , i−1, i+1, . . . ,M}.
This can be expressed as

P (M · CDF = ci) = P (ci) ·
M∏
k=1
i 6=k

P (ci ≥ ck),

and the PDF of c′′ = M · CDF can be expressed as

fC′′(c
′′) = P (c′′) ·

M∏
k=1
i 6=k

P (c′′ ≤ c′)

== P (c′′) ·
M∏
k=1
i 6=k

(1− P (c′ ≤ c′′))

=
M∑
i=1

fC′(c
′′)

M∏
l=1
l 6=i

(1− FC′(c′′))

=
2c
′′ · ln(2) ·M
ρ · V

exp

(
−M 2c

′′ − 1

ρ · V

)
. (2.25)

Using the PDF of c′′, the average of CDF is obtained as

E{CDF} =
1

M

∫ ∞
0

c′′ · fC′′(c′′)dc′′

= −
Ei
(
−M
ρ·V

)
· exp

(
M
ρ·V

)
M · ln(2)

, (2.26)
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where Ei(x) denotes the exponential integral given by

Ei(x) =

∫ x

−∞

exp (−t)
t

dt

and

∂Ei(x)

∂x
=

exp (x)

x
(2.27)

It is interesting to understand analytically, how the ergodic capacity changes with

respect to the number of hops. It is true that number of hops is a natural number,

but for simplicity, we assume that M is a real positive number. Therefore, re-

membering that V =
(
M

M̂

)α
, we calculate the derivative of E{CDF} with respect

to M as

∂E{CDF}
∂M

=
exp

(
M̂α

ρ·M(α−1)

)
· Ei

(
− M̂α

ρ·M(α−1)

)
·

[
M̂α

ρ·M(α−1) · (α− 1) + 1
]

+ (α− 1)

(M2 · ln(2))
. (2.28)

By studying the sign of (2.28), we figure out that the equation (2.28) is negative

in the high SNR regime, and it is independent of the choice of α. However in the

low SNR regime, the choice of α plays a decisive role in determining the sign of

the equation (2.28). This phenomenon is shown is Figure 2.6, where x = M̂
α−1
√
ρ·M .

Figure 2.6 shows that in the very low SNR regime, changing the number of

hops cannot result in an improvement in the performance of the transmission,

while in the high SNR regime, increasing the number of hops can increase the

performance, if the environment imposes a high value of the path loss exponent.

Figure 2.7 also confirms this conclusion. In this figure the analytical result of

E{CDF} versus ρ is illustrated for different numbers of hops and for different

values of α by using the equation (2.26).

The analysis of the ergodic capacity for the DF scheme has shown the fact

that improving the performance of the transmission by changing the number of

hops depends on different factors such as the SNR regime, the path loss exponent

and the distance between the transmitter and the destination. In the non-line-
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Figure 2.6: The differentiation of E {CDF} with respect to M , where x = M̂
α−1
√
ρ·M

and M̂ = 10.

of-sight case or relatively lossy environments (high value of α) the reliability of

the transmission in the low SNR regime is improved by using more hops, while

in the high SNR regime it is always more reliable to decrease the number of hops

without the need for taking any environmental conditions into consideration.

2.4 Comparison of AF and DF relaying schemes

After analyzing the ergodic capacity of the AF and DF relaying schemes in the

last two sections, it is possible to compare these two relaying schemes from the
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Figure 2.7: Analytical result of E{CDF} versus ρ = Ps/σ
2
ν for different numbers

of hops, different path loss exponents (α) and BPSK modulation.
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capacity point of view. We know that the capacity for the DF scheme is given by

CDF =
1

M
min{c1, c2, . . . , cM}

=
1

M
log2 (1 + min{γ1, γ2, . . . , γM}) ,

where γi denotes the received SNR for the ith hop and ci is the channel capacity

of the ith hop. The ergodic capacity for the AF scheme is given by

CAF =
1

M
log2 (1 + γtotal) ,

where γtotal stands for the received SNR at the destination. It is shown for the

AF scheme that the relays amplify the received noisy signal. Therefore, the

SNR is not changed after amplifying. On the other hand, the amplified signal

is attenuated over the channel towards the next relay, and the antenna at the

relay adds some noise to the received attenuated signal. Therefore, the received

SNR decreases by forwarding over the hops. Let the kth hop be the weakest

hop between the source and the destination for the DF scheme. Considering the

aforementioned facts about the AF scheme, one can easily show that γtotal ≤ γk

and

CDF =
1

M
log2 (1 + min{γk})

CDF ≥ CAF. (2.29)

This comparison is also shown through a simulation for different number of

hops and a varying transmit power of the nodes. The result of the simulation is

illustrated in Figure 2.8.

2.5 Conclusions

The results presented in this chapter are of importance to network designers as

we move towards the standardization of cooperative multi-hop networks. The

analytical results can help to determine the thresholds at which nodes can switch

between different modes of transmission, such as the relaying scheme, and the
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Figure 2.8: Comparison of AF and DF scheme from ergodic capacity
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appropriate number of hops to ensure the QoS.

The ergodic capacity has been studied in case of the most popular relaying

schemes of the multi-hop network (AF and DF relaying schemes). An optimum

multi-hop network (equidistant relays) was assumed, in which the variances of the

channels of all the hops is the same and the antennas at the relays are identical.

The analysis of the ergodic capacity for both relaying schemes has identified that

in the high SNR regime, decreasing the number of the hops yields an increase

in the performance of the transmission. But in case of the low SNR regime, the

environmental factors, e.g., the path loss exponent and the distance between the

source and the destination have to be considered before increasing or decreasing

the number of the hops in order to improve the performance of the network.

In case of an environment which has a large path loss exponent, decreasing the
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number of the hops decays the performance in the low SNR regime. Using the

AF relaying scheme, as a result of transmitting the signal over more hops in

the low SNR regime, the received SNR is decreased, because of the fact that

by amplifying the received signal the noise component is also amplified. But

using more hops in the high SNR regime increases the received SNR. Comparing

AF and DF relaying schemes, it has been observed that the DF relaying scheme

provides higher ergodic capacity than the AF relaying scheme using the same

number of hops.

For future work, it would be interesting to evaluate these relaying schemes

in the presence of interference from external users and from those within the

network. In the analysis presented in this chapter we have only considered single

active multi-hop communication links at a time. Also, it would be essential to

have a look at the overall network throughput instead of looking at only the

link throughput and future work should take into account the effect of error

propagation in the DF relaying scheme.

It is important to point out here that we are assuming that new resources

such as frequency are considered to be used for each hop. A future analysis that

takes into account frequency re-use will yield an even better spectral efficiency.
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Chapter 3

Relaying schemes involving

multiple co-located antennas
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3.1 Introduction

We have shown in the last chapter that reducing the number of hops improves the

performance of the transmission, especially in the high SNR regime, for SISO links

between relays. However, reducing the number of hops also causes an increased

BER and thereby a drop in the quality of service (QoS) at the destination. One

attractive method for reducing the number of hops and ensuring the QoS is

to employ additional antennas at the transmitter and/or at the receiver side

and/or at the relays. By using more antennas we can extract the benefits of

the MIMO channels, and increase the range of the transmission. Space-time

coding and beamforming are among the most popular techniques for increasing

the diversity of multiple-antenna systems [Jaf05], [HTR03]. Orthogonal space

time block codes (STBC) have been introduced in [TJC99] and [TSC98]. If

channel knowledge is not available at the transmitter but perfect CSI is available

at the destination, STBC is the most suitable and accepted technique in order

to increase the diversity. Further work has been done in [LW03], [CH03], and

[CGB04] to increase the networks reliability when employing space-time codes

between the relay nodes. In [WZHM05], the lower and upper bounds of the

ergodic capacity have been derived considering multiple input multiple output

(MIMO) single relay channels in Rayleigh fading. We felt that there was a lack

of simplified expressions for the SER (symbol error rate) in the literature for

the MIMO, the single input multiple output (SIMO), and the single input single

output (SISO) cases, that can be conveniently used to compare the effects of

different configurations, e.g., different numbers of hops, different transmit energies

of nodes, different number of transmit antennas, and different number of receive

antennas, on the performance of the multi-hop scheme. This chapter addresses

this issue. This work was published by us in [ZGH12a], [ZGH12b] and [Ghe12].

The goal of this chapter is to study the performance of the transmission over

an optimum multi-hop route (using equidistant relays, as discussed in the last

chapter) which is found based on MIMO, single input multiple output (SIMO)

and SISO links. We assume that the number of transmit and receive antennas

is the same for all the hops. Moreover, antenna selection methods for the trans-

mit antennas are not considered in this work. The decode-and-forward (DF)
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relaying scheme is used and channel state information (CSI) is not needed at the

transmitter. We evaluate the wireless communications scenarios in the presence

of Rayleigh fading and assume non-correlated channels. For simplicity, we do

not consider more than two antennas at the transmitter side, and we study only

the Alamouti STBCs (Space-Time Block Codes)-based scheme for the MIMO

multi-hop network. This chapter only looks at devices with co-located multiple

antennas. Cooperative (virtual) multiple antenna schemes are considered in the

next chapter.

3.2 Number of receive antennas and number of

hops

3.2.1 Optimum multi-hop network

Assuming that we can put the relay nodes wherever required between the trans-

mitter and the destination and that the number of antennas at the relay nodes is

not limited, we can generate a multi-hop network for a varying number of trans-

mit and receive antennas. This multi-hop network is optimum in terms of the

number of hops because we use the smallest number of hops for a given threshold

of the QoS (Quality of Service). The QoS in this chapter relates to ensuring that

the bit error rate (BER) does not exceed a certain threshold.

Figure 3.1 illustrates the model of the multi-hop relaying between transmitter

and receiver over M hops. It is similar to the model used in the last chapter

except here the relays can be equipped with multiple antennas.

Figure 3.1: The model of relaying for multi-hop scenarios.

Assuming that the average of the loss of the channels of all hops and the noise

at the relays are identical, the SER (Symbol Error Rate) is the same for all hops.
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The SER at the destination is written as

SERtotal = 1− (1− SER)M , (3.1)

where M and SER denote the number of required hops and the symbol error rate

of one hop, respectively. Let SERth denotes the maximum allowable symbol error

rate at the destination. In other words, SERth is the given threshold for the QoS.

Now the goal is to find the minimum number of required hops under this SER

constraint.

In general, for maximum-likelihood estimation, the probability of the SER in

additive white Gaussian noise channel can be approximated as

SER ≈ N̄e

2
· erfc

(
dmin

2 ·
√
σ2
ν

)
= N̄e ·Q

(√
d2

min

2 · σ2
ν

)
, (3.2)

where

Q is the Q-function which is the tail probability of the standard

normal distribution

N̄e is the number of nearest neighbors

dmin is the minimum Euclidean distance of underlying constellation

σ2
ν/2 is the noise power spectral density

The Q-function is

Q(x) =
1

2
· erfc

(
x√
2

)
(3.3)

where

erfc(x) =
2√
π
·
∫ ∞
x

exp(−a2) da

We assume that Ps is the transmit power per symbol and d̃min = dmin√
Ps

. Then,
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we can write equation (3.2) as

SER = N̄e ·Q

√ d̃2
min · Ps
2 · σ2

ν


= N̄e ·Q

√ d̃2
min · ρ

2

 (3.4)

where ρ = Ps
σ2
ν

is the average SNR at the receiver. Assuming a Rayleigh fading

channel with D-fold diversity, where D = Mt ·Mr (Mt and Mr are the number

of transmit and receive antennas respectively), and maximum ratio combining

(MRC) at the receiver, the SER can be written as [Gol05]

SER = N̄e ·Q

√ d̃2
min · η

2

 (3.5)

where η stands for the average SNR at the receiver after receive combining and

is related to ρ as

η =
1

D

D∑
i=1

|hi|2 · ρ (3.6)

where hi is the Rayleigh fading channel between the transmitter and the ith

receiver. Then, we can employ the Chernoff bound Q(x) ≤ 1/2 · exp(−x2/2)

[Gol05]. Using this it is possible to bound equation (3.5), which results in

SER ≤ 1

2
· N̄e · exp

(
−η · d̃

2
min

4

)
, (3.7)

where η stands for the average SNR at the receiver after receive combining.

If H ∈ CMr×Mt denotes the channel matrix whose elements are zero mean

and experience correlated Rayleigh fading, we can employ the property of the
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Rayleigh fading channels H ∈ CMr×Mt [PNG08] that

E{exp(−zHAz)} =
exp{−µHA(In + ΣA)−1µ}

det(In + ΣA)
, (3.8)

where

A is a Hermitian matrix

z ∼ CN(µ,Σ).

Using A = a · IMr·Mt×Mr·Mt and z = vec(H), thus z ∼ CN(0,R), we can

easily write that

E{exp(−a · ‖H‖2
F )} =

Mt·Mr∏
i=1

1

1 + a · λi(R)
, (3.9)

where

a is a real number

R is E{vec(H) · vec(HH)}
λi(R) is the ith eigenvalue of R

vec(H) stacks H into a vector columnwise

AH is the Hermitian transpose of the matrix A

3.2.1.1 SISO DF multi-hop network

It is assumed that for a given Ps and a given SERth, M̂ is the maximum number

of required hops. Note that this is the threshold for the whole transmission.

Employing SISO links over M hops, with equidistant relays, it can be written

that

h = h̆

√(
M

M̂

)α
, (3.10)

where h stands for the channel between any two relays, h̆ stands for a normalized

SISO channel with E
{
|h̆|2
}

= 1. And M̂ denotes the maximum number of
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hops possible (same as the last chapter). If |h̆| is a Rayleigh distributed random

variable with unit variance, then |h̆|2 would be a chi-squared random variable

with two degrees of freedom. The received SNR (η) at each relay is written as

η =

(
M

M̂

)α
· ρ · |h̆|2, (3.11)

Employing (3.11) and (3.7), for the ith hop, the upper bound of the SER can be

calculated as

SER ≤ 1

2
· N̄e · exp

(
−
(
M

M̂

)α
· ρ · |h̆|

2 · d̃2
min

4

)
.

Employing (3.9), for a =
(
M

M̂

)α
· ρ·d̃

2
min

4
and λi(R) = 1, the upper bound of the

average SER for a SISO link can be written as

SER ≤ 1

2
· N̄e ·

(
1 +

(
M

M̂

)α
· ρ · d̃

2
min

4

)−1

. (3.12)

Note that for the SISO case H is a scalar and R = E
{
|h̆|2
}

= 1 = λi(R).

Equation (3.12) can be rewritten in the high SNR regime (ρ� 1) as

SER ≤ N̄e

2
·

((
M

M̂

)α
· ρ · d̃

2
min

4

)−1

. (3.13)

Substituting (3.13) into (3.1) gives the SER at the destination for SISO multi-

hop network over M hops in the high SNR regime as

SERSISO ≤ 1−

1− N̄e

2
·

((
M

M̂

)α
· ρ · d̃

2
min

4

)−1
M

= SERbound
SISO . (3.14)
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3.2.1.2 SIMO DF multi-hop network

A network with SIMO channels and flat fading is considered. As a result of the

optimality condition in multi-hop networks, it is assumed that all the hops have

the same path loss and the received noise variance is identical for all the relay

nodes. Therefore, the SER is studied for one hop and then applied for all the

other ones. In the aforementioned system, the channel vector h can be written

as

h =
[
h1 h2 . . . hMr

]T
, (3.15)

where

Mr is the number of receive antennas

(A)T is the transpose of a matrix A

The received signal can be written as

y =
√
Ps · h · x+ ν, (3.16)

y is the received signal vector with a size Mr × 1

ν is the ZMCSCG noise with E
{
ν · νH

}
= σ2

n · IMr

Assuming that perfect channel knowledge is available at the receiver in each

hop and employing maximal ratio combining (MRC), the received SNR is maxi-

mized and the received signal after maximal ratio combining (y′) can be written

as

y′ =
√
Ps · hH · h · x+ hH · ν. (3.17)

Considering that the noise vector ν is white and zero mean, the received SNR
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can be given by

η = ‖h‖2
2 · ρ, (3.18)

where ‖h‖2 denotes the 2-norm of h. At least M hops are needed in order to

generate a reliable transmission between the source and the destination. Assum-

ing that the distance between antennas is negligible compared to the length of

the hops, the path loss for each pair of transmit and receive antennas would be

the same and can be normalized, which is written as

h = h̆ ·

√(
M

M̂

)α
,

where E
{
|h̆i|2

}
= 1 for i = 1, 2, · · · ,Mr. Employing (3.9), for a =

(
M

M̂

)α
· ρ·d̃

2
min

4

and λi(R) = 1, the upper bound of the average SER for a SIMO link can be

written as

SER ≤ N̄e

2

[
1 +

(
M

M̂

)α
ρ · d̃2

min

4

]−Mr

. (3.19)

In the case of the high SNR regime, equation (3.19) can be simplified to

SER ≤ N̄e

2

[(
M

M̂

)α
ρ · d̃2

min

4

]−Mr

. (3.20)

Considering (3.20) and (3.1), in the case of the high SNR regime and for a

SIMO multi-hop network over M hops, the SER at the destination can be written

as

SERSIMO ≤ 1−

1− N̄e

2

[(
M

M̂

)α
ρ · d̃2

min

4

]−Mr
M

= SERbound
SIMO . (3.21)
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3.2.1.3 MIMO DF multi-hop network for the Alamouti STBCs-based

scheme

In this section only the Alamouti code [Ala98] is considered for the MIMO scheme.

Therefore, it is assumed that there are two transmit antennas and Mr receive

antennas. An example of the Alamouti scheme with two receive antennas is

shown in Figure 3.2.

Figure 3.2: The model of relaying for multi-hop scenarios.

Similar to the analysis of the SIMO case, it is assumed that the path loss is

the same for all the hops and that the noise variance (σ2
ν) at all the antennas is

the same. Therefore, the SER is studied for just one hop and the results are used

for all the other ones. The channel matrix H is defined as

H =
[
h1 h2

]
∈ CMr×2,
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where hi denotes the Rayleigh fading channel between the ith transmit antennas

and all of the receive antennas. It is assumed that the channel is a quasi-static

block fading channel. Therefore during the first and the second time interval, the

received signals y1 and y2 can be written as

[
y1 y2

]
=

√
Ps
2
·H ·

[
x1 −x∗2
x2 x∗1

]
+
[
ν1 ν2

]
, (3.22)

xi: is the ith transmitted signal with E{|xi|2} = 1

a∗: is the complex conjugate of a

νi: is the ZMCSCG noise for the ith time slot at the receiver.

Defining a new matrix Heff as

Heff =

[
h1 h2

h∗2 −h∗1

]
∈ C2·Mr×2.

After combining y1 and y∗2 from equation (3.22), the received signal can be written

as

ỹ =

√
Ps
2
·Heff · x+ ν̃, (3.23)

where the tilde operator is defined as ã =
[
aT1 aH2

]T
and x =

[
x1 x2

]T
. It

is assumed that perfect channel state information is available at the receiver.

Therefore the received signal after processing at the receiver side is written as

x′ =

√
Ps
2
HH

eff ·Heff · x+HH
eff · ν̃.

It is considered that M denotes the minimum number of required hops. As-

suming that the distance between the antennas is negligible compared to the

length of the hops, the path loss would be the same for every pair of transmit
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and receive antennas. Therefore it is possible to normalize the path loss and write

H =

√(
M

M̂

)α
· H̆ , (3.24)

where, if hi,j are the elements of H , E
{
|h̆i,j|2

}
= 1 for i = 1, 2 and j =

1, 2, · · · ,Mr. Then, the received SNR can be calculated as

η =
ρ

2
·
(
M

M̂

)α
· ‖H̆‖2

F . (3.25)

Employing 3.9, for a =
(
M

M̂

)α
· ρ·d̃

2
min

8
and λi(R) = 1, it is concluded that the

average SER is upper bounded by

SER ≤ N̄e

2

[
1 +

(
M

M̂

)α
· ρ · d̃

2
min

8

]−2·Mr

. (3.26)

Considering the SER in the high SNR regime, it can be simplified as

SER ≤ N̄e

2

[(
M

M̂

)α
· ρ · d̃

2
min

8

]−2·Mr

. (3.27)

Considering (3.27) and (3.1), for a MIMO (Alamouti) multi-hop network and

over M hops in the case of high SNR regime the SER at the destination can be

written as

SERAlamouti ≤ 1−

1− N̄e

2

[(
M

M̂

)α
· ρ · d̃

2
min

8

]−2·Mr
M

= SERbound
MIMO. (3.28)
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3.2.2 Comparison between MIMO (Alamouti STBCs-based),

SIMO and SISO multi-hop networks

In the last section we have studied the SER of the multi-hop networks as a

function of the number of hops, transmit energy per symbol, and the number of

receive antennas for the SIMO and the Alamouti STBCs-based MIMO schemes.

The purpose of using SIMO and MIMO links in the multi-hop networks is to

increase the diversity and extend the transmission distance, which leads to a

decrease in the number of hops. In that analysis, we have assumed that the devices

are equipped with a large number of receive antennas. However, this assumption

cannot be accomplished in a real scenario. Therefore, we need cooperation among

users with a limited number of antennas, or just one antenna each. By using this

cooperation, we can exploit the benefits of the spatial diversity but at the same

time we make the users busier due to their participation in many transmissions

and thus increase the interference in the network. Also, some synchronisation

mechanism will become necessary at the transmitter side. Considering these

facts, it becomes more important to figure out the conditions in which increasing

the number of antennas is worthwhile.

In this section we compare SISO, SIMO and MIMO (Alamouti STBCs-based)

multi-hop, with respect to the number of hops and the rate of the transmission.

3.2.2.1 Number of hops versus number of receive antennas

In this simulation, we assume that the achieved SER for a SISO multi-hop network

for a given transmit energy per symbol and number of hops (M̂) is the threshold of

the SER. For a SIMO and MIMO (Alamouti STBCs-based) multi-hop network,

the minimum number of hops for a reliable transmission is found for different

number of receive antennas by using the same transmit energy per symbol as in

the SISO case. In this work, we call a transmission a ’reliable transmission’, if the

total SER is lower than the threshold of the SER (SERth) for a given QoS. This

simulation is done for the binary phase-shift keying (BPSK) digital modulation

scheme, in which the number of nearest neighbors is 1 and the minimum Euclidean

distance of the underlying constellation (dmin) is equal to 2·
√
Es. Figure 3.3 shows

the minimum number of hops versus number of receive antennas for SIMO and
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MIMO (Alamouti STBCs-based) multi-hop networks.

Figure 3.3: Comparison of MIMO (Alamouti) and SIMO multi-hop networks
from the minimum number of hops point of view over different number of receive
antennas considering SERth = 10−3, ρ = Es

N0
= 10 dB, d̃min = 2, N̄e = 1, BPSK

modulation and α = 2.

Figure 3.3 shows that increasing the number of receive antennas can lead to

a decrease in the number of hops, while increasing number of transmit antennas

cannot always reduce the number of hops. This result can be explained better, by

comparing the equations (3.21) with (3.28). These suggested SER upper bounds

were calculated using the Chernoff bound. It is this approximation that yields

the crossing over of the MMO and SIMO curves.

It is really important to find out how transmit antenna diversity can be ex-

ploited in the multi-hop networks in that way that the number of hops would

be reduced. It is assumed that the same number of hops, M , is required for

both SIMO and MIMO (Alamouti) multi-hop networks. Now the objective is to
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find the transmit energy range for which the total SER of the MIMO (Alamouti)

multi-hop scheme is lower than that of the SIMO multi-hop scheme. This can be

written as

SERbound
Alamouti ≤ SERbound

SIMO . (3.29)

Using the upper bound of the equations (3.21) and (3.28), the inequality (3.29)

can be easily solved which results in

ρ ≥ 16

d̃2
min

·

(
M̂

M

)α

. (3.30)

The inequality (3.30) determines a region of the transmit power, in which

the number of hops can be reduced by using the Alamouti STBCs-based scheme.

This inequality implies that if we use fewer hops for the transmission, we need

more transmit energy to extract the benefits of transmit diversity.

3.2.2.2 Number of the hops versus transmit energy

In this simulation, we will figure out how much gain we will obtain in a multi-hop

network by increasing the number of antennas. In this simulation we determine

a fixed value of the SER as a threshold of the SER for the entire transmission.

By implementing equations (3.14), (3.21) and (3.28), the minimum number of

hops is computed for a given transmit energy per symbol. It is obvious that

the SER of the entire transmission should not exceed the fixed threshold. The

minimum number of hops versus the transmit energy per symbol for SISO, MISO,

and MIMO (Alamouti STBCs-based) multi-hop networks for different numbers of

receive antennas has been simulated. The result of this simulation is illustrated

in Figure 3.4.

We can see that the obtained gain by adding just one receive antenna to the

SISO case and thus creating a SIMO link is much higher than the gain by adding

one receive antenna to SIMO (Nr = 2). Figure 3.4 shows that adding receive

antennas is more effective at lower orders of SIMO. In other words the amount of
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Figure 3.4: Minimum number of hops versus transmit SNR per symbol for SISO,
MISO, and MIMO (Alamouti STBCs-based) multi-hop networks for different
numbers of receive antennas, where M̂ = 40, SERth = 0.01, and ρ = Ps/σ

2
ν

(BPSK modulation and α = 2).

gain decreases when a receive antenna is added if the order of the receive array

was already high.

The effectiveness of increasing the number of transmit antennas can also be

seen clearly, by comparing SIMO and Alamouti STBCs-based curves with the

same number of receive antennas, in this figure. The comparison between SIMO

and Alamouti STBCs-based MIMO is performed, from the total number of an-

tennas point of view. Under the condition that the total number of antennas

is the same for both the Alamouti STBCs-based MIMO network and the SIMO

multi-hop network, we can see that the gain by SIMO will always be better than

Alamouti STBCs-based MIMO. Thus for cooperative MIMO, when the antennas

belong to different devices, if the position of a device is somewhere in the middle
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of the transmitter and receiver, it gives us a greater gain if this device is used as

an antenna element on the receiver side.

Another important comparison is the one concerning the rate of the trans-

mission. Our system is based on DF relaying so the mutual information for the

multi-hop case is given by

IDF =
1

M
·min {I1, I2, · · · , IM} , (3.31)

where Ii is the open loop capacity of the ith hop (no channel knowledge is available

at the transmit relay) and given by

Ii = log

[
det

(
IMr +

ρ

Mt

·
(
M

M̂

)α
· H̆ · H̆H

)]
, (3.32)

where the elements of H̆ ∈ CNr×Nt are modeled as independent identically dis-

tributed ZMCSCG random variables with unit variance, andNt stands for number

of transmit antennas. The result of this simulation is shown in Figure 3.5.

3.3 Conclusions

In this chapter, we have studied the case of increasing the number of the an-

tennas at the relay nodes (without considering antenna selection) in multi-hop

networks. The analysis has revealed that even though the obtained gain by em-

ploying MIMO (Alamouti) multi-hop networks is more than that when employ-

ing SIMO multi-hop networks assuming the same number of receive antennas,

the gain obtained by employing SIMO multi-hop networks is more than that for

MIMO (Alamouti) multi-hop networks when assuming the same total number

of antennas. In other words, assuming a network with single antenna devices,

increasing the transmit diversity should be given a lower priority over increasing

the receive diversity.

The suggestions for future work are similar to those in the last chapter due

to the similar model and assumption. So instead of just looking at the link

throughput, it would be essential to have a look at the overall network throughput.

Also, the presence of interference from other nodes can be considered and the
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Figure 3.5: Rate of the transmission based on the computed minimum number
of hops in Figure 3.4, where ρ = Ps/σ

2
ν (BPSK modulation and α = 2).

evaluation can be performed for that case. As future work, the bounds for the

SER can also be derived for the case of Rician fading. As mentioned at the end

of the last chapter, the effects of frequency re-use and error propagation should

also be studied in future work.
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Chapter 4

Relaying schemes involving

multiple cooperative antennas
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4.1 Introduction

For single antenna devices, the benefits of spatial diversity can be exploited so

that the separate devices share their antennas and resources to generate a virtual

antenna array (VAA) and thereby improve the reliability of the communication.

However, the lack of the fixed infrastructure and the physical separation of the

devices create some challenges to the design of such cooperative techniques. In

this chapter, the users are considered to be equipped with single antennas only

and generating indigenous SIMO and MIMO channels will thus be impossible.

Therefore, a combination of the single-antenna users is employed to constitute a

virtual antenna array in order to generate a cooperative MIMO channel which

results in a reduction in the number of hops. Cooperative MIMO techniques

can be employed in order to improve the performance of the links and therefore

to increase the range of each hop while providing the required QoS. However,

implementing it in an ad-hoc network is difficult. Due to the lack of a centralized

control of the network, e.g., a base station, the task of establishing a link is

challenging. We will address two main issues that arise due to the distributed

nature of cooperative MIMO communication.

The first part of the chapter will address the piloting issues in such networks.

The issue arises because piloting is used extensively to gauge the quality of chan-

nels in order to determine if the quality of a certain transmission over them will

be enough to fulfill the requirements. However, for single nodes, the piloting is

done with only one antenna and it is a challenge to ascertain the quality of a

cooperative MIMO transmission over a channel assessed through a SISO pilot.

The first part of this chapter will take a look at the mechanism devised by us to

utilize SISO piloting information to ensure the QoS in cooperative MIMO trans-

missions in clustered networks. This work was published by us in [ZGH11b] and

in [Ghe12].

Cooperative MIMO schemes have some disadvantages as well. In a real sce-

nario, each element of the VAA works separately with a different clock, a different

distance to the destination node, i.e., the transmitter nodes do not work com-

pletely synchronized with each other. Most of this problem is solved via suitable

synchronization protocols on higher layers and on the physical layer. On the phys-
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ical layer one can make use of multiple synchronization techniques to achieve

a certain level of phase synchronization. These techniques include, e.g., refer-

ence tone synchronization where (as proposed in [MHMB05]) the receiver emits

a signal and all relay nodes change their phase until their respective SNRs are

maximized. Another well known technique is the firefly synchronization shown

in [SS+93] and [TAB06] which basically makes use of the coupled oscillator the-

ory. There are also blind techniques which estimate the phase information from

the signal subspace (e.g., [TT08]).

In [LW03], [CH03] and [CGB04], research has been performed in order to

increase the network′s reliability when employing space-time codes between the

relay nodes. Knowing that perfect synchronization is the most important require-

ment of STBCs and considering that the synchronization algorithms presented

in [SV03] increase the network′s time and energy consumption, it is essential to

study the robustness of the STBCs.

Although the synchronization error and its impact on the performance of

cooperative MIMO systems has been studied in [NBS08a] among others, these

analytical studies become more reliable and practical if the transmission quality

is studied in the worst case, as we have done. The signal to interference and noise

ratio (SINR) is a key parameter in order to evaluate the network′s performance,

because the synchronization error yields an inter symbol interference (ISI) at the

destination.

The effect of synchronization errors on the performance of a cooperative

MIMO scheme that uses the Alamouti space-time block code is studied in the

second part of the chapter. The focus is on finding a lower bound of the received

Signal to Interference and Noise Ratio (SINR). The synchronization error, caused

by the distributed nature of the scheme, is considered as inaccurate channel state

information, which is modeled as an additive deterministic norm-bounded inac-

curacy matrix. A closed-form expression is derived for the lower bound of the

SINR. Using this, a closed-form expression of the Bit Error Rate (BER) in the

high SNR regime for the worst case error vector is also derived. These expres-

sions were, to the best of our knowledge, not present in the literature before and

we feel that these worst case performance expressions are of interest to system

designers as it helps them to design the system with specific guarantees about the
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outage behavior. One interesting observation from the presented results is that

the larger the synchronization error gets, the quicker we reach the interference

limited high SNR region, in which the ’MIMO benefits’ are absent. This work

was published by us in [ZGRH12] and in [Ghe12].

4.2 BER bound estimation

It is proposed to employ the link information from the SISO piloting in order

to come up with an idea on how to perform a cooperative/collocated MIMO

link in the same place. A high power pilot is used in order to reach distant

clusters, even the ones for which the SISO link is not usable due to high error

rate. The following section shows how the performance of a virtual MIMO link

can be derived based on the SISO links. The upper bound of the error probability

estimates is considered to ensure that the Quality of Service (QoS) is met.

In this section we explain a novel procedure that we developed to find out

how the quality of transmission for higher order MIMO can be extracted from

the available SISO link information. In this section we focus on the symbol error

rate as a parameter of the link quality. Let us assume that the system has a

diversity order D. The received signal at the receiver can be written as

yi =

√
Ps
D
hi · x+ νi, i = 1, 2, . . . , D, (4.1)

where x denotes the transmitted signal, Ps denotes the transmit power, hi, yi,

and wi represent the channel transfer function, the received signal, and the ad-

ditive noise which is modeled as a ZMCSCG random variable with variance σ2
n

corresponding to the ith diversity branch, respectively. The symbol error rate

can be approximated as

Pe(η) ≈ N̄e ·Q

(√
η · d2

min

2

)
. (4.2)

where Q represents the Q-function, defined in (3.3), which is the tail probability

of the standard normal distribution. Moreover, N̄e and dmin denote the number of
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nearest neighbors and the minimum Euclidean distance of the underlying scalar

constellation. The variable η represents the received SNR over a fading channel

hi which, for maximum ratio combining, is given by

η =
1

D

D∑
i=1

|hi|2 · ρ, (4.3)

where ρ = Ps/σ
2
n is the received SNR of the equivalent SISO link. By using the

Chernoff bound: Q(x) ≤ 1/2 · exp(−x2/2), the equation (4.2) can be bounded,

which yields

Pe(η) ≤ 1

2
N̄e · exp

(
−η · d

2
min

4

)
. (4.4)

Assuming an uncorrelated Rayleigh fading channel with unit variance, it fol-

lows that the average probability of symbol error in the high SNR region is

upper-bounded by

Pe = E{Pe(η)} ≤ 1

2
N̄e

(
ρ · d2

min

4 ·D

)−D
. (4.5)

The diversity order D should be minimized in order to find an upper bound

which is independent of the MIMO scheme. We assume maximum ratio combining

at the receiver. Then depending on the correlation between the transmit antennas

(we assume uncorrelated receive antennas), the bounds of diversity order D can

be written as

Mr ≤ D ≤Mr ·Mt, (4.6)

where Mt is the number of transmit antennas. Replacing D with Mr in the

equation (4.5), the upper bound of the average probability of SER in the high

SNR regime is given by

E{Pe} ≤
1

2
N̄e

(
ρ · d2

min

4 ·Mr

)−Mr

. (4.7)

Using (4.7), the upper bound of the probability of error for cooperative MIMO

with a particular number of receive antennas Mr can be estimated employing only

the SISO pilot. Note that we have used the lowest value of D to arrive at a stricter

upper bound in order to ensure that the QoS requirement on the SER is always

63



met. After this phase it is possible for each of the cluster-heads (CHs) to form

a table of all the other clusters with which it can communicate by employing

one or more of its cluster members. A list of the best nodes for these virtual

MIMO connections can also be obtained in a decreasing order of the precedence.

Thereby we introduce the concept of the cooperative MIMO neighboring clusters.

This concept will be utilized in the next chapter to devise a new joint clustering

and routing mechanism suitable for cooperative MIMO relaying networks.

4.3 Impact of Synchronization Errors

It has been shown in the last chapter that decreasing the number of hops can in-

crease the capacity, particularly in the high SNR regime. Utilizing the advantages

of the multiple input multiple output (MIMO) channels is a method to decrease

the number of hops. In this chapter, the effect of synchronization errors on the

performance of a cooperative multiple input multiple output scheme is studied

which employs two and four transmit antennas. The point is to find a lower bound

for the received Signal to Interference and Noise Ratio (SINR). The distributed

nature of the scheme causes the synchronization error which is considered as in-

accurate channel state information and is modeled as an additive deterministic

norm-bounded inaccuracy matrix. A closed-form expression has been derived for

the lower bound of the SINR. Considering it, a closed-form expression of the Bit

Error Rate (BER) in the high SNR regime is derived in case of the worst error

vector. System designers are interested in this worst case performance since it

helps them to specify guarantees about the outage behavior of the system they

design. From the results, it is interesting to observe that the interference limited

high SNR region, in which there are no ’MIMO benefits’, is reached faster, as the

synchronization error becomes larger.

Employing space-time block coding (STBC) increases the diversity order of

the transmission [Win98] which reduces the energy consumption. It is an im-

portant advantage in case of the wireless sensor networks with limited available

power. STBCs are employed so that transmitter nodes do not need channel state

information (CSI). This way, CSI is only needed at the receiver nodes which

can be obtained via different methods, e.g., piloting and blind estimation meth-
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ods. Considering that the receiver side is distributed, it is also favorable that

for STBCs each receiver node needs only the CSI of the channel between itself

and each node which sends the data to it, and not the CSI of the whole vir-

tual MIMO channel. The diversity gain is achieved at the ultimate destination

combining what each receiver node decodes separately.

In this section, we study the performance of the cooperative MIMO trans-

mission which uses the Alamouti STBC, by considering the synchronization error

and some inaccuracy in the CSI at the destination nodes. We translate these er-

rors into an inaccuracy matrix, which is added to the perfect CSI. Note that the

norm of the inaccuracy matrix is bounded and available at the destination. We

analytically find a lower bound of the received Signal to Interference and Noise

Ratio (SINR). Then the BER for the high SNR regime for the worst case error

vector is also studied.

4.3.1 The model of inaccuracy

Cooperative MIMO communication comprises three phases of local data ex-

change. During the first phase the CH sends the data to the members of its

cluster who are employed as the elements of the VAA. After that and during the

second phase the users forward the data based on their schedule which is planned

before. Then, during the third phase the receiver nodes decode the received data

separately and forward this decoded data to CH at the receiver side. Figure 4.1

illustrates these three phases.

Here, it is considered that the destination nodes have imperfect channel state

information which is modeled as an additive inaccuracy matrix. This model

defines the inaccuracy in the magnitude of the channel besides the inaccuracy in

the phase of the channel, which can be written as

H ′ = H +E, (4.8)

where
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Figure 4.1: Different phases of Cooperative MIMO communication from [NBS08a]

H is the instantaneous channel matrix

E is the inaccuracy matrix

H ′ is the available channel matrix at the destination.

It is also assumed that the Frobenius norm of the inaccuracy matrix E is

bounded by the deterministic of value β. Here, it is assumed that the effect of

different processing delays at the users on the synchronization error is insignifi-

cant. There are some differences in the distances between the users and the CH

at the transmitter side, which are comparable to the wavelength. As a result,

during the second phase of the transmission, the signal is not received at the

same time by the users in the VAA.

As a result of clustering, the transmitter and receiver nodes are distributed

to different positions in a certain area which causes different delays and unsyn-

chronized transmission. The channel remains frequency flat, considering that the

delays are not comparable to the symbol duration; therefore the synchronization

error can be modeled as an inaccuracy in the phase of the channel. It can be

written as

h′k,l = hk,l · exp (2πfcτk,l) , (4.9)

where
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τk,l is the delay of the channel hk,l in reference to the τ1,1

fc is the carrier frequency.

It is noteworthy to mention that τ1,1 = 0, and the phase error is bounded as

well, because the positions of the nodes are bounded in the cluster area. It is

easily possible to show that this synchronization error can be rewritten using the

additive inaccuracy model described in equation (4.8). Therefore, this synchro-

nization error, which has only an effect on the phase of the channel, is converted

into an imperfect knowledge of the channel state at the destination.

4.3.2 Alamouti Space time block codes

This section is based on Alamouti STBCs, described in section 3.2.1.3 in the last

chapter, with linear processing at the receiver. It is shown in [TSC98] that the

Alamouti code is the only rate 1 STBC which has the full diversity whereas all

the other STBCs have to expend their diversity in order to achieve a higher rate

or vice versa. It is considered that there are two (virtual) antennas (Mt = 2) at

the transmitter side and Mr (virtual) antennas at the receiver side. Therefore,

the channel matrix H can be written as

H =
[
h1 h2

]
∈ CMr×2,

where

hi is the Rayleigh fading channel between the ith transmitter and

all of the receiver nodes.

It is imperative to mention that the elements of hi are modeled as inde-

pendent identically distributed zero-mean circulant symmetric complex Gaussian

(ZMCSCG) random variables with a variance equal to 1. Considering an additive

inaccuracy matrix E as

E =
[
ε1 ε2

]
∈ CMr×2,
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the available CSI at the destination can be written as

H ′ = H +E. (4.10)

Assuming a quasi-static block fading channel, i.e., a channel that remains

constant during the transmission of the two symbol periods, the received signals

in the first time interval y1 and the second time interval y2 are given as

[
y1 y2

]
=

√
Ps
2
·H ·

[
s1 −s∗2
s2 s∗1

]
+
[
ν1 ν2

]
,

where

(.)∗ is the complex conjugate of a complex number

Ps is the transmit power per symbol period

si is the ith transmitted symbol

νi ∈ CMr×1: uncorrelated ZMCSCG noise vectors (i = 1, 2).

It is noteworthy to mention that E{|si|2} = 1 and E{νi · νHi } = σ2
ν · IMr ,

in which In represents the identity matrix of size n × n and (.)H represents the

conjugate transpose of a matrix. Defining the matrix Heff as

Heff =

[
h1 h2

h∗2 −h∗1

]
∈ C2·Mr×2,

a new received signal can be written as

ỹ =

√
Ps
2
·Heff · s+ ν̃, (4.11)

where

H ∈ CMr×Mt is the channel matrix

Ps is the transmit power per symbol period

R is the rate of the STBC

where s =
[
s1 s2

]T
and (.)T denotes the transpose of a matrix. A tilde over
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a vector stands for the transformation of ã =
[
aT1 aH2

]T
. Employing (4.10), the

processing at the receiver side can be written as

z = (H ′eff)
H · ỹ

z = (Heff +Eeff)H · ỹ,

where

Eeff =

[
ε1 ε2

ε∗2 −ε∗1

]
.

Employing (4.11), it is possible to write the signal, after the processing at the

receiver, as

z =

√
Ps
2
HH

eff ·Heff · s+

√
Ps
2
EH

eff ·Heff · s+ (Heff +Eeff)H · ν̃. (4.12)

If it is considered that HH
eff ·Heff = ‖H‖2

F ·I2, employing the following definitions

α1 =
[
εH1 εT2

]
·

[
h1

h∗2

]

α2 =
[
εH1 εT2

]
·

[
h2

−h∗1

]
,

it is possible to rewrite the equation (4.12) as[
z1

z2

]
=

√
Ps
2
· ‖H‖2

F ·

[
s1

s2

]
︸ ︷︷ ︸

signal component

+

√
Ps
2
·

[
α1 · s1 + α2 · s2

α∗1 · s2 − α∗2 · s1

]
︸ ︷︷ ︸

Interference component

+ (Heff +Eeff)H · ν̃︸ ︷︷ ︸
noise component

.

(4.13)

Having no perfect channel knowledge at the destination results in ISI, as it is

also shown in (4.13). The ratio of the signal power Pr to the interference power

Pi and the noise power Pn is called the SINR. The SINRs for the both received

symbols (z1 and z2) are the same, therefore the SINR is calculated based on
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z1. Employing the equation (4.13), the power of the signal component can be

obtained as

Pr =
Ps
2

(
‖H‖2

F

)2 E{|si|2}︸ ︷︷ ︸
1

. (4.14)

Employing the following change of variables

δH =
[
εH1 εT2

]
, lH1 =

[
hH1 hT2

]
, lH2 =

[
hH2 −hT1

]
,

we have

α1 = δH · l1, α2 = δH · l2. (4.15)

Considering the fact that the symbols si and si+1 are statistically independent,

it is possible to write the interference power Pi as

Pi =
Ps
2
· E{|α1 · s1 + α2 · s2|2}

=
Ps
2

|α1|2 · E{|s1|2}︸ ︷︷ ︸
1

+|α2|2 · E{|s2|2}︸ ︷︷ ︸
1

+ α1 · α∗2 · E{s1 · s∗2}︸ ︷︷ ︸
0

+α2 · α∗1 · E{s2 · s∗1}︸ ︷︷ ︸
0


=
Ps
2
· δH ·

(
l1 · lH1 + l2 · lH2

)
· δ. (4.16)

Considering that EH
eff ·Eeff = ‖E‖2

F ·I2, the power of the noise component is given

as

Pn =
1

2
tr

(Heff +Eeff)H · E
{
ν̃ · ν̃H

}︸ ︷︷ ︸
σ2
ν ·I2Mr

· (Heff +Eeff)


=
σ2
ν

2
tr
{(
‖H‖2

F + ‖E‖2
F

)
· I2+ EH

eff ·Heff +HH
eff ·Eeff

)}
= σ2

ν ·
(
‖H‖2

F + ‖E‖2
F + α1 + α∗1

)
= σ2

ν ·
(
‖H‖2

F + ‖E‖2
F + δH · l1 + lH1 · δ

)
, (4.17)

where
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tr(A) is the trace of the matrix A

EH
eff ·Heff =

[
α1 α2

−α∗2 α∗1

]

Note that the factor of 1/2 is present here because the Alamouti scheme

decouples the system into two parallel links, both having the same SINR. We

need to compute the SINR for only one of these links. Therefore we also need

the noise power for only one of these links. The trace operator here gives us the

noise for both links, so we divide it by 2 to get the noise for one link.

Employing the equations (4.14) (4.16) and (4.17), also the change of variables

L = l1 · lH1 + l2 · lH2 , and considering that ‖E‖2
F = δH ·δ, it is possible to write the

received SINR for the Alamouti scheme in the presence of the inaccuracy matrix

as

SINR =
Ps · (‖H‖2

F )
2

Ps · δH ·L · δ + 2 · σ2
ν · (δH · l1 + lH1 · δ + δH · δ + ‖H‖2

F )
(4.18)

4.3.3 SINR lower bound for Alamouti STBCs

Now the goal is to study, how much the performance of the Alamouti STBCs

degrades in the presence of the synchronization error. In other words, we find

the lower bound of the SINR if the norm of the matrix E is bounded by β. This

analysis studies the SINR of the STBCs in the worst case. This optimization

problem is written as

min
E

SINR s.t. tr{EH ·E} ≤ β2. (4.19)

Considering only the terms in (4.18), which are dependent on the inaccuracy

vector δ, the problem (4.19) can be rewritten as the following maximization

problem

max
δ

δH ·L · δ + 2 · σ
2
ν

Ps
·
(
δH · l1 + lH1 · δ + δH · δ

)
(4.20)

s.t. δH · δ ≤ β2
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It is easily possible to show that the objective function is maximized when

the norm of the inaccuracy vector δ is equal to its maximum value β, i.e., the

inequality constraint in (4.20) is satisfied with equality at the optimum. Therefore

the optimization problem can be given as

max
δ

δH ·L · δ + 2 · σ
2
ν

Ps
·
(
δH · l1 + lH1 · δ

)
(4.21)

s.t. δH · δ = β2

The problem of (4.21) is not convex because the matrix L is positive semi-

definite. Employing the method of Lagrange multipliers, the Lagrange function

can be written as

Λ(δ, λ) = δH ·L · δ + 2 · σ
2
ν

Ps
·
(
δH · l1 + lH1 · δ

)
+ λ ·

(
δH · δ − β2

)
, (4.22)

where

λ is the Lagrange multiplier.

It is noteworthy to mention that the Lagrange multiplier can be either positive

or negative. Setting the equation ∂Λ(δ, λ)/∂δ∗ equal to zero, it is possible to write

L · δworst + 2 · σ
2
ν

Ps
· l1 + λ · δworst

!
= 0

−2 · σ
2
ν

Ps
· (L+ λ · I2Mr)

−1 · l1 = δworst. (4.23)

Considering lH1 · l2 = hH1 · h2 − hT2 · h∗1 = 0 and the definition of the matrix

L, it is possible to rewrite it as L = Us ·Σs ·UH
s , in which

Us =
[
l̆1 l̆2

]
,

Σs = diag
([
lH1 · l1 lH2 · l2

])
,

where
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l̆i is the normalized vector of a vector li

diag(a) is a diagonal matrix whose diagonal entries are the elements of

the vector a

Employing the change of variables l̆i = li/‖li‖2 it is possible to rewrite (4.23)

as

δworst = −2 · σ
2
ν

Ps
·Us · (Σs + λ · I2)−1 ·UH

s · l1. (4.24)

Now the objective is to find a λ which fulfills the equality constraint δHworst ·
δworst = β2. Considering that UH

s · Us = I2, it is possible to write this equality

as

β2 =

(
2 · σ

2
ν

Ps

)2 (
lH1 ·Us · (Σs + λ · I2)−1 ·UH

s ·Us· (Σs + λ · I2)−1 ·UH
s · l1

)
=

(
2 · σ

2
ν

Ps

)2

· tr
{

(Σs + λ · I2)−2 ·UH
s · l1 · lH1 ·Us

}
, (4.25)

and we can write,

UH
s · l1 · lH1 ·Us =

[
l̆1 l̆2

]H
· l1 · lH1 ·

[
l̆1 l̆2

]
=

[
l̆H1

l̆H2

]
· l1 · lH1 ·

[
l̆1 l̆2

]
=

[
l̆H1 · l1
l̆H2 · l1

]
·
[
lH1 · l̆1 lH1 · l̆2

]
=

[
l̆H1 · l1

0

]
·
[
lH1 · l̆1 0

]
=

[
l̆H1 · l1 · lH1 · l̆1 0

0 0

]

= l̆H1 · l1 · lH1 · l̆1 ·

[
1 0

0 0

]
(4.26)
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It is known that l̆H1 is the normalized version of l1. Therefore, if

l1 =

[
h1

h∗2

]
(4.27)

then it is possible to write

l̆1 =
l1√

h1
H · h1 + h2

H · h2

=
l1
‖ l1 ‖

=
l1
‖H ‖F

. (4.28)

Thus, we can write

l̆H1 · l1 · lH1 · l̆1 =
(
l̆H1 · l1

)2

=

(
lH1 · l1

)2

‖H ‖2
F

=

(
‖H ‖2

F

)2

‖H ‖2
F

= ‖H ‖2
F . (4.29)

Finally, it can be be written that

UH
s · l1 · lH1 ·Us = ‖H ‖2

F ·

[
1 0

0 0

]
. (4.30)

Using equation (4.30), we can write equation (4.25) as

β2 =

(
2 · σ

2
ν

Ps

)2

· ‖H‖2
F · tr

{
(Σs + λ · I2)−2 ·

[
1 0

0 0

]}
. (4.31)

It is obvious that Σs = ‖H‖2
F · I2, therefore (4.31) can be written as

β2 =

(
2 · σ

2
ν

Ps

)2

· ‖H‖2
F

(‖H‖2
F + λ)

2 (4.32)

Solving the equation (4.32) for λ results in

λ = −‖H‖2
F ± 2 · σ

2
ν

Ps
· ‖H‖F

β
(4.33)

Substituting (4.33) into (4.24) and using Σs = ‖H‖2
F · I2, it is possible to write
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δworst as

δworst = −2 · σ
2
ν

Ps
·Us ·

(
‖H‖2

F · I2 − ‖H‖2
F · I2 ± 2 · σ

2
ν

Ps
· ‖H‖F

β
· I2

)−1

·UH
s · l1

= ± β

‖H‖F
·Us ·UH

s · l1 (4.34)

Substituting this worst inaccuracy vector into equation (4.16) the maximum In-

terference power can be obtained as

Pmax
i =

Ps · β2

2 · ‖H‖2
F

· lH1 ·Us ·UH
s ·L ·Us ·UH

s · l1

=
Ps · β2

2 · ‖H‖2
F

· lH1 ·
(
l1 · lH1 + l2 · lH2

)
· l1

=
Ps
2
· β2 · ‖H‖2

F (4.35)

Note that only the positive value of δworst has been used because it corresponds

to the worst case scenario. Employing equation (4.17), the maximum noise power

can be written as

Pmax
n = σ2

ν ·

‖H‖2
F + β2 ± 2 · β

‖H‖F
· lH1 ·Us ·UH

s · l1︸ ︷︷ ︸
‖H‖2F


= σ2

ν ·
(
‖H‖2

F + β2 + 2 · β · ‖H‖F
)

(4.36)

Employing the equations (4.14), (4.35) and (4.36), also considering that the norm

of the inaccuracy matrix does not exceed β, the lower bound of the received SINR

in the presence of the imperfect channel state information can be written as

SINRLB =
(‖H‖2

F )
2

β2 · ‖H‖2
F + 2 · σ2

ν

Ps
· (‖H‖F + β)2

(4.37)

4.3.4 Analyzing the loss

In the following, the lower bound of the SINR is analyzed analytically and it is

compared with the upper bound of the SINR which is realized when β = 0, i.e.,
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no synchronization error. This way it is possible to know how much is the loss

when the channel state information is not accurate.

4.3.4.1 Analyzing the loss in the high SNR regime

It is not difficult to show that in the high SNR regime, i.e., Ps � σ2
ν , the lower

bound of the SINR converges to
‖H‖2F
β2 . Now the objective is to find a bound for

the saturation region and its dependency on β2. Assuming that a represents the

desired threshold for the difference of the lower bound of the receiver SINR and
‖H‖2F
β2 , it is possible to write the bound of the high SNR regime as

Ps
σ2
ν

∣∣∣∣
bound

= min

{
Ps
σ2
ν

∣∣∣∣‖H‖2
F

β2
− SINRLB ≤ a

}
= min

{
Ps
σ2
ν

∣∣∣∣∣‖H‖2
F

β2
− (‖H‖2

F )
2

β2 · ‖H‖2
F + 2 · σ2

ν

Ps
· (‖H‖F + β)2

≤ a

}

= min

{
Ps
σ2
ν

∣∣∣∣g(β) ≤ Ps
σ2
ν

}
g(β) =

2 · (‖H‖F + β)2 · (‖H‖2
F − a · β2)

a · β4 · ‖H‖2
F

(4.38)

Obviously, g(β) is a monotonically decreasing function with β, which means

that the higher the synchronization error is, the faster is the transition to the

saturation region. The received SINR versus the transmit power is shown in

Figure 4.2 for different values of β2.

4.3.4.2 Analyzing the loss in the low SNR regime

It has been shown that increasing the norm of the inaccuracy matrix decays the

performance of the transmission. Therefore, in the high SNR regime, the lower

bound of the SINR converges to a determined fixed value. In the low SNR regime,

the lower bound has a relatively constant loss comparing with the upper bound

(β2 = 0). If there is no inaccuracy, i.e., β = 0, it is possible to rewrite Equation
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(4.37) as

SINRUB =
(‖H‖2

F )
2

2 · σ2
ν

Ps
· (‖H‖F )2

=
‖H‖2

F

2 · σ2
ν

Ps

, (4.39)

therefore

SINRUB

SINRLB

=
‖H‖2

F · β2 + 2 · σ
2
ν

Ps
· (‖H‖F + β)2

2 · σ2
ν

Ps
· ‖H‖2

F

, (4.40)

and finally, we can write

SINRUB

SINRLB

=
Ps

2 · σ2
ν

β2 +

(
1 +

β

‖H‖F

)2

. (4.41)

Obviously, the amount of this loss depends on the Frobenius norm of the

channel matrix. Therefore, considering the distribution of the Frobenius norm of

the channel matrix, it is possible to calculate the average of the loss in order to

make this analysis more clear.

As it has been discussed in the last chapter, the distribution of square of the

Frobenius norm of Rayleigh MIMO channel matrix is a chi-squared distribution

which has 2 ·Mt ·Mr degrees of freedom. Note that we focus only on the Alamouti

STBC scheme in this chapter for which Mt = 2. Considering that the variance of

the channel matrix’s entries is 1, the distribution of the square of the Frobenius

norm of the channel can be written as

fQ(q) =
qMt·Mr−1 · exp (−q)

(Mt ·Mr − 1)!
,

where q = ‖H‖2
F . Employing the PDF of the q, it is possible to write the CDF

of a = β√
q

as

FA(a) = P

(
β
√
q
≤ a

)
= 1− FQ

(
β2

a2

)
.
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PDF of a can be calculated, writing the derivative of the CDF of a as

fA(a) =
∂FQ(q)

∂q
· ∂q
∂a

= fQ

(
β2

a2

)
· 2

β
·
(
β

a

)3

=
2

(Mt ·Mr − 1)!
·
(
β

a

)2·Mt·Mr−2

· exp

(
−β

2

a2

)
· β

2

a3
(4.42)

Employing equation (4.42), the average of a can be written as

E {a} =

∫ ∞
0

fA(a) · a · da

=
Γ
(
Mt ·Mr − 1

2

)
· β

(Mt ·Mr − 1)!
. (4.43)

Where Γ(n) denotes the gamma function. It is defined as

Γ(n) =

∫ ∞
0

exp (−t) · tn−1 · dt.

(4.44)

Note that Γ(n) = (n− 1)! if n is a positive integer. It is also possible to calculate

the average of β2

‖H‖2F
. Assuming that t denotes β2

q
, the CDF of T can be written

as

FT (t) = P

(
β2

q
≤ t

)
= 1− FQ(

β2

t
).
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Employing the CDF of t, the PDF can be easily obtained by differentiating as

fT (t) =
∂FQ(q)

∂q
· ∂q
∂t

= fQ(
β2

t
) · β

2

t2

=
1

(Mt ·Mr − 1)!

(
β2

t

)Mt·Mr−1

· exp

(
−β

2

t

)
· β

2

t2
.

Employing the PDF of t, the average of t can be written as

E {t} =

∫ ∞
0

fT (t) · t · dt

=
β2

Mt ·Mr − 1
. (4.45)

Employing equation (4.43) and (4.45), the average of (4.41) with respect to ‖H‖F
can be written as

E
{

SINRUB

SINRLB

}
=

(
Ps

Mt · σ2
ν

+
1

Mt ·Mr − 1

)
β2 + 1 + 2 · β · Γ(Mt ·Mr − 1/2)

(Mt ·Mr − 1)!
.

(4.46)

Assuming a constant number of transmit antennas, the objective is to decrease

the loss, using an increased number of receive antennas. For simplicity, it is

assumed that Mr belongs to the set of the real numbers. Considering that

∂

∂a

(
Γ(Mt · a− 1/2)

Γ(Mt · a)

)
≤ 0, and

∂

∂a

(
1

Mt · a− 1

)
≤ 0, ∀a ∈ R,

it is possible to conclude that the equation (4.46) is a monotonically decreasing

function with Mr which means that the impact of the synchronization errors can

be reduced, increasing the number of receive antennas. Now the objective is to

see that how far the synchronization error can be compensated by increasing the

number of receive antennas. Assuming that a large number of users are available

in the destination cluster, calculating the limit of the average of the loss, it can

be written that
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lim
Mr→∞

E
{

SINRUB

SINRLB

}
= 1 +

Ps
Mt · σ2

N

· β2. (4.47)

In other words, increasing the number of receive antennas can not decrease

the average of loss lower than the given bound in equation (4.47). It can be

concluded that the loss caused by the synchronization error can not be completely

compensated by increasing number of receive antennas because equation (4.47)

is always greater than 1.

Assuming that it is possible to increase the number of transmit antennas

without changing the norm of the inaccuracy matrix β2. Obviously, the average

of the loss can be decreased, increasing the number of transmit antennas while

lim
Mt→∞

E
{

SINRUB

SINRLB

}
= 1,

it can be concluded that increasing the number of transmit antennas can fully

compensate the impact of the synchronization error, assuming a constant bound

of the inaccuracy norm. But, this assumption is not realistic. Therefore, it is

required to perform some analyses about the bound of the inaccuracy matrix

norm as a function of the number of the transmit antennas.

4.3.5 Analyzing the BER

In the following, the BER of the worst possible inaccuracy vector is studied in

order to help a failure resistant system design, assuming E{|hi,j|2} = 1 for the ith

transmitting node and jth receiving node. Studying the BER for all the SNRs is

a difficult task. Therefore, only the high SNR regime is considered for simplicity.

The BER for BPSK can be written as

Pb = EH{
1

2
· erfc (

√
η)}, (4.48)

where

erfc is the complementary error function.
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The complementary error function, erfc, can be written as

erfc(x) =
2√
π
·
∫ ∞
x

exp(−a2)da,

where

η is the received SINR.

The expected value is with respect to η. For the cooperative MIMO and

in the presence of the synchronization error in the high SNR regime, the lower

bound of the received SINR converges to a fixed value of η =
‖H‖2F
β2 , as pointed

out in Section 4.3.4.1. The random variable η has a chi-squared distribution with

2 · Mt · Mr degrees of freedom because ‖H‖2
F is the sum of Mt · Mr complex

random variables with the variance 1. Therefore, using the distributions derived

in the last section, the BER is given by

Pb =

∫ ∞
0

1

2
erfc(
√
η) · (β2)Mt·Mr

(Mt ·Mr − 1)!
ηMt·Mr−1 · exp

(
−η · β2

)
dη.

Employing the theoretical result of the BER in case of maximal ratio combining

in [BLM03], the BER can be written as

Pb = [f(β)]Mt·Mr

Mt·Mr−1∑
n=0

(
Mt ·Mr + n− 1

n

)
· [1− f(β)]n (4.49)

where

f(β) =
1

2
− 1

2

(
1 + β2

)− 1
2 . (4.50)

The BER in case of the worst possible inaccuracy is shown in Figure 4.3 as a

function of the transmit power assuming 2 receive antennas.

4.4 Conclusion

In this chapter, the focus is on the cooperative MIMO scheme in wireless com-

munications. First, we have described a method devised by us to employ SISO

piloting in order to gauge the quality of the prospective cooperative MIMO links.

82



0 5 10 15 20 25

10
−4

10
−3

10
−2

10
−1

10
0

E
s
/N

0
 (dB)

B
E

R

 

 Alamouti  β2 =      0

Alamouti  β2 = 0.0001

Alamouti  β2 = 0.0625

Alamouti  β2 =    0.5

Alamouti  β2 =   0.75

MRC  1x2

high SNR Regime

Figure 4.3: BER for the Alamouti scheme (Mt = 2) in case of the worst possible
inaccuracy vector assuming Mr = 2, and BPSK modulation (4.49). ρ = Es/N0 =
Ps/σ

2
ν is the SNR.

83



Then, the performance of the cooperative MIMO system in the presence of syn-

chronization errors has been studied. The focus has been on the Alamouti STBC

scheme. Also, closed-form expressions of the lower bound of the SINR, the BER

for the high SNR regime, and the worst case inaccuracy vector (corresponding

to the lowest SINR) have been derived. Furthermore, it has been shown that in-

creasing the transmit power in the high SNR regime does not improve the quality

of the transmission because of a saturation region which is caused by the synchro-

nization error assuming a constant number of receive antennas. Additionally, it

has been shown that higher synchronization errors result in a faster transition to

the high SNR regime and the saturation region.
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Part II

Ad-hoc Networking Solutions
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Chapter 5

Clustering and Routing
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In this chapter, proposed improvements for cluster-based ad-hoc networks on

the data link layer and the network layer will be discussed. Specifically, we will

be looking at clustering and routing for such a communication scheme involving

cooperative relaying. The first part of the chapter describes a new clustering

scheme that was proposed by us in [GZH12] to increase the network life-time. The

second part of the chapter describes a joint clustering and routing scheme that

was proposed by us in [ZGH11b] and [Ghe12], the need for which was discussed

by us in [ZSGH11] which is suitable for clustered networks that want to employ

cooperative MIMO relaying.

5.1 Introduction

Self-organized ad-hoc systems can play a major role in general mobile networks

of the future. They will complement networks that rely on fixed infrastructure

such as base stations. One option for operating such networks is to organize

them into clusters and perform intelligent relaying for multi-hop transmission

between transmitters and receivers. In such a system, mobile handsets present in

a network are viewed as users as well as network resources. Many schemes have

been proposed to improve the performance of such systems. Cooperative MIMO,

where we employ nearby idle nodes to cooperate and form a virtual antenna array,

is one such scheme. It is a good option for mobile nodes with a single antenna to

be able to achieve the benefits of MIMO communication.

Ad-hoc networks [MC98] are decentralized wireless networks deployed where

a pre-existing infrastructure is lacking. During the last years, the interest in

employing wireless sensor networks (WSNs) [17006] in a lot of areas, e.g., military

field surveillance and environmental monitoring with wireless sensor networks,

has increased. In applications where small sensors are deployed to report some

parameters, e.g., temperature, pressure, humidity, light, and chemical activity

to observers, e.g., base stations, it is difficult to recharge the nodes’ batteries

because of the dense deployment and the intrinsic nature of the wireless sensor

networks. Therefore, one of the most important goals in designing the wireless

sensor networks is for it to be energy efficient.

In order to aggregate data in a large-scale deployment of wireless sensor net-
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Figure 5.1: A clustered network

works, it is required to organize the network topology in an efficient way to balance

the load and prolong the network’s life-time. Therefore, nodes can be organized

into smaller groups called clusters. Each of these clusters has a coordinator called

cluster-head and some member nodes. A typical clustered network is shown in

Figure 5.1.

Common clustering schemes include LEACH (Low-Energy Adaptive Clus-

tering Hierarchy) [HCB00], a RSSI (Received Signal Strength Indicator) based

method [FPL09], and a GPS based scheme to tackle mobility similar to [AP01].

Reference [FPL09] is one of the newest proposed clustering schemes and a good

option to simplify the process of clustering through piloting and local information

gathering but cannot deal well with the mobility of nodes. A very good scheme to

maintain clustering in the face of the mobility of nodes in the system is presented

in [AP01]. To privide an increased network life-time we have proposed a new

clustering scheme, Enhanced Received Signal Strength Indicator based clustering

(E-RSSI) [GZH12].
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5.2 E-RSSI clustering scheme

Clustering results in a two-layered hierarchy in which the top layer comprises

the cluster-heads and the bottom layer comprises the member nodes. In this

structure, cluster-heads aggregate the data from their member nodes and com-

municate with other cluster-heads (and maybe even with a base station). This

means that cluster-heads may have to transmit data over longer distances and

therefore end up losing more energy in comparison with member nodes. This

fact along with the existence of networks with limited energy nodes, makes the

procedure of selecting the cluster-heads very critical.

We aim to select cluster-heads in an optimum manner to decrease the trans-

mission cost and make the probability of becoming the cluster-head even for all

the nodes, in order to increase the network′s life-time. There are different defi-

nitions of the network life-time depending on the application. Some define the

network life-time as the time it takes until the first node runs out of enough en-

ergy to communicate. Others define the network life-time as the time it takes

until the last node runs out of enough energy to communicate. In this chapter

network life-time will refer to the first one, i.e., the time it takes until the first

node runs out of enough energy to communicate, as we want to keep all nodes in

the network operational, for as long as possible.

Clustering shows improvement in network life-time which is a primary param-

eter to evaluate the performance of an ad-hoc network. Also several clustering

algorithms have been proposed until now using different approaches to maintain

this goal.

In the rest of this section we have a look at the related work in the area.

We will compare our proposed clustering scheme to two prominent clustering

schemes from the literature: LEACH (Low-Energy Adaptive clustering Hierar-

chy) [HCB00], which is perhaps the most popular scheme, and RSSI (Received

Signal Strength Indication) clustering [FPL09] which is a highly suitable scheme

for sensor networks as the RSSI determination capability is a part of the 802.15.4

standard [17006] which is implemented in many commercial radios. The cluster-

head selection procedures of both these schemes are described in detail first.

Then we discuss our cluster-head selection algorithm (E-RSSI). Afterwards, the

89



experimental simulation results are represented.

The LEACH algorithm represents a probabilistic way of choosing cluster-

heads which shows a large variation over the average link distances of clusters

and leads to uneven energy consumption during transmission phase. But this

way, the energy load of being cluster-head is distributed among all the nodes

leading to a longer network life-time. On the other hand, the RSSI algorithm

tries to reduce the variation over the average link distances between end nodes

and cluster-heads by means of choosing cluster-heads in the areas of greater node

density in order to have an even energy consumption during the transmission

phase. Less average link distance between end nodes and cluster-heads means

that there is a greater probability of data aggregation. But RSSI distributes the

energy load of being cluster-head between some specific nodes which leads to a

shorter network life-time.

Here, we propose a new clustering scheme based on the RSSI algorithm which

combines the main advantages of RSSI and LEACH. The average link distance

of E-RSSI (Enhanced RSSI) is similar to the average link distance of RSSI. Also

E-RSSI, like RSSI, has a significantly smaller variation over the average link

distances in comparison with LEACH and at the same time shows significant

improvement in the network life-time. E-RSSI produces a low energy cost per

node like RSSI and a more evenly distributed energy cost per node like LEACH,

therefore a prolonged network life-time.

5.2.1 Related work

LEACH [HCB00], one of the most influential works in the cluster-head selection

area, is a clustering protocol that applies randomized rotation of cluster-heads to

distribute the energy load evenly among the nodes in the network. However, it

shows a large variation over the average link distances of clusters and leads to an

uneven energy consumption during transmission phase.

HEED [YF04] (Hybrid Energy-Efficient Distributed) clustering is an energy-

efficient approach for clustering nodes in ad-hoc sensor networks which period-

ically selects cluster-heads according to a hybrid of their residual energy and a

secondary parameter like distance of a node from its neighbors or node degree.
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The randomness of LEACH and HEED causes the unfavorable fact that there

is no guarantee to have enough cluster-heads in each round which leads to some

problems like having a lot of orphaned nodes (nodes that do not belong to any

cluster).

RSSI [FPL09] (Received Signal Strength Indication) clustering is an RF signal

strength based algorithm using a competitive distributed scheme in which nodes

attempt to reduce the overall required transmission energy and form favorable

clusters based on the density and quality of the Received Signal Strength Indi-

cation (RSSI). RSSI algorithms try to reduce the variation over the average link

distances of clusters by means of choosing cluster-heads in the areas of greater

node density in order to have an even energy consumption during the transmis-

sion phase. But they distribute the energy load of being cluster-head between

some specific nodes which leads to a shorter network life-time.

It is possible to utilize RSSI values in different ways. In [AR10], one proposed

method is based on a multiple summation of RSSI values, while the other one is

based on a multiple of the last sensed RSSI values.

5.2.2 Cluster-head selection in LEACH

As mentioned before, LEACH [HCB00] periodically assigns the task of being

cluster-head between the nodes in a random manner in order to distribute the

energy load evenly among the nodes in the network. The LEACH operation

consists of several rounds. Each round starts with a set-up phase in which the

clusters are organized and it continues with a steady-state phase in which data

is transferred to the base station. The steady-state phase should be long in

comparison to the set-up phase in order to minimize overhead.

5.2.2.1 Advertisement Phase

Initially, in order to create the clusters, each node decides by itself to become a

cluster-head or not in the current round. Each node makes this decision based

on the desired total number of cluster-heads in the network which is determined

a priori and the number of previous rounds in which the node has been a cluster-

head up to this point. Node n makes this decision by choosing a random number
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between 0 and 1 and this node becomes a cluster-head for the current round

if this number is less than a threshold T (n). If P is the desired percentage of

cluster-heads (e.g., P = 0.05), then based on P the whole network functions for

some cycles, each consisting of 1
P

rounds. Employing this threshold, each node

becomes a cluster-head in some rounds within each cycle. Initially, round 0,

there is a probability P that each node becomes a cluster-head. It is not possible

anymore for the nodes which are cluster-head in round 0 to become cluster-head

during the next 1
P

rounds. Therefore the probability for the remaining nodes

to become cluster-head is increased, as there are fewer eligible nodes left. After
1
P
− 1 rounds, i.e., the last round of the cycle, the threshold T (n) becomes 1 for

the nodes which have not been cluster-heads yet. After 1
P

rounds, as in round 0,

all the nodes are once again eligible to become cluster-head as in round 0. At the

end of a round, any node that has elected itself as a cluster-head broadcasts an

advertisement message to all the nodes employing a CSMA-MAC (carrier sense

multiple access-media access control) protocol. Also, all the cluster-heads should

transmit the advertisement with the same transmit energy. During this phase

of advertisement, all the non-cluster-head nodes must keep their receivers on, in

order to hear all the cluster-head nodes.

When this phase of advertisement is complete, each non-cluster-head node

makes a decision regarding which cluster it will belong to for this round based on

the received signal strength of the advertisement. The propagation channels are

assumed symmetric. Therefore the received cluster-head advertisement with the

largest signal strength is assumed to come from the most suitable cluster-head,

because the minimum amount of transmit energy is needed to communicate with

it. In the case of ties, a cluster-head is randomly chosen.

5.2.2.2 Cluster Set-Up Phase

After each node has decided which cluster it will join, it must tell the cluster-head

node that it will be a member of its cluster. This transmission is again performed

using a CSMA-MAC protocol. Obviously all the cluster-heads must keep their

receivers on during this phase in order to be able to listen to the non-cluster-head

nodes.

92



5.2.2.3 Schedule Creation

Based on the number of nodes that want to join the cluster, the cluster-head

generates a TDMA schedule and informs each node when it is allowed to transmit.

The cluster-head broadcasts this schedule back to the nodes in the cluster.

5.2.2.4 Data Transmission

Nodes can begin the data transmission as soon as the clusters are formed and

the TDMA schedule is known. Assuming that all the nodes always have data to

send, they can send it to the cluster-head during their assigned transmission time.

The energy of this transmission is chosen based on the received signal strength of

the cluster-head advertisement. The non-cluster-head nodes do not need to send

or receive until the node’s allocated transmission time is reached. Therefore in

order to minimize the energy dissipation they can turn off their radio. On the

other hand, the cluster-heads must keep their receiver on in order to receive all

the data from the non-cluster-head nodes in their cluster. This leads to a greater

depletion of the battery of the cluster-head compared to the normal nodes.

After receiving all the data, the cluster-heads perform some signal processing

functions in order to compress the data into a single signal [SS06], [KS07], and

[ZZS10]. For example, in case of a wireless sensor network which collects some

data as audio or seismic signals, the cluster-head node can generate a composite

signal after beamforming the individual signals. Afterwards, each cluster-head

may send this composite signal to the base station which is far away. This would

be a high-energy transmission. After a certain time, which is determined a priori,

the data transmission phase is finished and the next round begins where each

node determines if it should become a cluster-head for each round and so on.

5.2.2.5 Multiple Clusters

The previous sections describe how the individual cluster-heads communicate

with their cluster nodes. However, transmission in one cluster affects the com-

munication in an adjacent cluster. Therefore each cluster should communicate

by employing different CDMA (code division multiple access) codes in order to

reduce this interference. To do so, each node chooses a spreading code randomly
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from a predefined list when it decides to become a cluster-head. The next step

would be to inform the non-cluster-head nodes in the cluster to employ the same

spreading code when they want to transmit.

5.2.2.6 Hierarchical Clustering

It is possible to extend LEACH in order to establish hierarchical clusters where

the cluster-heads communicate with super-cluster-heads and so on until the point

at which the data may be sent to the base station. This hierarchical clustering

could save a remarkable amount of energy in case of large networks.

5.2.3 Cluster-head selection in RSSI

In the RSSI clustering algorithm each node considers two objectives. The node

tries to join clusters that require the least transmission energy in order to optimize

its own energy consumption. Moreover, if the link quality for a node falls below

a specific threshold, then it will not associate with that cluster-head. Employing

the RSSI clustering algorithm yields that the nodes located in an area with more

node density become cluster-heads much more often than the other nodes, leaving

them susceptible to rapid battery drainage. It works as follows:

5.2.3.1 Initial phase

In this phase, each node starts as a non-associated node. Therefore, each node

actively scans its surroundings, through piloting, in order to find the active clus-

ters. In case any cluster-heads are found, the node evaluates the RSSI of differ-

ent cluster-heads responses and verifies if the signal strength is above a required

threshold RSSIthres. If multiple cluster-heads are found, the node associates itself

with the cluster-head which shows the strongest RSSI.

5.2.3.2 Topology discovery phase

If no suitable cluster-head is available after scanning for the active clusters then

the node goes to the topology discovery phase in which each non-associated node

broadcasts a node discovery request having a time-out value. With this time-out
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value the node specifies the maximum time duration allowed for a response to

the node discovery message. The non-associated nodes which receive the node

discovery message will respond by sending their configuration. All responses

which are received after the time-out are ignored.

5.2.3.3 Promotion factor computation

After receiving the responses to the discovery request, each node sorts the re-

ceived RSSI values in a decreasing order. After that, the node computes its

promotion factor Pfact which determines the likelihood that a node promotes it-

self to a cluster-head. The promotion factor can be computed as:

Pfact =

{
en ·

∑n
i=1 RSSIi
n

if n>0

∞ if n=0
(5.1)

where

n is the number of responses received

RSSIi is the strongest received signal strength from the ith responding

node.

5.2.3.4 Cluster-head promotion phase

In this phase, each node waits x number of rounds before it attempts to promote

itself to a cluster-head. The number of rounds can be calculated as x = C
Pfact

in

which C is a network dependent constant. As it is obvious from the equation, a

node with a larger value of the promotion factor promotes itself sooner. If Pfact

= ∞, it means that no other non-associated nodes are detectable. Therefore the

node promotes itself immediately to a cluster-head.

5.2.3.5 Periodic active scans

During the cluster-head promotion phase, each node runs periodic active scans in

order to find new cluster-heads. If the node finds a cluster-head before promot-

ing itself, it compares the RSSI of the cluster-head announcement message with
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RSSIthres. If it is above the threshold, the node terminates its cluster-head promo-

tion algorithm and sends an association request to the corresponding cluster-head.

If multiple cluster-heads are present, the node associates with the cluster-head

which shows the strongest RSSI.

5.2.3.6 Optimization phase

Each node enters the optimization phase when it has been associated with a

cluster-head or its cluster-head promotion algorithm has been completed. Each

node continues to run periodic active scans in order to find cluster-heads. The

objective is to minimize the transmission energy when communicating with its

cluster-head in order to maximize life-time. If the node finds a more suitable

cluster-head, it will end the association with its current cluster-head and send an

association request to the new cluster-head.

At anytime, if a cluster-head dies or an association with a cluster-head is lost,

the node scans for available cluster-heads and begin the cluster-head promotion

phase in order to determine its new promotion factor. It is noteworthy to mention

that the number of the cluster-heads is arbitrary and is determined by RSSIthres,

while in LEACH it is fixed, as was mentioned in the previous section. A larger

value of RSSIthres results in a greater number of cluster-heads.

5.2.4 Cluster-head selection in E-RSSI

We propose a new clustering scheme, E-RSSI (Enhanced RSSI), based on the

RSSI algorithm. The proposed scheme combines the main advantages of RSSI and

LEACH. E-RSSI produces a low energy cost per node like RSSI and a more evenly

distributed energy cost per node like LEACH. Thereby a prolonged network life-

time is achieved.

In our proposed RSSI clustering algorithm each node goes through 5 different

phases as follows:

5.2.4.1 Initial phase

At the starting point, each node is in a non-associated state in which it runs an

active scan to search for active cluster-heads. For each cluster-head found, the
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non-associated node verifies whether the strength of the received signal is above

the predefined threshold RSSIthres. If there are some cluster-heads available, the

non-associated node compares the received signal strengths and associates with

the best cluster-head.

5.2.4.2 Topology discovery phase

Each node that was not successful in finding a suitable cluster-head in the initial

phase is a candidate node to be the cluster-head and broadcasts a node discovery

message to the network. All the nodes that received this message will respond

with their configurations. It is important to note that not only the non-associated

nodes but even the associated nodes that received this message will respond with

their configurations.

5.2.4.3 Promotion factor calculation phase

After receiving responses to the node discovery message, the candidate node starts

to compute its promotion factor, Pfact. We can think of 1/Pfact as the likelihood

that a candidate node promotes itself to a cluster-head. If n 6= 0, it is possible to

say:

Pfact =
en
∑n

i=1 RSSIi
n

(5.2)

where

n is the number of the received responses

RSSIi is the strength of the ith received response which is more than

RSSIthresh.

Please note that in the above summation, only the received responses which

are more than RSSIthresh are of interest.

It is obvious that for n = 0, Pfact is to be considered ∞ so that the likelihood of

its promotion will be maximum.

Also it is important to note that each node compares its remaining battery

with the average remaining battery of its neighborsBavg and its minimum distance
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to other cluster-heads with a reference distance DCH. If its remaining battery is

less than 90 % of Bavg or its distance to nearest cluster-head is less than DCH

then it puts its Pfact = 0 in order to not become a cluster-head as long as the

result of at least one of these comparisons remains the same.

5.2.4.4 Promotion phase

Each candidate node with a Pfact 6=∞ will wait for a number of cycles x = C/Pfact

in which C is network dependent constant number. On the other hand, each

candidate node with a Pfact =∞ instantly promotes itself to cluster-head because

no other non-associated nodes are found.

Note that, during this phase each node also carries out a periodic active scan

for new cluster-heads. For each cluster-head found, the candidate node verifies

whether the strength of the received signal is above the predefined threshold

RSSIthresh or not. If there are some cluster-heads available then the candidate

node terminates its promotion algorithm, compares the received signal strengths,

and associates with the best cluster-head.

5.2.4.5 Optimization phase

Once a node associates itself to a cluster-head, it enters the optimization phase

in which each associated node continues to run an active scan to search for active

cluster-heads with a better RSSI value than its current association. If a cluster-

head with a better RSSI is found then the associated node breaks its association

with current cluster-head and sends an association request to the new cluster-

head.

At any time if an associated node loses its association, for example, because of

a cluster-head running out of battery, it simply assume itself as a non-associated

node and starts over from the initial phase.

Also each cluster-head compares its remaining battery with the average re-

maining battery of its neighbors Bavg and if it is less than 90 % of Bavg it decides

for itself and its cluster members to become non-associated nodes in the next

cycle to give a chance to other eligible nodes with higher amount of battery to

become cluster-head.
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5.2.5 Simulation results

A simulator has been built with MATLAB in order to test the proposed clustering

algorithm and to compare it with RSSI [FPL09] and LEACH [HCB00]. Similar

to [HCB02] (LEACH), we place 101 nodes randomly in a 100 m by 100 m grid.

In order to have a fair comparison, there should be the same number of cluster-

heads for all 3 algorithms and we aimed for 5 % of the nodes to be cluster-heads

as it is suggested for these system parameters and topology in LEACH [HCB00].

Note that the number of cluster-heads is defined in LEACH explicitly but in RSSI

it is defined implicitly based on parameters like RSSIthresh and C. Also, not all

the nodes are able to communicate with each other. Therefore some nodes may

remain orphaned.

We aggregate the simulation data over two cases for two different network

topologies to compare the network life-time of E-RSSI, RSSI, and LEACH in

a better way. In the first case, a central base-station/data-aggregation-unit is

assumed to be outside of the 100 m by 100 m grid. We assume that each node

has always a 2000-bit data packet to send (for example in sensor networks when

nodes are sensing the environment at a fixed rate). In each transmission round

(cycle) all the member nodes send their data packets to their cluster-head. Once

a cluster-head gathers them all it tries to fine the best route with the minimum

number of hops to the base-station and sends them. The simulation is repeated

100 times in the Monte Carlo fashion. The nodes are re-deployed randomly at teh

start of each Monte Carlo simulation. In the second case, there is no base-station

and nodes are communicating with each other. In this case, during each cycle

10 pairs of nodes are chosen randomly as the transmitter and receiver, then the

best route with the minimum number of hops is found and finally a 2000-bit data

packet will be sent to the receiver. The simulation data for both cases is then

aggregated to find the mean and standard deviation of the various parameters

of interest. For simplicity we assumed the symmetric AWGN channel model, for

which we modeled RSSI as a function of distance:

RSSI(d) = PtxL(dref) + 10 · α · log10

d

dref

+Xg (5.3)

where
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Ptx is the transmit power

L(dref) is the path loss for a reference distance dref

α is the path loss exponent

Xg is a Gaussian random variable with 0 dB mean (in case of no

fading it is equal to 0 dB).

Note that for this simulation we have not considered fading to be present. We

assume BPSK (Binary Phase-Shift Keying) modulation for simplicity. Uncoded

transmissions with a transmit SNR of 37 dB and path loss exponent = 2 was

used. In order to come up with an RSSIthresh, we assume a required BER (Bit

Error Rate). 100 Monte Carlo simulations were used for the figures shown in this

section.

Using the proposed energy model in LEACH [HCB02] and the Friis free space

model, the radio expends an amount of energy given by:

Etx = NbEamp +NbEelecd
2 (5.4)

to transmit an Nb-bit message and expends an amount of energy given by:

Erx = NbEamp (5.5)

to receive it. Here

Eelec is the amount of energy that a radio dissipates to operate the

circuitry of its transmitter or receiver

Eamp is the amount of energy that a radio needs to use in order to

achieve an acceptable Eb/N0

ρ = Eb/N0 is the ratio of energy per bit to noise power spectral density.

E-RSSI, RSSI and LEACH can be compared based on:

• The number of alive nodes as a function of the cycle

• The variance of remaining batteries of nodes as a function of the cycle

• The average number of orphaned nodes
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• The number of cluster-heads

• The average distance between nodes and cluster-heads

As Figure 5.2 shows, in average, in the RSSI clustering the first node dies

at the 15th cycle, in LEACH the first node dies at the 30th cycle and in E-RSSI

clustering the first node dies at the 120th cycle. Therefore, in E-RSSI it takes

about 8 times longer than RSSI and 4 times longer than LEACH, for the first

node to die.

Figure 5.2: Number of alive nodes as a function of the cycle

From Figure 5.3, we see that the variance of the remaining batteries of nodes

in E-RSSI and LEACH is significantly less than RSSI, which means that the

energy load of being cluster-head is distributed among all the nodes in a better

way leading to a longer network life-time.

Providing a longer network life-time is not the only advantage of E-RSSI over

LEACH. Simulations show that after 100 cycles, having 5 cluster-heads out of

100 nodes, on average around 4 % of nodes in E-RSSI, 3 % of nodes in RSSI

and 18 % of nodes in LEACH remain orphaned per cycle and it shows that E-

RSSI and RSSI significantly outperform LEACH in terms of the average number

of orphaned nodes. Figures 5.4, 5.5 and 5.6 show the histogram of the number

of orphaned nodes in E-RSSI, LEACH and RSSI respectively. By looking at the
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Figure 5.3: Variance of remaining batteries of nodes as a function of the cycle

spread of the histograms, we can see that higher number of orphaned nodes occur

very seldom in E-RSSI compared to LEACH and RSSI.

We aimed at having 5 cluster-heads for all 3 algorithms during simulations

to have a fair comparison and simulation results show that the average number

of cluster-heads per cycle for E-RSSI, RSSI and LEACH are respectively around

5.4, 5.0 and 5.2. As Figures 5.7, 5.8 and 5.9 show, in case of E-RSSI and RSSI,

the standard deviation is around 0.7 and 0.9 respectively which is significantly

less than the standard deviation in LEACH which is 2.5.

As Figures 5.10, 5.11 and 5.12 show, the average link distances for E-RSSI,

RSSI and LEACH are, respectively, about 19.2, 19.2 and 20.1 meters, which shows

that both E-RSSI and RSSI have around 5 % improvement in the average link

distance over LEACH. Also, in case of standard deviation of average link distance

E-RSSI and RSSI show around 13 % and 8 % improvement, respectively, over

LEACH.

According to equation (5.6), having a lower average link distance leads to a

lower energy usage for transmission. Also having a lower standard deviation of

average link distance leads to a more even distribution of the energy consumption

over all the nodes. Moreover, distributing the load of being cluster-head between

all the nodes leads to a better network life-time. Choosing the cluster-heads in
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Figure 5.4: Number of orphaned nodes in E-RSSI

the right places also leads to less number of orphaned nodes and hence better

connectivity in the network.

By looking at the Table 5.1 we can see that LEACH distributes the energy load

of being cluster-head over all nodes in a random manner which is why it has a

better network life-time than RSSI, but RSSI produces links with lower average

distances and lower standard deviations in comparison with LEACH which leads

to a lower transmission energy consumption. E-RSSI, on the other hand, has all

the aforementioned benefits of both these schemes which leads to a significantly

longer network life-time in comparison with both RSSI and LEACH.

Link Percentage of Cycle Number for
clustering Distance Orphaned Nodes First Dead Node
Algorithm - - -

Mean (Std) Mean (Std) Mean (Std)
RSSI 19.2 (8.7) 2.8 (0.8) 15 (3.4)

LEACH 20.1 (9.5) 17.7 (1.4) 30 (4.8)
E-RSSI 19.2 (8.3) 3.9 (1.4) 120 (23.8)

Table 5.1: Comparing LEACH, RSSI, and E-RSSI. (Std stands for the standard
deviation.)
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Figure 5.5: Number of orphaned nodes in LEACH

5.3 Joint clustering and routing mechanism for

cooperative MIMO multi-hop networks

Ad-hoc networks that support multi-hopping can provide a range of solutions for

range-limited sensor and machine-to-machine networks. However such networks

have their own set of implementation and performance issues. Clustering helps

in organizing the networks and providing a backbone for routing data packets

over multi-hop links. However multi-hopping itself can cause a loss in perfor-

mance compared to single-hop systems. This is because, as shown in the last

chapters, the ergodic capacity of links in such networks is a decreasing function

of the number of hops. Also error-propagation over multiple hops can result in

a much reduced performance. Hence it is beneficial to reduce the number of

hops in multi-hop networks. One way to do this is to employ cooperative MIMO

(Multiple Input Multiple Output) techniques to increase the range of these de-

vices. This will result in reducing the number of hops. However incorporating

cooperative MIMO in an ad-hoc network without central control and with self-

organised routing can be challenging. In this chapter, we present a novel joint

clustering and routing mechanism to simplify and define the procedure for nodes

to employ cooperative MIMO to gain an increase in performance. We introduce
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Figure 5.6: Number of orphaned nodes in RSSI

the concept of ’cooperative-MIMO-linked neighboring clusters’ and describe how

that can be used in conjunction with our specialized routing mechanism AOCMR

(Ad-hoc On-Demand Cooperative MIMO Routing), to enable nodes to efficiently

communicate in large scale networks in a decentralized manner.

We are rapidly approaching the era where the amount of communicating mo-

bile devices will outnumber the human population by far [Haa]. This will bring

into existence the so-called ’internet of things’. Thus machine to machine (M2M)

networks are attracting a lot of attention from academia and industry alike. There

are some specific attributes of these networks that sometimes makes them hard

to set up. Indeed, there are some attributes that simplify the task of the network

designer as well.

A major difficulty is that most of this communication should better be kept

off the main backbone of communication being used by people. This is because

the sheer number of these devices and their continuous communication with each

other can seriously strain the bandwidth of a network in general use by the

public. This can be accomplished by applying ad-hoc networking techniques to

’local’ networks of machines. ’Clustering’ (grouping together of nodes geographi-

cally located close to each other, with a pseudo base-station in each group known

as the cluster-head) can help with self-organization and routing. Another diffi-
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Figure 5.7: Number of cluster-heads in RSSI

culty with M2M networks is that most of the ’nodes’ have limited range and are

mostly equipped with a single antenna. Multi-hopping is a possible solution for

communicating over large distances with such devices. This can solve the range

issue as well as provide frequency re-use benefits.

In many cases, however, the multi-hopping can yield a reduced performance

because of loss in capacity (explained in Chapter 2), and the effects of error

propagation. Hence it is advisable to use cooperative MIMO to increase the

range of these devices in order to reduce the number of hops. In this section we

propose a joint clustering and routing method that makes it easier and simpler for

nodes in ad-hoc and M2M networks to utilize the cooperative MIMO technique

(of any diversity order) to increase the throughput capacity. This extends the

range of each packet hop and increases the link performance by decreasing the

delay as a result of having fewer hops from source to destination.

In the previous chapters it was mentioned that it is important to use more

antennas to decrease the number of the hops. Co-operative or virtual MIMO

is a good concept for mobile nodes with a single antenna to be able to achieve

the benefits of MIMO communications. It is ideally suited for the distributed

clustered system under investigation, where nearby nodes can be employed to

cooperate and form a virtual antenna array. It is also imperative to modify the
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Figure 5.8: Number of cluster-heads in LEACH

routing scheme to incorporate the need for multiple paths between clusters. A

routing example with 2×2 (virtual) MIMO channels between clusters is shown

in the Figure 5.13. In Figure 5.14, the 2×2 virtual MIMO is compared to the

SISO case, in terms of the Bit Error Rate (BER) for the example multi-hop

communication scenario from Figure 5.13. The MIMO gain is clearly visible thus

justifying the use of a virtual MIMO scheme wherever idle nodes are available. If,

however, no extra nodes are available then SISO multi-hopping provides a good

performance too, thus eradicating the need for fixed infrastructures such as base

stations.

Cooperative MIMO can be employed to improve the performance of the links

which results in an increase of the range of the hops while ensuring that the

required QoS (bit error rate) is fulfilled. Though, employing this technique in

an ad-hoc network is a difficult task where the lack of a centralized network

controller, e.g., a base station makes it challenging to establish a link. Therefore

a joint clustering and routing method is proposed to simplify this task. First we

show the analysis of the ergodic capacity in multi-hop scenarios which highlights

the need for the reduction in the number of hops per transmission in large scale

multi-hop networks and then explain the proposed joint routing and clustering

mechanism to employ cooperative MIMO.
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Figure 5.9: Number of cluster-heads in E-RSSI

5.3.1 Analysis of Ergodic Capacity for Multi-hop Scenar-

ios

We will now briefly recap the analysis performed in Chapter 2 regarding the

capacity of AF and DF relaying in order to highlight the need for a new routing

mechanism that can keep the number of hops low.

The system model is the same as the one used in Chapter 2 and is shown in

Figure 5.15.

We showed in Section 2.2 that the ergodic capacity for AF relaying systems,

given by equation (2.20), is a decreasing function of the number of hops. This

fact was illustrated in Figure 2.5. The same was true for the ergodic capacity of

DF relaying systems, given by equation (2.26), and illustrated in Figure 2.7.

Our analysis points to a common misconception that shorter hops result in

an increased performance. While it is true that the received SNR for each hop is

better in that case, the amount of retransmissions due to the increased number of

hops translates into a linear decrease in the throughput capacity of the multi-hop

link which overtakes the logarithmic increase in capacity due to the increased

SNR and in the end we are left with a reduced overall performance.
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Figure 5.10: Average distance between nodes and cluster-heads in LEACH

5.3.2 Steps of the Joint clustering and routing mechanism

The analysis in the last section highlights the importance of trying to reduce the

number of hops in a large scale multi-hop network. We can employ cooperative

MIMO to improve the performance of the links and thereby increase the range

of each ’hop’ while ensuring that the QoS (quality of service) is met. However to

use this technique in an ad-hoc networking scenario is challenging. The lack of a

centralized controlling entity (e.g., a base station) makes the task of establishing

a link, especially one which involves cooperative MIMO, challenging. Hence we

propose a joint clustering and routing method to make this task simpler. Here

are the three steps involved:

5.3.2.1 Clustering phase

Clustering is one of the widely used methods for ad-hoc networks. Nodes per-

form extensive piloting to gather information about their surroundings and then

form groups with one of them designated as the cluster-head (CH). Additionally

clusters form links with neighboring clusters in order to form ’gateways’ used by

routing algorithms such as AODV (Ad-hoc On-demand Distance Vector [PR99])

and LEACH (Low Energy Adaptive Clustering Hierarchy [HCB00]). The problem
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Figure 5.11: Average distance between nodes and cluster-heads in RSSI

with this is that these connections are all based on single links. When cooper-

ative MIMO is employed in such scenarios [YCK06], [ZSGH11], the ’hops’ are

restricted to the immediate neighbors of the cluster only, even though with coop-

erative MIMO it is possible to ’hop’ over much larger distances. This would be

possible if the CH would know whether it can transmit to a cluster farther away

using cooperative transmission with a particular MIMO diversity order. The re-

stricting factor here is that the piloting is performed using single antenna nodes

and only an estimate of the quality of the SISO links is formed at the CH. One

possible way to accomplish this is to perform piloting in a cooperative way as

well in order to estimate the quality of cooperative MIMO links between clusters.

But this would cause a lot of overhead since we would have to try all possible

combinations of nodes in order to grade the quality of the MIMO links to be able

to choose the best ones when the time for transmission comes.

It is proposed to employ the link information from the SISO piloting in order

to come up with an idea on how to perform a cooperative/collocated MIMO link

in the same place. A high power pilot is used in order to reach distant clusters,

even the ones for which the SISO link is not usable due to a high error rate.

The following section shows how the performance of a virtual MIMO link can

be derived based on the SISO links. The upper bound of the error probability
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Figure 5.12: Average distance between nodes and cluster-heads in E-RSSI

estimates is considered to ensure that the Quality of Service (QoS) is met.

5.3.2.2 BER bound estimation

In this section we repeat the derivation from the last chapter that showed how

the quality of transmission for higher order MIMO can be extracted from the

available SISO link information. In this section we focus on the symbol error rate

as a parameter of the link quality. Lets assume that the system has a diversity

order D. The received signal at the receiver can be written as

yi =

√
Ps
D
hi · x+ νi, i = 1, 2, . . . , D, (5.6)

where x denotes the transmitted signal, Ps denotes the transmit power, hi, yi,

and wi represent the channel transfer function, the received signal, and the ad-

ditive noise which is modeled as a ZMCSCG random variable with variance σ2
n

corresponding to the ith diversity branch, respectively. The symbol error rate

can be approximated as

Pe(η) ≈ N̄e ·Q

(√
η · d2

min

2

)
. (5.7)
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Figure 5.13: Routing in 2×2 Cooperative Multi-hop MIMO. The green lines
denote the connections between the nodes and the cluster-heads, the blue lines
show the communications between different clusters, and the red lines show the
communications with the same cluster.

where Q represents the Q-function, defined in (3.3), which is the tail probability

of the standard normal distribution. Moreover, N̄e and dmin denote the number of

nearest neighbors and the minimum Euclidean distance of the underlying scalar

constellation. The variable η represents the received SNR over a fading channel

hi which, for maximum ratio combining, is given by

η =
1

D

D∑
i=1

|hi|2 · ρ, (5.8)

where ρ = Ps/σ
2
n is the received SNR of the equivalent SISO link. By using the

Chernoff bound: Q(x) ≤ 1/2 · exp(−x2/2), the equation (4.2) can be bounded,

which yields

Pe(η) ≤ 1

2
N̄e · exp

(
−η · d

2
min

4

)
. (5.9)

Assuming an uncorrelated Rayleigh fading channel with unit variance, it fol-

lows that the average probability of symbol error in the high SNR region is
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Figure 5.14: Comparison of 2×2 virtual MIMO multi-hop and SISO multihop
from BER point of view after multi-hopping over five clusters. AODV-based
routing for cooperative MIMO, RSSI-based clustering, path loss exponent of value
2, BPSK modulation, 250 randomly placed nodes, and Alamouti coding for the
cooperative MIMO case were used for this simulation (whih was performed using
SONIR).

upper-bounded by

Pe = E{Pe(η)} ≤ 1

2
N̄e

(
ρ · d2

min

4 ·D

)−D
. (5.10)

The diversity order D should be minimized in order to find an upper bound

which is independent of the MIMO scheme. We assume maximum ratio combining

at the receiver. Then depending on the correlation between the transmit antennas

(we assume uncorrelated receive antennas), the bounds of the diversity order D

can be written as

Mr ≤ D ≤Mr ·Mt, (5.11)

where Mt is the number of transmit antennas. Replacing D with Mr in the

equation (5.10), the upper bound of the average probability of SER in the high
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Figure 5.15: The relaying model in multi-hop scenarios.

SNR regime is given by

E{Pe} ≤
1

2
N̄e

(
ρ · d2

min

4 ·Mr

)−Mr

. (5.12)

Using (5.12), we can upper bound the probability of error for cooperative MIMO

with a particular number of receive antennas by using only the normal (SISO)

pilot. After this phase each CH can form a table of all the other clusters it can

communicate with by using one or more of its cluster members. It can also list the

best nodes for these virtual MIMO connections in decreasing order of precedence.

This gives rise to the concept of ’cooperative MIMO neighboring clusters’. This

concept is illustrated in Figures 5.16 and 5.17. Figure 5.16 shows an example of a

clustered network. However, if the additional step of finding cooperative MIMO

neighbors has been performed, the CHs also know the location of their MIMO

neighbors. Figure 5.17 illustrates this for a particular cluster (marked in black)

and its cooperative MIMO neighbors are depicted by different colors based on

the diversity order of MIMO the CH wishes to, or is able to, use.

5.3.2.3 Ad-hoc On-demand Cooperative MIMO Routing (AOCMR)

Localization and routing for self-organized networks is a non-trivial task and

has many implementational issues. Having GPS (Global Positioning System)

equipped nodes helps with localization but it is still quite difficult for nodes to get

accurate information about their surroundings and their neighboring nodes. In

the proposed system, cluster-heads deal with most of the routing functions. They

maintain tables of the IDs of nodes in their cluster and use the nodes to gather

information about the presence of neighboring clusters. Moreover, they have

tables indicating the most suitable node (or nodes, in case of cooperative MIMO)

to use in order to communicate with a particular neighboring cluster. AODV
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Figure 5.16: a Clustered Network

(Ad-hoc On-demand Distance Vector routing) [PR99] is a promising option to

deal with the routing issue. In the proposed system, there is an improvement

upon AODV in that the route is updated when re-clustering is performed even

during the same session of communication between two nodes to cater for the

movement of nodes in the network. AODV, on the other hand, maintains the

same route during one session of communication. The cluster maintenance tables

and the routing tables are also updated periodically, and the optimal update

interval can be determined based on the quality-of-service (QoS) demand that is

of immense interest to network planners. Thus, the optimal network reclustering

time can be obtained as a function of the QoS [bit error rate (BER)] and the

speed of the mobiles. Based on the simulation results, it is possible to eventually

form a mathematical model to determine the reclustering time in relation to these

quantities.

AOCMR (Ad-hoc On-demand Cooperative MIMO Routing [ZGS+11]) can be

employed as soon as CHs obtain the tables with all the possible connections to

the other clusters. It works similar to AODV except for the fact that it routes
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Figure 5.17: Cooperative MIMO neighbors

the packets through the cooperative MIMO links if it is possible. Depending on

the number of the accessible nodes, each CH can decide about the transmissions

diversity order with the aim of sending the packet as far as possible and as close

as possible to the cluster with the final destination node for the packet.

Note that the overhead for AOCMR is greater than that for the existing

schemes. To justify this overhead for practical networks, we should note that

once the cooperating set of nodes are determined, then this knowledge can be

stored at the cluster-head and used for future transmissions. Especially if we are

dealing with networks that are relatively static, the one-time overhead for this

determination is quite affordable and is further offset by the gain in throughput

achieved by reducing the number of hops.

There is a possibility to have heterogeneous cooperative MIMO links in the

116



same multi-hop connection when each CH can decide about its diversity order. As

in [YCK06] and [ZSGH11], for the clusters that are geographically next to each

other, it is not enforced to perform the cooperative MIMO. Figure 5.18 gives an

example of the case in which a multi-hop link is shown in three different con-

figurations, with SISO hops in blue, with 3×3 cooperative MIMO hops between

geographically neighbors as in [YCK06], [ZSGH11] in pink and with the proposed

3×3 joint clustering and routing scheme in red.

Figure 5.18: Multi-hoping with different methods (red lines represent AOCMR,
blue lines represent AODV SISO routing and pink lines represent MIMO routing
based on AODV).

Mobility management

If the nodes are mobile, the network can change quite rapidly. To counter this,

the classical technique is to periodically re-cluster the network based on average

mobility characteristics of the nodes in the network. In AOCMR, we re-draw the

route every time the network is re-clustered in order to (periodically) determine

the optimal link and avoid link breakage, which is a major drawback in AODV,
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because the route is maintained for the entire duration of a transmission, regard-

less of the length of the transmission or the change in the network due to the

mobility of the nodes.

5.3.3 Simulation Results

We have analysed our scheme for the case of 2×2 (cooperative) MIMO with

Alamouti space time block codes (STBCs) for a large network with hundreds

of nodes uniformly distributed in a certain area. Figure 5.19 shows that we

can gain an immense reduction in the number of hops over large networks by

employing AOCMR as compared to the older SISO route based schemes for co-

operative MIMO. Figure 5.20 shows the gain in mutual information by employing

our scheme with AOCMR as opposed to older AODV/SISO based schemes. The

equations (2.26) and (3.32) are used for this figure.

A hidden benefit of employing AOCMR is that we end up using less nodes

per transmission because we go over fewer hops and thus fewer cooperative nodes

are employed. We should note that nodes are users as well as resources in co-

operative relaying networks. So by using AOCMR, we end up freeing up more

nodes, enabling them to potentially take part in other transmissions. Figure 5.21

illustrates this effect.

5.4 Conclusions and Future Work

The simulation results show that the E-RSSI clustering algorithm forms clusters

in such a way that it enables low energy transmissions and distributes the trans-

mission energy consumption over all the nodes in a more even way which leads

to a significantly longer network life-time. As the E-RSSI algorithm makes no

assumption about the type of network nodes (homogeneous or heterogeneous), it

can adapt itself to different network configurations. Aforementioned advantages

make E-RSSI a practical solution to the problem of cluster-head selection.

Future work could be to run a joint optimization (convex or non-convex)

algorithm on all the parameters of the clustering algorithm in order to achieve

an optimal performance in terms of life-time as well as the quality of service.
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Figure 5.19: Required number of the hops for different SNRs

Comparison of E-RSSI with HEED is also an interesting option for future work.

Using cooperative MIMO for range extension of individual hops in a multi-

hop network can give us a much improved link throughput capacity. Using our

proposed routing scheme (AOCMR) can make it simpler for cluster-heads to

employ cooperative MIMO techniques in an ad-hoc manner since we use simple

piloting and employ that to form tables at the cluster-heads which will be used

for routing between clusters using heterogeneous cooperative MIMO links.

For future work, it would be imperative to look at the overall network through-

put as opposed to just a single link throughput. Also an evaluation in the presence

of interference from other nodes and imperfect synchronization conditions should

be performed.
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Figure 5.20: Comparing the mutual information
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Figure 5.21: Comparison of the number of nodes required for routing
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Chapter 6

Data management through DHTs
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Distributed hash tables (DHTs) provide reliable distributed data manage-

ment in a decentralized fashion that is well suited to self-organizing cluster-based

ad-hoc networks. However, existing DHT approaches strive to optimize some

combination of the total overlay message load, lookup delays, or load balance

between the overlay nodes while ignoring the underlying physical characteris-

tics of ad-hoc networks without infrastructure. In such networks, this inevitably

leads to a high overhead in terms of the number of physical underlay transmis-

sions. While location aware DHT approaches do reduce the number of underlay

transmissions, they are not designed to exploit physical and link layer communi-

cation techniques such as cluster-based ad-hoc network structures or cooperative

relaying. In this chapter, we introduce novel location and resource aware DHT

protocols that incorporate underlay cluster information into their proximity link

selection. These and existing DHT protocols are evaluated in simulations that

use realistic wireless transmission protocols and parameters along with mobile

nodes with limited lifetimes. Comparisons of the number of required overlay and

underlay hops as well as the amount of consumed power suggest a tradeoff be-

tween the underlay and overlay overhead in existing schemes, while the proposed

novel protocols demonstrate both overlay and underlay benefits. The results of

this chapter have been publsihed in [ZARBH13].

6.1 Introduction

The decentralization of wireless networks in order to reduce the dependence on

fixed infrastructure such as base stations has been the subject of vast interest in re-

cent years [HDP03]. Decentralized communication schemes are inherently better

suited to respond to unforeseen situations due to natural disasters or widespread

network failures and, in the future, could possibly form the back-bone of general

commercial mobile networks. There is thus a current interest in the creation of

new methods to handle data in such decentralized wireless networks. Most of

the techniques available in literature only look at the data management in such

networks in terms on the overlay structure. The overlay structure refers to the

logical connections between nodes that the higher OSI (Open Systems Intercon-

nection) layers can see. The underlay structure refers to the physical structure of
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the network with physical connections between nodes over actual wireless links.

There has been a rapid growth of distributed data management systems for

large amounts of data that are either unstructured and therefore built directly

on the existing underlay or structured such that participating nodes are ab-

stracted from their underlay. While unstructured systems benefit from routing

and searching using underlay logic, structured overlays have the decisive advan-

tage of providing guarantees on data availability. In this chapter, we consider the

compatibility of structured overlays, or distributed hash tables (DHTs), and de-

centralized wireless ad-hoc networks. In doing so, we must consider the complex

and unpredictable nature of wireless ad-hoc networks - for example, the lack of

Quality-of-Service (QoS) or high performance guarantees in mobile ad-hoc net-

works (MANETs) - and the restricted resources of wireless nodes - such as battery

power, bandwidth, or computing power.

We assume a self-organizing and cognitive communications scenario where

mobile handsets are used as ad-hoc network nodes, both for intelligent relaying

in the absence of base stations as well as for data storage. To control stability, re-

configurability and scalability, self-organized ad-hoc networks often communicate

via multi-hopping over relay nodes that have been clustered into various groups.

The network is managed by local base-stations, or cluster heads (CHs). Mean-

while, overlay hops are based on virtual links to other nodes that may lie outside

of the direct communication (i.e., transmission) range, so that a singe overlay hop

often requires multiple underlay hops to reach its destination. Network interfer-

ence and scheduling issues can also contribute to this increased stretch of overlay

hops. Figures 6.1(a) and 6.1(b) visualize how a single DHT overlay hop is exe-

cuted as multiple physical underlay transmissions for nodes using multi-hopping

over relays to communicate. Reducing the number of necessary underlay hops

per single overlay hop while maintaining a low number of overlay hops would

decrease the overall network load and lookup delays while using nodes’ resources

more conservatively. However, the number of underlay hops per overlay hop de-

pends on the specific implemented underlay network architecture, such as cluster

head or hierarchically based network structures [Nee10]. This chapter offers a

realistic evaluation of the effects of different underlay network configurations on

the overlay link stretch and overall network performance.
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Figure 6.1: Data overlay via logical ID (a); corresponding node-to-node underlay
communication (b); smallest underlay configuration involving two clusters: small
physical distance does not always correspond to low number of underlay hops (c);
smallest underlay configuration involving single cluster: small physical distance
always corresponds to minimum number of underlay hops (d).

Some existing proximity aware DHT approaches, such as DHash++ [KAKH09]

(which is an extension of Chord [SMLN+03]), and RBFM (resource based finger

management, an extension of DHash++) [RB11], indirectly address the underlay

overhead by reducing the total average physical distance that messages travel
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by choosing nearby links. However, to the best of our knowledge, no current

DHT scheme takes into account the inherent ad-hoc properties and utilizes them

effectively to directly reduce the underlay load and lookup latency. Cluster-

based multi-hop communication in particular has recently received much atten-

tion [ZSGH11] while cluster heads provide a concrete leverage point for DHT

optimization [Nee10].

This chapter introduces a DHT approach that incorporates cluster head in-

formation for cluster-based multi-hop underlay communication into the choice of

overlay links. This work was published by us in [ZARBH13]. This chapter’s main

contributions are:

• novel location, resource, and cluster aware DHT approaches C-DHash++

and C-RBFM that augment DHash++ and RBFM to incorporate cluster

heads and cluster states,

• examples of network configurations for optimized underlay-overlay networks,

and

• a comparison of the underlay overhead for the cluster-aware and other

DHTs.

The rest of this chapter is organized as follows. Section 6.2 describes the re-

lated work in the area. Section 6.3 describes the proposed novel DHT protocols:

C-DHash++ (cluster aware DHash++) and C-RBFM (cluster aware resource

based finger management). Simulation results are presented in Section 6.4. Fi-

nally Section 6.5 summarizes the chapter and highlights important open research

issues in this area.

6.2 Related Work

Originally developed as centralized protocols for fixed networks, today overlay

networks work efficiently in a heterogeneous decentralized manner as well. Dis-

tributed hash tables (DHTs) are most common solution for data management in

decentralized networks. Well established DHTs such as Chord [SMLN+03], CAN

(Content Addressable Network) [RFH+01], and Kademlia [MM02] were designed
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to route efficiently without taking into account the location information. Location

awareness is added to DHTs using a combination of proximity-aware identifier

selection (PIS, such as Mithos [WR03] and proximity-aware route selection (PRS,

such as Tapestry [ZKJ01]), and SAT-Match [RGJZ04]), proximity-aware neigh-

bor selection (PNS, such as DHash++ [KAKH09]), and has generally been used

for reducing the overall traffic or average round trip times [GGG+03].

Applications of data overlay in Vehicular Ad Hoc Networks (VANETs) was

the focus of [Nee10]. Both MANETs as well as overlay networks share the key

characteristics of self-organization and decentralization. Such networks cannot

rely on any fixed infrastructure and manage the data in a distributed manner.

Even though VANETs have gained a lot of attention in recent years, there still

remain a lot of open questions. For instance, proposed protocols for VANET

consider relatively strict limitations of a network structure and do not leave much

room for flexibility [Nee10], and consequently can not be fully utilized in other

kinds of networks.

Developing overlay protocols which could efficiently route in heterogeneous

environment (e.g., MANET) require a deep understanding of underlay network

behavior and may significantly vary depending on network setups. Resource

Based Finger Management (RBFM) [RB11], an extension to DHash++, which

accounts not only location awareness but also resource awareness, even further

improves overlay network performance in heterogeneous environment.

Nevertheless there has not been given enough attention to the specifics of the

underlay technology in use. Such protocols may be well suited for some scenarios

but could be completely useless for others. [RHKS02] extensively discusses and

questions different DHT approaches, their applicability problems and limitations.

Currently many different mechanisms have been proposed to improve various

parameters of ad hoc networks. From underlay prospective, in most of the cases

data packets in ad hoc network are transmitted from the transmitter to the re-

ceiver node not directly but over other nodes in some specific manner. Most of

the ad hoc routing protocols can be generalized by the following main groups:

proactive (DSDV, HSR, etc.), reactive (AODV, DYMO), hybrid, and power aware

protocols, etc. [BBB09]. The data transfer is possible after some sort of hierarchy

is established in ad-hoc networks, usually through clustering, and transmissions
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can follow different techniques such as multi-hopping through cooperative re-

laying and even virtual MIMO approaches [CDS07], [ZSGH11]. Since different

transmission techniques influence network parameters in a different way, the most

appropriate choice of the transmission technique to be applied depends on the

current network task: boosting peak or mean data rate, providing maximum reli-

ability of data transmission, etc. Taking into consideration that underlay network

tasks are defined by upper layer protocols, a simultaneous co-influence of both

underlay on overlay and overlay on underlay networks has to be further analyzed,

and, to the best of our knowledge, was not yet investigated.

The question of how a given DHT overlay protocol effects the (MANET) un-

derlay on which it is run remains largely unexplored. While DHTs are often

evaluated using their average overlay hop count per message or overall overlay

network message load, this has been ignored on the underlay level. Yet, in a

network where nodes function simultaneously as overlay and underlay nodes, the

underlay load is the more important performance factor, especially for nodes with

restricted resource availability such as battery power. Hence, evaluating and de-

signing DHTs over ad-hoc networks with highly varied underlay node parameters

remains an open issue.

6.3 Cluster Aware Finger Management Concept

The impact of the overlay protocols and underlay network configurations on the

underlay load is examined in this chapter for a small set of overlay approaches.

We use Chord [SMLN+03] as our basic reference DHT which displays neither

location nor resource awareness, DHash++ as a Chord extension that displays

location awareness, and RBFM as a Chord extension with both location and re-

source awareness. In order to incorporate cluster-based multi-hopping, which is

widely used for communication in ad-hoc networks, both DHash++ and RBFM

are augmented to take cluster states into consideration, thus directly incorpo-

rating underlay configuration information into the overlay design. The result-

ing C-DHash++ and C-RBFM are compared with the cluster-naive approaches.

While this work is based on Chord, similar cluster-aware approaches could be

analogously adapted for other DHTs as well.
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Figure 6.1 shows how multi-hopping is performed in clustered networks and

demonstrates how a single overlay hop most often translates into many underlay

hops. The construction of clusters plays a significant role in how many hops are

required. The cluster heads pose a bottleneck for this network, since all cluster

communication goes through them, but are essential for routing and scheduling.

Note that communication within one cluster requires no more than two hops (with

the cluster head acting as the relay, see Figure 6.1(d)), while communication to

a node in a neighboring cluster might involve as many as five hops (as shown

in Figure 6.1(c)). Clearly, communicating within a single cluster has significant

benefits. Thus, choosing overlay hops that are in the same cluster should reduce

the number of underlay hops for a single overlay hop, thus reducing the underlay

maintenance and lookup load and the resulting overall resource usage.

Finger Selection

DHash++ as well as RBFM are based on Chord and use consistent hashing to

distribute keys to nodes. Each node x chooses a random (or hashed) nodeID xID

from the binary key space 0 . . . 2m − 1, which is viewed as a ring with key values

increasing in a clockwise direction. Each node positions itself at its nodeID on

the key ring and establishes links to its immediate predecessor and successor and

maintains a successor list with its r nearest successors, making repairs possible

after unexpected node failures. Each key κ is assigned to the first node whose

nodeID is equal to or succeeds κ on the key ring. Each node x with nodeID xID

chooses one link (finger) x.f [i] from the finger interval Bx,i := [xID +2i−1, xID +2i)

for i ∈ {1, 2, . . . ,m}.
In DHash++, node information, including nodes’ (virtual) coordinates, is

piggybacked on network messages. Each node x maintains perspective finger lists

of the information of the closest nodes it has thus seen for each finger interval

Bx,i. Node x then chooses the node with the smallest physical distance from its

perspective links list from its ith finger interval for its ith finger node. RBFM

chooses its links base on, in addition to physical distance, information about the

nodes’ resource availabilities.

C-DHash++ and C-RBFM have been developed to work similarly but with a

129



link choice that incorporates even more knowledge about the underlay network.

6.3.1 Cluster Aware DHash++ (C-DHash++)

In DHash++ [KAKH09], fingers are established solely based on the proximity of

the nodes as shown in Figure 6.2. Here we have an example of a key ring with

six nodes in x’s m − 1st finger interval Bx,m−1, four of which x knows from its

prospective links list. For DHash++ a finger is established to p4, the node with

the smallest physical distance to x, as shown by the dashed line on the key ring

in Figure 6.2.

Figure 6.2: DHash++ (dashed line) finger selection procedure and C-DHash++
(dotted line) finger selection procedure

The proposed protocol C-DHash++ goes further and chooses a node which is

available within the finger interval which is not only in close proximity but also

belongs to the same cluster, hence a link to p3 is established, shown by the dotted

line in the key ring in Figure 6.2.

6.3.2 Cluster aware Resource Based Finger Management

(C-RBFM)

The finger selection in RBFM is based on so-called resource distance, which uses a

combination of resource level and physical distance to choose a strong and nearby
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node from each finger interval. The resource distance of two nodes x and y is:

dres(x, y) = dphy(x, y) + c · (lmax − xR). (6.1)

where lmax is the maximum available resource distance, set to lmax = 3 for our set

up; xR ∈ {0, 1, . . . , lmax} is x’s resource level; dphy(x, y) is the physical distance

between x and y:

dphy(x, y) =
√

(x1 − y1)2 + (x2 − y2)2. (6.2)

and c >0, defined in [RB11], places higher priority on a desired parameter (i.e.,

either physical distance or resource distance) in the multi-parametric decision.

In RBFM [RB11], the nodes were assigned resource levels of 0, 1, 2, and 3

(3 being the highest), to illustrate the difference in the resources available to a

particular node. These resources could be, for example, the battery power or the

available bandwidth. Fingers were established based on the proximity and the

resource level of nodes. The node with the smallest resource distance was chosen.

Figure 6.3 illustrates how links are formed in RBFM. A finger is established to

p2, the known node with the best resource distance (dependent on distance and

resource level) to x.

Figure 6.3: RBFM link selection procedure

Figure 6.4 illustrates how C-RBFM might form links given the same situation.

In this case we also know about the cluster status of each node. So if a node can
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select a link from its own cluster, it will do so for the reasons discussed above.

Also, if there are multiple nodes that are possible links and are in the same cluster,

then we choose the node with the smallest resource distance amongst them. After

finding the most optimal node for communication, a finger is established to p3.

Figure 6.4: C-RBFM link selection procedure

6.4 Simulation and Evaluation

The network consists of 1000 stationary nodes grouped into 50 clusters. The

transmissions are subject to Rayleigh fading as well as AWGN. Uncoded transmis-

sions with BPSK modulation are used. The value of the path loss exponent was

considered to be 2. We compare C-RBFM with RBFM, DHash++, C-DHash++,

and Chord DHT protocols. Each protocol is used to perform 85000 random data

lookups. This is done using OMNeT++. The corresponding number of overlay

messages is different for each protocol, as is the number of physical (underlay)

messages corresponding to those overlay messages.

The nodes have different resource levels, where the level 3 represented unlim-

ited resource availability and levels 2, 1, 0 are assigned for nodes with limited

resource levels where 0 corresponds to the minimum possible resource level. In

our simulations, we randomly assign nodes with resource levels of 0, 1, 2, and 3

with equal probability. Nodes with low resource levels have a higher failure prob-

ability. This network setup is similar to the one in [RB11] and includes random

node failures.
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RBFM and C-RBFM protocols use either the same linear function (6.3) or

the quadratic function (6.4), where nodes with higher resource levels are getting

periodical maintenance messages less often since they are expected to fail with

lesser probability:

g(xR) = tref · (xR + 1) (6.3)

ǵ(xR) = tref · (xR + 1)2 (6.4)

where g(xR) ∈ N is the linear finger maintenance function; ǵ(xR) ∈ N is the

quadratic finger maintenance function, tref ∈ N is the reference time interval

after which periodic finger maintenance of a certain overlay node starts, and

xR ∈ 0, 1, 2, 3 is the resource level of the corresponding node.

All scenarios were based on periodic finger maintenance to update the entries

of the finger tables which are changed or do not exist anymore. Chord and

DHash++ use periodic maintenance of all nodes in the network, sending update

requests equally to all nodes in the network, i.e., the linear update function (6.3)

is used.

We use two instances of c (see equation (6.1)), c = 10 represents the case

where emphasis is placed on choosing nodes which are closer in terms of physical

distance, while c = 90 represents the case when emphasis is placed on finding

links to nodes with high resource levels.

The simulation is divided into two parts, the overlay part is simulated in OM-

NeT++ using the simulation framework OverSim. The obtained set of overlay

messages is then passed onto the underlay simulation tool. The underlay simula-

tion is done in MATLAB using SONIR (Self-Organizing Network with Intelligent

Relaying) [ZGA+10] which is a purpose-built framework for simulating cluster-

based ad-hoc networks with cooperative multi-hop relaying. A user’s guide to

SONIR is provided in Appendix A. The coordinates and resource levels of the

nodes are identical to those used for the overlay simulation.

Note that using OMNeT++ and SONIR sequentially does not result in loss of

generality of errors in the final result. We used OMNet++ as DHT mechanisms
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are already defined there and we can get accurate information about the overhead

and control information as well. Implementing these in Matlab is time-consuming

and sub-optimal. However we only use OMNet++ to generate the list of all the

communications that should take place and then use SONIR to simulate those

exact transmissions over fading and path-loss affected wireless links, using the

exact location of nodes as was used for the overlay simulation, which gives us a

realistic underlay environment.

The simulation of underlay routing consists of the following steps: in the ini-

tial stage the network is divided into clusters, which can be done with or without

knowledge about the resource levels of nodes, then the nodes collect all the in-

formation needed for routing via extensive piloting. Finally the route from the

source to destination can be established by one of possible routing protocols.The

AODV (Ad-hoc On-demand Distance Vector) routing protocol [BBB09] has been

used by us, since it is a popular, scalable and loop free reactive routing protocol

widely used in both simulation tasks as well as in real applications [BBB09].

Figure 6.5 shows the comparison of the different protocols in terms of the

number of underlay messages required for each overlay message. Note that each

overlay hop corresponds to one overlay message which might translate into sev-

eral underlay hops as explained in Section 6.1 and illustrated in Figure 6.1. The

addition of the clustering information to the finger selection procedure results

in shorter overlay hops. The effect is even more pronounced when comparing

C-RBFM to Chord which does not take into account distance information at all.

When comparing to DHash++ and indeed the original RBFM, the advantage

is still present, but the effect is less pronounced because they take into account

physical proximity, which happens to be the main reason for nodes to belong to

the same cluster and thus in many cases the links chosen belong to the same clus-

ter anyways. Still we see a significant enough improvement and thus a reduction

in the overhead. This is because, as shown in Figure 6.1(c), it might take several

hops to reach a node that is in close proximity but belongs to another cluster.

This benefit is even more visible if the ad-hoc network is sparse, which is quite

often the case.

Figure 6.6 compares the total number of underlay messages required to per-

form the 85000 data lookups with different protocols. Here we again see an

134



Figure 6.5: Average number of underlay hops per overlay message.

improvement for C-RBFM. Also we see that the overlay advantages claimed

in [RB11] do in fact apply to underlay as well and RBFM has lower network

overhead than DHash++ and much lower than that of Chord. C-RBFM even

outperforms RBFM, as is to be expected. This figure also highlights the effect

that protocol specific maintenance messages have on network load as the total

number of underlay messages shown here also include those required to carry out

maintenance as well.

Figure 6.7 shows the respective overlay and underlay messages for a fixed

SNR (25 dB) required to carry out the 85000 data lookups. We see that adding

clustering to the finger selection procedure (C-DHash++ and C-RBFM) reduces

the network overhead by around 10 percent.

Figure 6.7 along with Figure 6.5 also shed light on another result claimed
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Figure 6.6: Total number of underlay hops.

in [RB11]. Overlay simulations show that RBFM (quadratic, c = 90) displays

the least number of overlay overhead (around 25 % lower than DHash++), a fact

our overlay simulation also verifies. However, as stated earlier, the real figures

of overhead are the ones relating to the physical (underlay) transmissions. The

Figure 6.5 shows that RBFM (quadratic, c = 90) has a higher value of underlay

messages per overlay message, since it is a resource-centric method rather than

proximity centric. This means that, as shown in Figure 6.6, the actual benefit of

this scheme over DHash++ is of around 10 % reduction in the network overhead

and not 25 %. This shows that the overlay benefits can be easily offset by the

physical parameters of the network and it is important to look at both.

Another interesting result is given in Figure 6.8. Here we compare the effect
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Figure 6.7: Comparison of overlay and underlay messages for different protocols
for 85000 data lookups.

of different protocols on resource drainage in the network. The plot shows the

average accumulated resource utilization per overlay hop. The resource utilization

of a node is the difference of the current resource level to the maximum resource

level (in this case 3). Thus a node with resource level 2 has a resource utilization

of 1. And accumulated resource utilization is the sum of the resource utilization

of individual nodes along the underlay route of an overlay message between two

nodes. In our simulations, we assume that a node uses a unit of power every time

it sends a message, which leads to a drainage of the resources. A counter is used

to record how many units of power a node has used.

In [RB11] the RBFM (quadratic, c=90) protocol was designed specifically

to show a low resource utilization in the network by placing emphasis on high

resource availability in finger selection. Hence it should show the smallest resource

utilization, which in reality it does not. In fact it is only marginally better than

Chord which does not take into account any parameter of the nodes. This is

due to the fact that even though we can choose fingers involving nodes with high

resource levels, we have no control over the resource levels of the nodes that

are being used along the multi-hop route as relays. In fact by placing emphasis

on resource levels rather than proximity we end up with longer paths involving
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greater number of hops and thus possibly greater resource utilization. C-RBFM

(quadratic, c=90) serves to remedy this by choosing links that are closer as well

(by virtue of being in the same cluster), and shows an improved performance as

can be seen in Figure 6.7.

Figure 6.8: Resource utilization per overlay hop.

Simulation Results Incorporating Mobility and Heterogene-

ity of Nodes

In the remaining part of our work we evaluate protocols in the presence of nodes

with mobility. We employ a dynamic network topology and tailor the DHT

scheme to produce optimum performance in that scenario.

In order to incorporate realistic simulation results the proper choices of nodes’

mobility pattern, nodes’ resource drainage, failure and appearance of new nodes

as well as reliable bootstraps nodes are very important [RB11]. Bootstrap nodes

refer to the predecessor and successor of any node in the finger table. Initially we

consider the simplest ad-hoc network set up consisting of N nodes, with nodes

having ’random walk’ mobility patterns with an average speed of 0.5 m/s. The

nodes are uniformly and randomly distributed over the rectangular two dimen-

sional space with side dimensions of 200m. The failure of nodes (zero battery) is
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also random but related to the energy capacity level of each node as in previous

simulation setups.

We perform a set of simulation setups incorporating the most underlay-aware

protocols (C-RBFM and RBFM) from the first part of the chapter and DHash++

as a benchmark. All overlay protocols, analyzed in this chapter, require periodic

and non-periodic direct predecessor’s and successor’s update. But the direct

predecessor and successor cannot be chosen based on a proximity-aware selection

procedure. The impact of such updates becomes significant in heterogeneous

and dynamic networks, where each new node has to find its direct successor and

predecessor via a bootstrapping procedure [RB11] in order to uniquely locate

itself in the overlay network. The same applies when a node fails or disappears

from the network. Such tasks cannot be optimized by a proximity aware selection

algorithm.

Figure 6.9: Dynamic network configuration. Resource utilization and number
of underlay messages per overlay hop (with maintenance messages).

The proposed novel protocol (C-RBFM) again shows a very good performance

with around 15 % decrease in the network overhead as well as a significant reduc-

tion in the resource utilization, as shown in Figure 6.9. This protocol was designed

with the aim of providing the highest coupling with the physical parameters of

the network (distances and resources). The obtained results also suggest that
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underlay awareness in overlay protocols is an important part of overlay network

functionality and can even be crucial in some specific network scenarios.

6.5 Conclusions and future work

Novel DHT protocols which incorporate knowledge about the underlay network

clustering configuration are presented in this chapter and are designed to perform

well on heterogeneous dynamic ad-hoc networks. We have shown a ten to fifteen

percent decrease in the network load for our scenario compared to schemes which

do not take clustering information into account. They also require a lower num-

ber of underlay hops and consume less energy resources to perform one overlay

hop. Simulations have also shown that some claimed overlay benefits from earlier

schemes are less pronounced when coupled with a real wireless underlay network.

This highlights the importance of simulating both overlay and underlay networks

together.

Future work should consider the evaluation of the presented protocols on an

implemented testbed as well as comparisons with other DHT approaches for mo-

bile ad-hoc networks. Furthermore, DHT adaptations for other network underlay

configurations could be developed and compared in order to assess the suitability

of varying underlay configurations for DHT applications.

140



Chapter 7

Physcial layer security

141



The focus of this chapter is on exploiting the benefits of cooperative com-

munications to improve the information theoretic limit of reciprocal channel key

generation (RCKG). The information theoretical limit of RCKG for co-located

multiple input multiple output (MIMO) setup is compared with the cooperative

MIMO setup using numerical simulations. Moreover, a novel scheme is developed

for enhancing the performance of RCKG in multi-hop channels. This chapter

highlights the benefits of cooperative communications over co-located communi-

cations in terms of physical layer security.

7.1 Introduction

One of the biggest challenges facing the wide-spread adoption of ad-hoc net-

works is the threat that the data is easily vulnerable to any eavesdroppers. The

decentralized and ad-hoc nature of the connections render the usual data secu-

rity mechanisms unsuitable for use in the networks under consideration. Physical

layer security mechanisms [BBRM08] are an interesting and viable option for such

networks. The ubiquitous and on-the-fly nature of such mechanisms are highly

suited for providing security in self-organizing cooperative relaying networks.

The specific form of physical layer security that we will focus on is called

reciprocal channel key generation (RCKG). It was proposed in [HHY95] and has

recently been discussed extensively in [WS10]. RCKG can be used in conditions

when the wireless channel between two communicating nodes is nearly reciprocal.

Reciprocity is not an impractical assumption as it is practically achieved in a

variety of wireless systems employing time-division duplex (TDD), such as IEEE

802.11 [IEE97], IEEE 802.16 (WiMAX) [IEE97], and 3rd Generation Partnership

Project (3GPP) Long Term Evolution (LTE) [DPS11].

In this chapter, we will extend the analysis from [WS10] to the case of cooper-

ative MIMO systems, and also propose a new incremental method for providing

physical layer security to multi-hop networks.
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7.2 Information theoretic limits of reciprocal chan-

nel key generation in cooperative MIMO

scenario

In cooperative MIMO, the source and the destination can use some adjacent

nodes as elements of the antenna array. By generating orthogonal channels, the

benefits of MIMO transmission are exploited with single antenna devices. The

cooperative MIMO transmission is accomplished in three steps. In the first step

the source transmits the data to the selected group of relay nodes. Afterwards,

these relays transmit the received data, at the same time, to some relays at the

receiver side. Finally, the relays at the receiver transmit the data to the cluster-

head which is actually the destination. Since the elements of this virtual antenna

array are physically separated, the eavesdropper can be close to just one of the

relay node at the same time. Figure 7.1 illustrates an eavesdropper in cooperative

MIMO transmission which is located close to a relay node at the receiver side.

Figure 7.1: An eavesdropper near one of the relay nodes which is used as an
element of the virtual antenna array at the receiver side in cooperative MIMO
transmission.

Before investigating the numerical analysis for the cooperative MIMO sce-

nario, let us review the theoretical limit of RCKG in [WS10] when all antennas

are assembled at one device. Figure 7.2 shows corresponding wireless communi-
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cation scenario for the co-located MIMO scheme.

 

Figure 7.2: Wireless communications scenario

Alice and Bob (legitimate users) want to share information without providing

any to Eve (eavesdropper). The channel between Alice and Bob is reciprocal.

They use this channel as basis to generate a key which is used to code the data.

If the eavesdropper can estimate this channel well, it can also generate the key

and make the data, or some part of it, vulnerable.

It was shown, mathematically, in [WS10] that the amount of vulnerable in-

formation in this communication depends on how correlated the channel between

one of the users and the eavesdropper is. In other words, the closer (physically)

the antenna array of the eavesdropper is to that of one of the users, the greater

is the probability for it to be able to extract some information from the legiti-

mate communication. In [WS10], RCKG systems were analyzed for the case of

co-located MIMO systems. It was shown that upon increasing the number of

antennas in the array of the eavesdropper, the data becomes increasingly vul-

nerable when the physical separation between the eavesdropper and the user is

small. Hence, the physical layer security is not so effective in this case.

Considering a reciprocal channel between the transmitter and the receiver,

the forward and reverse channel matrices of the legitimate communication are
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the transpose of each other. However, because of the noise and synchronisation

errors the channel estimation is not perfect and we need to define an inaccuracy

model. Hence, the available channel state information at the nodes is given by

ĥa = ha + εa, ĥa′ = ha′ + εa′

ĥb = hb + εb, ĥc = hc + εc,

where vector channels ha and ha′ stand for the forward and reverse channel

of the legitimate communication and hb and hc are the channel between the

eavesdropper and the transmitter and the receiver respectively. Note that the

channels here are vectorized versions of the channel matrices, e.g., ha = vec(Ha).

Moreover, the inaccuracy vector of the channel estimation at the node k is denoted

as εk which is modeled as zero-mean circular symmetric Gaussian distribution

with a variance σ2
k.

In the reciprocal channel scenario, the available channel knowledge about the

legitimate channel is almost the same at the transmitter and the receiver, and

because of the physical separation of the eavesdropper and the transmitter and

the receiver nodes, the eavesdropper is not able to estimate the legitimate channel

accurately. In other words, a large part of the information about the legitimate

channel state will be secure from the eavesdropper. Hence, the information about

the legitimate channel is an appropriate random variable for generating the key.

The maximum amount of information which can be extracted form the legitimate

channel for key generation is called mutual information Ik = I(ha,ha′). By

considering zero-mean circular Gaussian random vectors for the channels the

mutual information is given by [WS10]

IK = h(ĥa) + h(ĥa′)− h(ĥa, ĥa′) = log2

|R̂a,a| · |R̂a′,a′|
|R̂A,A′|

, (7.1)

where h(x) denotes the differential entropy of a random variable x, |A| denotes

the determinant of a matrixA, and covariance matrices with lowercase subscripts
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are defines as

Rp1,p2 = E
{
hp1 · hHp2

}
R̂p1,p2 = E

{
ĥp1 · ĥHp2

}
and the covariance matrices of the stacked channel vectors are given by uppercase

subscripts as follow

RP1,P2,··· ,PM = E
{[
hHp1h

H
p2
· · ·hHpM

]H
·
[
hHp1h

H
p2
· · ·hHpM

]}
.

Note that (A)H denotes the conjugate transpose (Hermitian) of a matrix A. As

it is mentioned before, because of the slight correlation between the eavesdropper

channel and legitimate channel, a part of the information about the state of the

legitimate channel is revealed to the eavesdropper. Therefore, the eavesdropper

has access to a part of the generated key bits. The number of vulnerable key bits

at the eavesdropper is given by IVK = IK − ISK, where ISK denotes the number

of key bits which remain secure and it can be written as

ISK = log2

|R̂A,B,C| · |R̂A′,B,C|
|R̂B,C| · |R̂A,A′,B,C|

. (7.2)

Considering the case that the eavesdropper is close to the transmitter or the

receiver which are both the worst possible locations of the eavesdropper, either the

channel ĥb or ĥc will be partly correlated to the legitimate channel, respectively,

and the other channel is negligible. As in [WS10], we focus on the case when

Eve is close to Alice. Moreover, Alice and Eve are stationary, which leads to

correlated channels and thus a reduction in the number of secure key bits. When

only the movement of Bob or the scatterers causes channel variation, hb is not

random and contains no information. Without loss of generality, the number of

key bits which remain secure is rewritten as

ISK = log2

|R̂A,C| · |R̂A′,C|
|R̂C| · |R̂A,A′,C|

. (7.3)

It is very interesting to extend the analysis performed in [WS10] to the case

of cooperative MIMO systems. As the amount of vulnerable information depends
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upon the distance between the eavesdropper’s array and the array of the user, the

distributed nature of the cooperative MIMO set-up means that there is a good

chance that the eavesdropper is only close to one of the cooperating nodes and

hence can only access one of the data streams in a spatial multiplexing scenario.

However, for cluster-based systems, the eavesdropper could be located next to the

cluster-head and thus can, effectively, have access to all the data streams when

they are transmitted to the cluster-head by the relays.

The information theoretical limits of reciprocal key generation for the coop-

erative MIMO scenario are exactly the same as for the co-located MIMO case.

That means that the equations of this chapter can also be applied for the cooper-

ative case. However, the locations of the antennas and the distances between the

antennas of the eavesdropper and the antennas of the relay lead to the difference

in the effectiveness of the generated keys in these two scenarios.

Numerical results

The numerical results of this chapter are based on the suggested model in [WS10].

Based on this model, we assume that the eavesdropper and the relay, which

is located close to it, share the same multipath component. Therefore, their

antennas are assumed as the elements of an effective array. The complex baseband

channel between the transmitter and the relay/eavesdropper is given by [WS10]

hi,m =

√
K

1 +K
+

Npath∑
l=1

βl · exp [j (kl · ri + k′l · r′m)] (7.4)

where K is the Rician K-factor, Npath denotes the number of non-line-of-sight

paths, ri =
[
xi, yi

]T
are the 2-D coordinates of the ith antenna at the transmit-

ter, kl = 2π ·
[
cos(φl), sin(φl)

]
, φl and βl are the 2-D wave vectors representing

the angle and the complex baseband gain of the lth path, respectively, at the

transmitter. Analogously, the parameters r′i and k′l are defined with respect to

the relay/eavesdropper nodes. Note that the parameter βl is zero-mean, circularly

symmetric, complex Gaussian distributed with a variance
√

1/(Npath · (1 +K))

and the path angles (φl) are uniformly distributed on
[
0, 2π

]
. By using this
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channel model and considering the aforementioned additive inaccuracy vectors

the covariance matrices are generated and afterward the parameters IK, ISK and

IVK are computed.

In the simulations of this section, the covariance matrices are generated over

1000 channel realizations for 15 dB signal to noise ratio (SNR) and Rician K-

factor of 0. Figure 7.3 shows the IK versus different numbers of paths when the

number of antennas at the transmitter/Alice is NTX and the number of antennas

at the receiver/Bob is NRX and both are equal to N . As we can see IK saturates

with increased number of paths and converges to N2 for rich multipath.
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Figure 7.3: Theoretical key bits which can be generated at the terminals when
they use N-element arrays

Figure 7.4 considers the scenarios when NTX = NRX = 4 antennas, and the

number of antennas on Eve (NE) is either 4 or 10. All nodes employ uniform lin-

ear arrays (ULAs) with λ/2 inter-element spacing where λ is the free-space wave-

length. This simulation shows that RCKG is vulnerable when the eavesdropper

has an array size advantage. We can also see that taking more multipaths into

account increases the performance of the RCKG mechanism.

Figure 7.5 considers a similar scenario except that in this case the legitimate

users will employ the cooperative MIMO scheme with 4 distributed antennas
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Figure 7.4: Relative number of vulnerable key bits when Eve has either 4 or 10
antennas and the users have co-located ULAs with 4 antenna elements

each. The eavesdropper can then be located close to only one of these distributed

antennas. The simulation shows that the vulnerability of RCKG is reduced by

half by employing cooperative MIMO instead of co-located ULAs.

Figure 7.6 considers a homogeneous network where all nodes (even eavesdrop-

per nodes) are equipped with the same number of antennas, thus the eavesdropper

has also only 1 antenna for the cooperative case. The number of vulnerable key

bits are compared for the co-located and cooperative case in this figure.

As it is shown in Figure 7.6, the security of the transmission is increased by

using cooperative MIMO, when the single antenna eavesdropper is located close

to one of the relay nodes. Moreover, this result shows that increasing the number

of paths leads to an increased number of secure key bits. The analysis of the

security for the cooperative MIMO scenario is more critical for the phase of the

transmission when the data is transmitted by a source to the cooperative relays or

when the transmitted data from cooperative relays is received at the destination.

In these steps the eavesdropper can be located close to the cluster-head (source or

destination). This scenario is illustrated in Figure 7.7. Note that in this case, the

legitimate channel is almost available at the eavesdropper. However, we show in
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Figure 7.5: Relative number of vulnerable key bits when Eve has either 4 or 10
antennas and the users employ cooperative MIMO with 4 distributed antennas

the next simulations that choosing a good arrangement of the relays can improve

the security performance in this scenario.

In this simulation, we try to change the ratio of the received power via the line

of sight path by varying the Rician K-factor. It is obvious that the arrangement

or selection of the cooperative relays determines the Rician K-factor. In this

simulation, the number of relays is 4. As it is mentioned before, all devices

such as the relays, the cluster-head, and the eavesdropper are single antenna

nodes. The illustrated result of this simulation in Figure 7.8 shows that choosing

the relays with large values of the Rician K-factor leads to the increase of the

relative number of vulnerable key bits. In other words, if the relays are located

in the position with relatively good line of sight connections, the eavesdropper

is able to perform a good estimation of legitimate channel and consequently the

key bits.

For the scenario when the eavesdropper is next to the cluster-head, the security

performance is increased when faced with a smaller Rician K-factor, but this

scenario is still the limiting case for physical layer security in cooperative MIMO

communication. In the next section, we introduce a new encryption method by
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Figure 7.6: Comparing the relative number of vulnerable key bits for cooperative
and co-located MIMO for the case that eavesdropper is located close to one of
the relays for 15 dB SNR.

using multihop relaying to solve the presented problem.

7.3 Information theoretic limits of reciprocal chan-

nel key generation in two-hop relaying sce-

nario

For the case when the eavesdropper is close to the cluster-head, the RCKG mech-

anism, described in the last section, might not be very effective if the separation

151



Figure 7.7: An eavesdropper near cluster-head.

Figure 7.8: Relative number of vulnerable key bits for different values of Rician
K-factor when the eavesdropper is located close to the cluster-head (source or
destination).
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between the eavesdropper and the legitimate node is small. This calls for some

novel method to improve the security. One such method would be to use the

inherent nature of multi-hopping in cooperative relaying to make the keys more

sophisticated and thus encode the data more effectively. Consider the scenario

depicted in Figure 7.9. In this model, TX which is one of the intermediate relay

nodes wants to transmit the received data from TX(−1) which is the previous relay

node to the RX (which can be the next relay node or the destination node).

The focus of this section is on developing a method for improving the theoretic

limits of RCKG in multi-hop relaying. Multi-hop relaying (AF or DF relaying,

as discussed in Chapter 2) is a promising technique for communication between

a source and destination via some relay nodes, when the nodes have limited

transmission ranges. In the multi-hop relaying technique, every relay retransmits

the received signal after performing some processing of its own. The proposed

method for generating keys in this section is based on using only one pre-TX

relay. It can, however, be extended to more that one pre-TX relays and be used

to provide even higher levels of security.

Figure 7.9: Considered model of multi-hop relaying.

In this method, the encryption is accomplished in two steps by the node TX.

In the first step, TX uses the channel between TX and RX (ĥa, ĥa′) to generate

the key bits and the data is encrypted based on the generated key. Then, in the

second step, the TX encodes the encrypted data again but with a new key which

is generated based on the channel between TX(−1) and RX (ĥd, ĥd′). Because the
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information about the channel ĥd is not available at the TX, this information

must be forwarded by the TX(−1) to TX. In order to ensure that this information

about the channel ĥd is not overheard by the eavesdropper, for example in the

case that the eavesdropper is located next to the TX, the information about the

channel ĥd is encrypted twice at TX(−1), at first by using the key generated based

on the channel between TX(−1) and TX and then by using the other key generated

based on the channel between TX(−2) (the node preceding TX(−1)) and TX. After

these two encryptions of the channel ĥd, this information is forwarded to the TX

by TX(−1). Note that all notations in this section such as the accent hat (ˆ) have

the same meaning as in the last section. Moreover, all channels are assumed to

be reciprocal.

Let Ri denote the relative secure information of the generated key in the level

i. Since the presented encryption method has two levels, we can write

Ri =
ISK,i

IK,i

, for i ∈ {1, 2}. (7.5)

Using the equations (7.1) and (7.3) in the last section, we can write

IK1 = log2

|R̂a,a| · |R̂a′,a′ |
|R̂A,A′|

ISK1 = log2

|R̂A,C| · |R̂A′,C|
|R̂C| · |R̂A,A′,C|

IK2 = log2

|R̂d,d| · |R̂d′,d′|
|R̂D,D′ |

ISK2 = log2

|R̂D,E| · |R̂D′,E|
|R̂E| · |R̂D,D′,E|

By using this method of encryption, the eavesdropper should also perform the

decryption in two steps. The number of vulnerable key bits after the first step of

decryption at the eavesdropper is IVK,1 = IK,1 · (1−R1). The vulnerable key bits

of the first step are actually all the information available at the eavesdropper at

the second step of decryption and we can write IK,2 = IVK,1. Therefore, the total

154



number of vulnerable key bits is given by

IVK,total = (1−R2) · IK,2,

IVK,total = (1−R2) · (1−R1)IK,1.

Since the values of R1 and R2 are both smaller than 1, the number of vulnerable

key bits is decreased by using this method of encryption compared to the usual

method in the last section. For example in Figure 7.10 the relative number of

vulnerable key bits is illustrated for the case that the eavesdropper is next to one

of the cooperative MIMO relay nodes. The number of eavesdropper antennas is

1 and the numbers of antennas at the TX, RX, and TX(−1)are 4. Note that, as

was the case in the last section, the antennas of the TX, RX, and TX(−1) are

not assembled on one device. Therefore, the cooperative MIMO issue of the last

section is analysed in two cases, with and without using the TX(−1) channel.

It is shown in Figure 7.10 that using the information about the TX(−1) channel

decreases the relative number of vulnerable key bits. Now the question is whether

this method can also be beneficial for the case that the eavesdropper is located

close to the cluster-head. For this purpose, we repeated the simulation of Figure

7.8 for the case that the encryption is based on the TX to RX channel and the

TX(−1) to RX channel. By comparing the results of the new simulation which is

shown in Figure 7.11, with the results of the encryption based on only the TX

to RX channel, shown in Figure 7.8, we can conclude that the proposed method

improves the performance of the encryption. Hence, the main problem of physical

layer security for cooperative MIMO communication is solved with the aid of the

TX(−1) channel state information.

7.4 Conclusions

We conclude that cooperative MIMO is more beneficial than co-located MIMO in

terms of the information theoretic limits of RCKG when the eavesdropper is not

close to the cluster-head. Generally, in order to increase the number of secure key

bits, the cooperative relays must be selected such that a lower Rician K-factor is

achievable. This fact is more important for the intra-cluster transmission when
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Figure 7.10: Relative number of vulnerable key bits for two different methods of
encryption (with and without TX(−1)) when the eavesdropper is next to one of
the relays of cooperative MIMO.

the data is exchanged between the cluster-head and the cooperative relays. For

the scenario that the eavesdropper is next to the cluster-head, the security perfor-

mance can be increased when facing a smaller Rician K-factor, but this scenario

is still the limiting case for the physical layer security for cooperative MIMO com-

munications. We introduce a new encryption method, using multi-hop relaying,
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Figure 7.11: Relative number of vulnerable key bits for the case that the eaves-
dropper is located close to the cluster-head and the encryption is performed based
on the TX/RX and TX(−1)/RX channels.

to solve this problem. This two step encryption drastically reduced the vulnera-

bility of RCKG and is very suitable when high levels of security are required. It

is also especially suitable for providing security in cooperative MIMO communi-

cations as it performs well even for the specific scenario when the eavesdropper

is close to the cluster-head.

For future work, we could look at practical methods for generating keys and

optimize them for use in cooperative MIMO relaying scenarios.
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Chapter 8

Conclusions and Outlook

8.1 Conclusions

The results presented in this thesis are of importance to network designers as

we move towards the standardization of cooperative multi-hop networks. The

analytical results can help to determine the thresholds at which nodes can switch

between different modes of transmission, such as the relaying scheme, and the

appropriate number of hops to ensure the QoS. Some algorithms for clustering,

routing, security, and data management have also been presented in this thesis

to assist the set-up and functioning of ad-hoc networks that employ cooperative

relaying.

The ergodic capacity has been studied in case of the most popular relaying

schemes of the multi-hop network (AF and DF relaying schemes). An optimum

multi-hop network (equidistant relays) was assumed, in which the variances of the

channels of all the hops is the same and the antennas at the relays are identical.

The analysis of the ergodic capacity for both relaying schemes has identified that

in the high SNR regime, decreasing the number of the hops yields an increase

in the performance of the transmission. But in case of the low SNR regime, the

environmental factors, e.g., the path loss exponent and the distance between the

source and the destination have to be considered before increasing or decreasing

the number of the hops in order to improve the performance of the network.

In case of an environment which has a large path loss exponent, decreasing the

number of the hops decays the performance in the low SNR regime. Using the
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AF relaying scheme, as a result of transmitting the signal over more hops in

the low SNR regime, the received SNR is decreased, because of the fact that

by amplifying the received signal the noise component is also amplified. But

using more hops in the high SNR regime increases the received SNR. Comparing

AF and DF relaying schemes, it has been observed that the DF relaying scheme

provides higher ergodic capacity than the AF relaying scheme using the same

number of hops.

We have also studied the case of increasing the number of the antennas at the

relay nodes (without considering antenna selection) in multi-hop networks. The

analysis has revealed that even though the obtained gain by employing MIMO

(Alamouti) multi-hop networks is more than that when employing SIMO multi-

hop networks when assuming the same number of receive antennas, the gain

obtained by employing SIMO multi-hop networks is more than that by MIMO

(Alamouti) multi-hop networks when assuming the same total number of anten-

nas. In other words, assuming a network with single antenna devices, increasing

the transmit diversity should be given a lower priority over increasing the receive

diversity.

We have also analyzed the cooperative MIMO scheme in wireless communi-

cations. We have described a method devised by us to employ SISO piloting in

order to gauge the quality of the prospective cooperative MIMO links. Then, the

performance of the cooperative MIMO system in the presence of synchronization

errors has been studied. The focus has been on the Alamouti STBC scheme.

Also, closed-form expressions of the lower bound of the SINR, the BER for the

high SNR regime, and the worst case inaccuracy vector (corresponding to the

lowest SINR) have been derived. Furthermore, it has been shown that increasing

the transmit power in the high SNR regime does not improve the quality of the

transmission because of a saturation region which is caused by the synchroniza-

tion error assuming a constant number of receive antennas. Additionally, it has

been shown that higher synchronization errors result in a faster transition to the

high SNR regime and the saturation region.

We have presented a new clustering method (E-RSSI) for ad-hoc networks as

well. The simulation results show that the E-RSSI clustering algorithm forms

clusters in such a way that it enables low energy transmissions and distributes
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the transmission energy consumption over all the nodes in a more even way which

leads to a significantly longer network life-time. As the E-RSSI algorithm makes

no assumption about the type of network nodes (homogeneous or heterogeneous),

it can adapt itself to different network configurations. Aforementioned advantages

make E-RSSI a practical solution to the problem of cluster-head selection.

Using cooperative MIMO for range extension of individual hops in a multi-

hop network can give us a much improved link throughput capacity. We have

proposed a new routing method (AOCMR) for ad-hoc networks in a cooperative

MIMO communications scenario. Using our proposed scheme can make it simpler

for cluster-heads to employ cooperative MIMO techniques in an ad-hoc manner

since we use simple piloting and employ that to form tables at the cluster-heads

which will be used for routing between clusters using heterogeneous cooperative

MIMO links.

We have also presented methods for efficient data management in ad-hoc net-

works by employing distributed hash tables (DHTs). Novel DHT protocols which

incorporate knowledge about the underlay network clustering configuration are

presented in this thesis and are designed to perform well on heterogeneous dy-

namic ad-hoc networks. We have shown a ten to fifteen percent decrease in the

network load for our scenario compared to schemes which do not take clustering

information into account. They also require a lower number of underlay hops

and consume less energy resources to perform one overlay hop. Simulations have

also shown that some claimed overlay benefits from earlier schemes are less pro-

nounced when coupled with a real wireless underlay network. This highlights the

importance of simulating both overlay and underlay networks together.

We have also analyzed physical security mechanisms for ad-hoc networks. We

conclude that cooperative MIMO is more beneficial than co-located MIMO in

terms of the information theoretic limits of RCKG when the eavesdropper is not

close to the cluster-head. Generally, in order to increase the number of secure key

bits, the cooperative relays must be selected such that a lower Rician K-factor is

achievable. This fact is more important for the intra-cluster transmission when

the data is exchanged between the cluster-head and the cooperative relays. For

the scenario that the eavesdropper is next to the cluster-head, the security perfor-

mance can be increased when facing a smaller Rician K-factor, but this scenario
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is still the limiting case for the physical layer security for cooperative MIMO com-

munications. We introduce a new encryption method, using multi-hop relaying,

to solve this problem. This two step encryption drastically reduced the vulnera-

bility of RCKG and is very suitable when high levels of security are required. It

is also especially suitable for providing security in cooperative MIMO communi-

cations as it performs well even for the specific scenario when the eavesdropper

is close to the cluster-head.

8.2 Future Work

For future work, it would be interesting to evaluate these relaying schemes in the

presence of interference from external users and from those within the network.

In the analysis presented in this thesis we have only considered a single active

multi-hop communication link at a time. Also, it would be essential to have a look

at the overall network throughput instead of looking at only the link throughput

and future work should take into account the effect of error propagation in the

DF relaying scheme.

It is important to point out here that we are assuming that new resources

such as frequency are considered to be used for each hop. A future analysis that

takes into account frequency re-use will yield an even better spectral efficiency. .

We have also not considered the case where resources (frequency bands and

time slots) are re-used in the network. This would be an interesting option

for future work as well. The analytical expressions derived in the first part of

this thesis consider the wireless communication to be affected by Raleigh fading.

Another option for future work is to derive these expressions for the case of Rician

fading.

Regarding the clustering mechanism presented, an option for the future work

could be to run a joint optimization (convex or non-convex) algorithm on all the

parameters of the clustering algorithm in order to achieve an optimal performance

in terms of life-time as well as quality of service. For the routing mechanism, it

would be imperative to look at the overall network throughput as opposed to just

a single link throughput. Also an evaluation in the presence of interference from
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other nodes and imperfect synchronization conditions should be performed.

For data management in ad-hoc networks, the future work should consider

the evaluation of the presented protocols on an implemented testbed as well as

comparisons with other DHT approaches, e.g., [ZKJ01] and [WR03], for mobile

ad-hoc networks. Furthermore, DHT adaptations for other network underlay

configurations could be developed and compared in order to assess the suitability

of varying underlay configurations for DHT applications. For future work in the

physical layer security domain, we could look at practical methods for generating

keys and optimize them for use in cooperative MIMO relaying scenarios.
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Appendix A

SONIR - A user’s guide

SONIR (Self-Organized Network with Intelligent Relaying) simulator provides an

ideal platform for the implementation and testing of various techniques for ad-

hoc and cooperative MIMO-based multi-hop relaying networks, in order to see

the benefits of these techniques on a system level. We have tested algorithms for

a new clustering scheme, a new routing scheme, physical layer security, robust

beamforming, as well as a DHT implementation in an ad-hoc scenario. Since it

is MATLAB-based and designed for ad-hoc, mobile, and cooperative communi-

cation scenarios with a handy GUI and a visualization tool to boot, we have a

greater flexibility to simulate new techniques as opposed to the other network

simulators. Following is a user’s guide for SONIR.

A.1 Initialization

Main folder: \SONIR\
Start program: \main program.m

It attaches all the required folders to the main path:

\Grafic folder\PLOT Folder,

\Grafic folder\GUI Folder,

\programms
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\programms\Clustering Folder

\Mat folder

\Tests

\Tests\Programs

\Demo

and starts the GUI to initialize and generate the environment via: environ-

met gui.m.

Environment Generation

It generates the GUI to allow all the further steps in the simulator to operate.

Function \environmet gui.m defines the global variables: Nodes,

Trans Config, Cluster(.plot), Cluster Connection, Route, stop mobility,

mobility mode and builds GUI for the initial data input, Figure A.1.

Initial setup: only New button is available which results to the further steps

when pressed.

Figure A.1: GUI for initializing the environment.
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Node Generation

newNode Callback(source, eventdata), restarts the program if the global

variable Nodes.Node plot is not empty. Otherwise it starts the function

node func(field, hTransmission, hmobile, hcheck) and generates the GUI

”Node dialog gui” in order to enable the new nodes to choose from the set of

available parameters, Figure A.2. We can define the following points:

Goal:

- Generating the nodes in the environment (GUI), Figure A.2, and illustrating

them in the figure. The position of the nodes can be selected based on different

distributions, i.e. Uniform and Poisson.

Input:

- The struct ’field’ indicates the length and width of the environment.

- ’hTransmission’, ’hmobile’ and ’hcheck’ are used to make these two buttons

visible.

Output:

- ’Nodes.N’ = number of nodes.

- ’Nodes.Pos’, gives the first, second and third rows of this matrix denote the

x-, y- and z- coordinate of the nodes. Hence, the size of this matrix is 3 by the

number of the nodes. Note that all of the nodes are on the same plane, and the

z-coordinate is assumed 0.

- ’Nodes.Node choose’ is 1, if the nodes are selected, and 0, if they are not

selected.
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- ’Nodes.distribution’ = distribution of nodes in the environment.

Figure A.2: GUI for nodes’ initialization.

Setup of transmit parameters

PackageTransmission Callback(source, eventdata): if transmission config-

uration is not assigned (corresp. global variable Trans Config.known) then it

starts transmission GUI, as shown in Figure A.3. The corresponding function is

Trans Config GUI(Nodes, hTransmission, hvalue, hFreqreuse). We can

define the following points:

Goal:

- Determining the parameters of transmission SNR, the threshold of maxi-

mum distance between users and path loss exponent.

Input:

- ’Nodes’, the configuration of nodes.
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Output:

- ’Trans Config.SNRdB’, the transmit power / received noise variance at the

receive antenna. This parameter is the same for all the nodes. Considering

that the noise variance at the receive antennas is 1, then the transmit power is

’Trans Config.SNRdB’.

- ’Trans Config.Dist ref’, for computing the received signal power at the re-

ceiver, the ratio of the distance between transmitter and receiver and a reference

distance is necessary.

- ’Trans Config.Dist ref’, is a reference distance for evaluating the received

power at the destination.

- ’Trans Config.loss EXP’, Path loss exponent.

Note that the parameters such as sample rate and frequency band for each

node can be added later to this program.

Figure A.3: GUI for initializing the transmission parameters.

When ”OK” is pressed, it starts clustering the generated GUI, Fig. A.4. It
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happens via the following function:

clustering gui(hFreqreuse), where we can define the following points:

Goal:

- Determining the parameters of clustering e.g the algorithms of clustering

and the threshold.

Input:

- ’Nodes’, the configuration of nodes.

Output:

- ’Trans Config.SNR th’, denotes the minimum value of received SNR. The

received SNR for the transmission between cluster-head and one member in the

cluster should be larger than or equal to ’Trans Config.SNR th’. Note that this

threshold is selected based on BPSK modulation.

When ”OK” is pressed, the buttons ”Freq. Reuse” and ”Cluster” are acti-

vated.

A.2 Clustering

Clustering Callback(source, eventdata): if simulation setup is ’Demo’ then

it plots clusters based on the known configuration, otherwise it starts the function

’reclustering(Cluster,Nodes, figure numer)’ where:

Goal:
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Figure A.4: GUI for initializing the clustering parameters: RSSI or Distance,
max BER.

- Clustering the main function and illustrating in the main figure

Input:

- ’Cluster’, contains the configuration of Clustering.

- ’Nodes’, gives the configuration and positions of nodes.

Output: (Clustering is accomplished)

- ’Cluster.ID’, contains the ID of clusters.

- ’Cluster.cl’, denotes the members of the cluster. Note that the first element

is always cluster-head.

- ’Cluster.cl head’, contains the IDs of cluster-heads.
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- ’Cluster.cl member busy’, indicates which members of the cluster are busy.

- ’Cluster.cl member not busy’, indicates which members of the cluster are

not busy.

Then, the following functions are performed within the main clustering func-

tion (i.e. reclustering.m):

1. Cluster = Clustering(Con MTX, Cluster).

Goal:

- Clustering based on Connection matrix. In reality, each node has to send

the candidate package to the adjacent node and they must respond to this

package. The base of the clustering is the same, but in order to save much

time for running the program, we will not send the package with the as-

sumption that the channel has not changed in the last time slot and we will

not achieve different results than before.

Input:

- ’Con MTX’ is the Connection matrix. This matrix contains ’0’s and ’1’s.

The element of the ith row and jth column of this matrix is ’1’, if the ith

node can have a connection with the jth node, otherwise it is ’0’. This

matrix can be generated based on the ’RSSI’ algorithm or the distance be-

tween nodes.

- ’Cluster’, is the configuration of Clustering.

Output: (Clustering is accomplished)
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- ’Cluster.ID’, contains the ID of the clusters.

- ’Cluster.cl’, denotes the members of the cluster. Note that the first ele-

ment always shows the cluster-heads.

- ’Cluster.cl head’, gives the IDs of the cluster-heads.

- ’Cluster.cl member busy’, indicates which members of the cluster are busy

or not busy.

2. Cluster = Uniform Clustering(Cluster,Nodes).

Goal:

- In the second part of the clustering, the generated clusters will be made

more uniform. As the cluster-heads are known, the distance between nodes

and cluster-heads is the parameter for this part of clustering.

Input:

- ’Cluster’, gives the configuration of Clustering.

- ’Nodes’, contains the configuration of Nodes.

3. Cluster = Cluster Plot(Cluster,Nodes,figure numer).

Goal:

- Illustration of the clusters, Fig. A.5.
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Input:

- ’Cluster’, gives the configuration of the Clustering and the cluster mem-

bers.

After the end of clustering the ”Busy” and ”Routing” buttons are enabled.

Figure A.5: GUI for initializing the transmission parameters (output).

A.3 Routing

Routing Callback(source, eventdata), if the input is empty, then the routing

is made invisible, otherwise it starts the GUI, Fig. A.6. the following functions

are needed for routing:

routing GUI(Nodes, Cluster, Trans Config, figure numer, hmobile,

hTrans, hAMC)
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Goal:

- Selecting a source (TX) and destination (RX), the number of transmit and

receive nodes in each intermediate cluster (number of transmit and receive an-

tennas in cooperative MIMO route.

- Finding an appropriate route between TX and RX.

- Drawing the route on the main figure.

Output1 :

- Struct Route, in which:

’Route.sender node’, shows the source node

’Route.receiver node’, shows the destination node

’Route.dis ref’, shows the reference distance (’Trans Config.Dist ref’)

’Route.BERth’, shows the BER of every hop should be larger than this thresh-

old

’Route.BERth total’, shows the BER at the destination should be larger than

this threshold

’Route.N sender’, shows the number of transmit antennas for every hop

’Route.N receiver’, shows the number of receive antennas for every hop

’Route.SISO’, shows the the route for SISO link between clusters

’Route.SISO.plot’, shows the used to refer the plot of SISO route
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’Route.SISO.route cluster’, shows the list of the clusters from source to des-

tination based on the SISO route

’Route.SISO.route node’, shows the list of the nodes from source to destina-

tion based on the SISO route

’Route.MIMO’, shows the the same struct as Route.SISO but for the MIMO

route

’Route.MIMO SISO’, shows the the same struct as Route.SISO. The route is

the same as SISO route. That means, the same intermediate clusters are used in

this case, but the links between clusters are MIMO based

Output2 :

- struct Cluster Connection, in which:

’Cluster Connection.Node ID sender(ii,jj)’ = [a1, a2, ..., aL] [a1, a2, ..., aL], is

an N sender by 1 row vector. The entities of this vector are the nodes belonging

to the cluster ii, which can be used as the elements of the virtual antenna array

at the transmit cluster ii to receive cluster jj.

’Cluster Connection.Node ID sender SISO(ii,jj)’, shows the best possible node

in the cluster ii which can be used for transmission to the cluster jj.

’Cluster Connection.MIMO distance MTX(ii,jj)’, is an N sender by N receiver

matrix. The elements of this matrix give the distances between all the nodes in

the cluster ii and cluster jj which are used in the transmission between these two

clusters.

’Cluster Connection.MIMO distance average(ii,jj)’, shows the average of the

elements of the matrix Cluster Connection.MIMO distance MTX(ii,jj).
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’Cluster Connection.SISO distance(ii,jj)’, denotes the SISO distance between

cluster ii and jj.

Note that cluster ii uses its nodes.

’Cluster Connection.Node ID sender(ii,jj)’, generates a transmission to the

nodes ’Cluster Connection.Node ID sender(jj,ii)’ in cluster jj. And the distance

between all the pairs of transmit and receive nodes are in the matrix ’Clus-

ter Connection.MIMO distance MTX(ii,jj)’ and

’Cluster Connection.MIMO distance MTX(jj,ii)’.

Figure A.6: GUI to setup the routing between two nodes over SISO, MIMO and
MIMO based on SISO.

Then if routing is performed for the first time, (it is defined if variable nn

= 1), then variable nn is changed from 1 to 2 and the procedure of finding the

adjacent clusters and finding the intermediate nodes for intracluster transmission

is executed over the function:

Cluster Connection = Cluster communication(Nodes, Cluster,

Trans Config, N sender, N receiver), for which:
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Goal:

- Finding the adjacent clusters for MIMO and SISO case base on the number

of transmit and receive antennas. Note: This struct is found for MIMO based

on the selected number of transmit antennas and receive antennas (N sender,

N receiver).

Input:

- Selfdescribing.

Output:

- ’Cluster Connection’

- ’Cluster Connection.Node ID sender(ii,jj)’ = [a1, a2, ..., aL] [a1, a2, ..., aL],

is an N sender by 1 row vector. The entities of this vector are the nodes belonging

to the cluster ii, which can be used as the elements of the virtual antenna array

at the transmit cluster ii to receive cluster jj.

- ’Cluster Connection.Node ID sender SISO(ii,jj)’, shows the best possible nodes

in the cluster ii which can be used for transmission to cluster jj.

- ’Cluster Connection.MIMO distance MTX(ii,jj)’, is an N sender by N receiver

matrix. The elements of this matrix are the distances between all the nodes in

cluster ii and cluster jj which are used for transmission between these two clusters.

- ’Cluster Connection.MIMO distance average(ii,jj)’, gives the average of the

elements of the matrix ’Cluster Connection.MIMO distance MTXii,jj’.

- ’Cluster Connection.SISO distance(ii,jj)’, shows the SISO distance between

cluster ii and jj.
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Note that cluster ii uses its nodes.

- ’Cluster Connection.Node ID sender(ii,jj)’, is employed for generating a trans-

mission to the nodes ’Cluster Connection.Node ID sender(jj,ii)’ in cluster jj. And

the distance between all the pairs of transmit and receive nodes are in the matrix

’Cluster Connection.MIMO distance MTX(ii,jj)’ and

’Cluster Connection.MIMO distance MTX(jj,ii)’.

When variable nn = 2, then routing performed directly for BPSK or SISO,

or MIMO, or MIMO based on SISO function:

Route = routing(Cluster Connection, Nodes, Cluster, Route, fig-

ure numer), where:

Goal:

- Finding the route between two nodes

Input:

- ’Cluster Connection’, is the matrix of connection between the clusters

It uses the following functions:

1. For BER estimation in SISO or MIMO, BER estimation(Eb N0 dB,

XIXO, N tx, M rx, Cluster Connection), estimate the BER based on

simulation. Simulation can be found in: ’Tests\SISO-MIMO-Comp\BPSK

sim\BPSK test.m’. The result of this simulation is compared with another

result found in internet. The web page is saved in: ’references\Alamouti\Alamouti’

STBC with 2 receive antenna.

Input:
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Eb N0 dB, XIXO (can be SISO, MISO, MIMO)

Note that in the MISO and MIMO cases the result is based on Alamouti

scheme.

2. route = routing cluster(Cluster Connection, TX CL, RX CL, BER RX).

Goal:

- Finding the route between two clusters.

Input:

- ’Cluster Connection’, is the matrix of the connection between the clusters.

- ’TX CL’, is the sender cluster.

- ’RX CL’, is the receiver cluster.

Then the routes for SISO, MIMO and MIMO based on SISO are plotted, Fig.

A.7.

A.4 Frequency reuse

Frequency Callback(source, eventdata) is activated, when ”Freq” button is

pressed. It starts the GUI for frequency configuration:
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Figure A.7: The routing between two nodes over SISO, MIMO and MIMO based
on SISO.

Freq Config GUI(Nodes, Route, Trans Config, Cluster Connection):

the function allows to choose number of the subchannels, number of interfering

nodes, and number of the Monte-Carlo runs. When ’OK’ is pressed, the function

of frequency reuse is being executed:

1. Frequency reuse(Nodes, Route, Trans Config, number sub channels,

N busy, N monte carlo, Cluster Connection).

Goal:

- Estimation of freq. reuse for SISO, MIMO and MIMO based on SISO

over the total number of Monte-Calro runs. The nodes which are busy with

other transmission are interferers and are not desired. Then, based on this,

the desired frequency is estimated and the BER versus SNR, in Fig. A.8,

and curves and throughput versus SNR, in Fig. A.9, for SISO, Co-MIMO

and Co-MIMO based on SISO with and without interference are plotted.
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Figure A.8: BER vs. SNR with interfering nodes.

Busy Nodes

When button ’Busy’ is available and pressed the function Busy Callback(source,

eventdata) activates the GUI, Fig. A.10, to make some nodes busy, due to in-

terference or other reasons:

BUSY NODE GUI(figure numer)

Goal:

- Selecting some nodes which are busy. These busy nodes cannot be used in

other transmissions. Therefore, the routing algorithm does not consider these

nodes.

- Illustrating the busy nodes as red circles in the main figure.
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Figure A.9: Throughput vs. SNR with interfering nodes.

Output:

- ’Cluster.cl member busy’, contains the IDs of the busy nodes. For example:

Cluster.cl member busyi is the list of the node IDs belonging to the cluster I,

which are busy.

- ’Cluster.cl member not busyi’, are the list of the node IDs belonging to the

cluster i which are not busy.
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Figure A.10: GUI to set some nodes busy.

A.5 MIMO map

When the button ’MIMO map’ is pressed, the function Mimo map Callback(source,

eventdata) generates the MIMO map GUI function which asks about the trans-

mitting cluster and Eb/No, to show the number of the parallel MIMO trans-

missions needed to reach each node, Fig. A.11. A MIMO map function is as

follows:

MIMO map gui(Nodes, Cluster, Trans Config, Route)

Goal:

- Generating a map of adjacent clusters based on the number of transmit and

receive antennas.

After Ok is pressed, the following functions are performed:

1. The loop ’while’ starts calculating the required number of MIMO anten-

nas starting from ’1’ till all clusters are connected. Each time it estimates

cluster connections over the function:

Cluster Connection = Cluster communication(Nodes, Cluster,

Trans Config, N sender, N receiver).
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Figure A.11: GUI to set some nodes busy (part 2).

Goal:

- Finding the adjacent clusters for MIMO and SISO case, based on the

number of transmit and receive antennas.

This function also includes a function which selects the ’best’ combination

of cluster connections, based on the defined parameter:

• [ Row combination, Column combination] =

select best combination(A, M, N) – selects optimal combination

over the columns and rows for all the possible combinations.

2. Also, the function of BER estimation is performed for each iteration of the

loop ’while’:

BER est = BER estimation(Eb N0 dB, XIXO, N tx, M rx, Clus-

ter Connection)

Then it plots the resulting layout, Fig. A.12.
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Figure A.12: Resulting MIMO map.
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A.6 Adaptive Modulation and Coding

When ’AMC’ button is activated and pressed, then, the function

AMC Callback(source, eventdata) activates a function which calculates the

required modulation and coding schemes depending on SNR:

AMC(Route, Nodes, Trans Config) starts from the assumption that the

weakest link provides lowest BER (’weakest’) and then calculates the modulation

and channel coding for the worst link from the data found in function:

[Mode, a n, b n] = choose AMC(SNR dB i).

One of the possible transmission modes i.e. ’BPSK’, ’QPSK’, ’16QAM’ or

’64QAM’ is selected depending on the received SNR level. Then, the same calcu-

lation is performed for all the possible links. After calculation of all the possible

links, the Figure A.13 is plotted. This figure shows the BER curve, which is based

on the link to the higher layer, and changes when the optimal AMC scheme is

changed. The peaks denote the points when AMC scheme is changed.

At the same time, the change of AMC scheme leads to the change of the

throughput of the link, which is shown in the Fig. A.14 – higher SNR leads to

the higher throughput but the change happens stepwise depending on a selected

AMC scheme.

A.7 Mobility of nodes

When ’Mobility’ button is activated and pressed, and the mobility mode corre-

sponds to ’1’, then the function MobileNode Callback(source, eventdata)

activates GUI, Fig. A.15, to define the mobility of the nodes over the following

function:

Mobility GUI(figure numer, Nodes, hcheck3) allows to choose the ’speed’,

(relative change of nodes’ position), while the direction is defined in a random

way.
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Figure A.13: Change of BER based on chosen AMC scheme versus SNR.
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Figure A.14: Change of throughput (correctly received packets) based on chosen
AMC scheme versus SNR.

Figure A.15: GUI to setup the mobility of nodes.
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When mobility is activated, then, after each change of the nodes’ position,

the retransmission of the data from the chosen transmitter to the chosen receiver

is performed over SISO, MIMO and MIMO based on SISO and depicts on the

main Figure, A.7, the corresponding function:

mobility(V, phase, figure numer, hcheck3) starts a loop ’while’ as long

as variable stop mobility is ’1’ and inside of the loop starts all the functions needed

for the data transmission:

1. Cluster = Cluster Plot(Cluster, Nodes, figure numer) to plot the

changed clusters.

2. Route = plot route(Route, Nodes, figure numer, mode) to find a

new route for SISO, MIMO and MIMO based on SISO.

3. Checks the maximum possible distance of the nodes to the corresponding

cluster-heads, and if it is larger as maximum allowed distance, then the new

clusters are being estimated over the function:

Cluster = reclustering(Cluster, Nodes, figure numer) and Clus-

ter Connection = Cluster communication(Nodes, Cluster,

Trans Config, N sender, N receiver)

After the new clusters are established, the function Route =

routing(Cluster Connection, Nodes, Cluster, Route, figure numer)

is executed to calculate the new routes between the transmitter and receiver

nodes.

The process lasts as long as the checkbox ’Stop mobility’, function: mobil-

ity stop Callback(source, eventdata), is not checked and variable stop mobility

is not set to ’0’.
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Figure A.16: Final plots of transmission simulation over different values of SNR.

A.8 Transmission

When ’Transmission’ button is activated and pressed, then the function

Trans Callback(source, evendata) activates the process of estimating the

transmission parameters for SISO, MIMO, and MIMO, based on SISO:

Transmission(Route, Cluster Connection, Eb N0dB) estimates the BER

for all three types of transmission (SISO, MIMO, MIMO b/o SISO). Function

BER est = BER estimation(Eb N0 dB, XIXO, N tx, M rx,

Cluster Connection) estimates the number of hops, received bits (throughput),

and number of nodes used for routing over different levels of SNR. Then it plots

results of all the simulations, Fig. A.16.
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Appendix B

List of Acronyms

Acronyms:

AF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Amplify and Forward relaying

AMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Adaptive Modulation and Coding

AOCMR . . . . . . . . . . . . . . . . . . . . . Ad-hoc On-demand Cooperative MIMO Routing

AODV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Ad-hoc On-Demand Distance Vector

AWGN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Additive Wide Gaussian Noise

BER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Bit Error Rate

BPSK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Binary Phase-Shift Keying

CAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Content Addressable Network

C-DHash . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Cluster Aware Distributed Hash

CDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Code Division Multiple Access

CH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Cluster-Heads

C-RBFM . . . . . . . . . . . . . . . . . . .Cluster-aware Resource Based Finger Management

CSI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Channel State Information

CSMA-MAC . . . . . . . . . . . . . .Carrier Sense Multiple Access-Media Access Control

DF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Decode and Forward relaying

DHT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Distributed Hash Table

DSDV . . . . . . . . . . . . . . . . . . . . . . . . Destination-Sequenced Distance-Vector Routing

DYMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Dynamic MANET On-demand

E-RSSI . . . . . . . . . . . . . . . . . . . . . . . . . . Enhanced Received Signal Strength Indicator
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FDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Frequency Division Multiple Access

GPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Global Positioning System

GS-Mobicom . . . . . . . . . . . . . . . . . . . . . Graduate School on Mobile Communications

GUI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Graphical User Interface

HEED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Hybrid Energy-Efficient Distributed

HSR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Hierarchical State Routing

ISI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Inter Symbol Interference

LEACH . . . . . . . . . . . . . . . . . . . . . . . . . . . .Low Energy Adaptive Clustering Hierarchy

LTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Long Term Evolution

M2M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Machine to Machine

MANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Mobile Ad-hoc Network

MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Multiple Input Multiple Output

MRC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Maximal Ratio Combining

PDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Probability Density Function

PRS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Proximity-aware Route Selection

QoS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Quality of Service

RBFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Resource Based Finger Management

RCKG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Reciprocal Channel Key Generation

RSSI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Received Signal Strength Indicator

RX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Receiver

SER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Symbol Error Rate

SIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Single Input Multiple Output

SINR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Signal to Interference and Noise Ratio

SISO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Single Input Single Output

SNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Signal to Noise Ratio

SONIR . . . . . . . . . . . . . . . . . . . . . .Self-Organizing Network with Intelligent Relaying

STBC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Space-Time Block Coding

TDD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Time-Division Duplex

TDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Time Division Multiple Access

TX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Transmitter

ULA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Uniform Linear Array

VAA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Virtual Antenna Array

VANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Vehicular Ad-Hoc Network

191



WiMAX . . . . . . . . . . . . . . . . . . . . . Worldwide Interoperability for Microwave Access

ZMCSCG . . . . . . . . . . . . . . . . Zero Mean Circularly Symmetric Complex Gaussian
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Appendix C

List of frequently used symbols

and operators

Frequently used symbols:

M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of hops

M̂ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Maximum number of hops possible

Mr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of the receive antennas

Mt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of the transmit antennas

β . . . . . . . . . . . . . . . . . . . . . . . . . . . . Maximum norm of the accuracy vector or matrix

α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Path loss exponent

Ik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The k × k identitiy matrix

Ps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The transmit power of the nodes

xi−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The signal transmitted by the (i− 1)th relay

ξ1 . . . . . . . . . . . . . . . . . . . . . . . . . . The path gain corresponding to the direct channel

I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The mutual information

ξM . . . . . . . . . . . . . . . . . . . . . . . . The path gain of the channels, using M relay nodes

H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The channel matrix

E . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The inaccuracy matrix

N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The noise matrix

hi . . . . . . . . . . . . . . . . . . . . The SISO quasi static frequency at block fading channel
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εi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The corresponding inaccuracy vector of hi

α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The path loss exponent

Pnoise . . . . . . . . . . . . . . . . . . . . . . . .The power of the received noise at the destination

Psig . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The signal component’s power

R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Rate of the STBC

T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of the time slots

νi . . . . . . . . . . . . . . . .The Additive white Gaussian noise (AWGN) for the ith relay

Ai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The amplification gain of the ith relay node

yrx . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Received signal at the destination

x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The transmitted signal by the source

CAF . . . . . . . . . . . . . . . . . . . . . . . . . . . .The capacity of the multi-hop AF transmission

CDF . . . . . . . . . . . . . . . . . . . . . . . . . . . .The capacity of the multi-hop DF transmission

N e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The number of nearest neighbors

dmin . . . . . . . . . . . . . . The minimum Euclidean distance of underlying constellation
N0

2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The noise power spectral density

h̆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The normalized SISO channel

λi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The ith eigenvalue

y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The received signal vector

Y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The received signal

ν . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The ZMCSCG noise

η . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The received SNR

τ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Delay of the channel

fc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The carrier frequency

Pr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The received signal power

Pi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The interference power

Pn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The noise power

P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Desired percentage of cluster heads

r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Current round

G . . . . . . . . . . . . . Set of the nodes which have not been cluster-heads in this cycle

Pfact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Promotion factor

n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of responses received

RSSIi . . . . . . . . . . . . ith strongest received signal strength from a responding node

E . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Energy
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Npath . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Number of non-line-of-sight paths

Ri . . . . . . . . .The relative secure information of the generated key in the ith level

g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The linear finger maintenance function

tref . . . . . . . . . . . . . . . . . . . . . . . . . . . . The reference interval of the finger maintenance

Notations and operators:

a, b, c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Scalars

a, b, c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Column vectors

A, B, C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Matrices

a∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Complex conjugate of the complex number a

AT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Transpose of the matrix A

AH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Hermitian transpose of the matrix A

Re{a} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Real part of the complex number a

Im{a} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Imaginary part of the complex number a

E{a} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Expected value of the random vector a

‖A‖F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The Frobenius norm of the matrix A

tr{A} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The trace of the matrix A

|a| . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The magnitude of the complex number a
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