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Abstract 
 

Modern cochlear implants (CIs) combined with professional rehabilitation have enabled several 

hundreds of thousands of hearing-impaired individuals to re-enter the world of verbal communica-

tion. Cochlear implants are inevitably the most successful neural prostheses to date, but, when 

looking at rehabilitation outcomes, current systems seem to have reached their peak potential. The 

fact that even after years of rehabilitation, most CI recipients claim not to enjoy listening to music 

and are not capable of carrying on a conversation in noisy or reverberative environments shows 

that there is still room for improvement. To overcome the above problems, there have been several 

attempts to enhance CI signal processing strategies to closer mimic the intact human cochlea, but 

most of these attempts achieved only limited success. 

 This dissertation presents a new cochlear implant signal processing strategy called Stimulation 

based on Auditory Modeling (SAM), which is completely based on a computational model of the 

human peripheral auditory system. SAM has been developed from scratch to avoid the limiting 

technological heritage of former strategies. It incorporates active cochlear filtering (basilar mem-

brane and outer hair cells) along with the mechanoelectrical transduction of the inner hair cells, so 

that several psychoacoustic phenomena are accounted for inherently. 

 SAM has been evaluated through simplified models of CI listeners, with five cochlear implant 

users, and with 27 normal-hearing subjects using an acoustic model of CI perception. Results have 

always been compared to those acquired using Advanced Combination Encoder (ACE), which is to-

day’s most prevalent CI strategy. First simulations showed that speech intelligibility of CI users fit-

ted with SAM should be just as good as that of CI listeners fitted with ACE. Furthermore, it has 

been shown that SAM provides more accurate binaural cues, which can potentially enhance the 

sound source localization ability of bilaterally fitted implantees. Simulations have also revealed an 

increased amount of temporal pitch information provided by SAM. These findings have guided the 

choice of properties to be tested in the subsequent pilot study. For the pilot study with five CI us-

ers, a fast, safe, and real-time capable PC implementation of SAM and several graphical software 

tools supporting the experiments were developed in C/C++ and MATLAB. The pilot study, which 

ran smoothly, revealed several benefits of using SAM. First, there was a significant improvement in 

pitch discrimination of pure tones and sung vowels. Second, CI users fitted with a contralateral 

hearing aid reported a more natural sound percept and substantially better quality of both speech 

and music. Third, all subjects were accustomed to SAM in a very short period of time (in the order 

of 10 to 30 minutes), which is particularly important given that a successful CI strategy change typi-

cally takes weeks to months. An additional test with 27 normal-hearing listeners using an acoustic 

model of CI perception delivered further evidence for improved pitch discrimination ability with 

SAM as compared to ACE. 

 Although SAM is not yet a market-ready alternative, it strives to pave the way for future strate-

gies based on human auditory models and it is a promising candidate for further research and in-

vestigation. 





 

Zusammenfassung 
 

Moderne Cochleaimplantate (CI), verbunden mit einer professionellen Rehabilitation, haben meh-

reren hunderttausenden Hörgeschädigten den Wiedereintritt in die Welt der verbalen Kommunika-

tion ermöglicht. Cochleaimplantate sind heute unbestritten die erfolgreichsten neuronalen Prothe-

sen. Betrachtet man jedoch die Rehabilitationserfolge, so haben sie inzwischen ihre Grenzen er-

reicht. Die Tatsache, dass die meisten CI-Träger sogar noch mehrere Jahre nach der Rehabilitation 

nicht in der Lage sind, Musik zu genießen oder einer Konversation in geräuschvoller oder verhallter 

Umgebung folgen zu können, zeigt, dass es noch Raum für Verbesserungen gibt. Es gab bereits ei-

nige Versuche, CI-Signalverarbeitungsstrategien durch bessere Nachahmung der intakten menschli-

chen Cochlea zu verbessern, um so die genannten Probleme zu überwinden. Die meisten dieser 

Versuche waren jedoch nur begrenzt erfolgreich. 

 Diese Dissertation stellt die neue CI-Signalverarbeitungsstrategie Stimulation based on Auditory 

Modeling (SAM) vor, die vollständig auf einem Computermodell des menschlichen peripheren Hör-

systems beruht. SAM wurde von Grund auf neu entwickelt, um technologische Begrenzungen frü-

herer Strategien zu vermeiden. Die Strategie berücksichtigt die aktive cochleäre Filterung (Basilar-

membran und äußere Haarzellen) sowie die mechano-elektrische Übertragung der inneren Haarzel-

len, sodass das System verschiedene psychoakustische Eigenschaften direkt beinhaltet. 

 Im Rahmen der vorliegenden Arbeit wurde die SAM Strategie dreifach evaluiert. Sie wurde ei-

nerseits mit vereinfachten Wahrnehmungsmodellen von CI-Nutzern geprüft. Andererseits wurden 

auch Tests mit fünf CI-Nutzern durchgeführt. Außerdem fand eine Evaluierung mit 27 Normalhö-

renden mittels eines akustischen Modells der CI-Wahrnehmung statt. Die Evaluationsergebnisse 

wurden stets mit Ergebnissen, die durch die Verwendung der Advanced Combination Encoder (ACE) 

Strategie ermittelt wurden, verglichen. Die ACE Strategie stellt die zurzeit verbreitetste Strategie 

dar. Erste Simulationen zeigten, dass die Sprachverständlichkeit der CI-Hörer, welche mit SAM 

versorgt wurden, genauso gut war, wie die der ACE-Versorgten. Weiterhin konnte gezeigt werden, 

dass die SAM Stimulationsmuster genauere binaurale Merkmale enthalten, was potentiell zu einer 

Verbesserung der Schallquellenlokalisierungfähigkeit bei bilateral versorgten CI-Trägern führen 

kann. Die Simulationen zeigten ebenfalls einen erhöhten Anteil an zeitlichen Pitchinformationen, 

welche von SAM bereitgestellt wurden. Diese Erkenntnisse haben dazu beigetragen, die in der 

nachfolgenden Pilotstudie zu testende Eigenschaften auszuwählen. Für die Pilotstudie mit fünf CI-

Nutzern wurden eine schnelle, sichere und echtzeit-fähige PC-Implementierung von SAM und 

mehrere grafische Softwaretools zur Unterstützung der Experimente in C/C++ und MATLAB 

entwickelt. Die Ergebnisse der Pilotstudie zeigten mehrere Vorteile von SAM auf. Erstens war eine 

signifikante Verbesserung der Tonhöhenunterscheidung bei Sinustönen und gesungenen Vokalen 

zu erkennen. Zweitens bestätigten CI-Nutzer, die kontralateral mit einem Hörgerät versorgt waren, 

eine natürlichere Klangwahrnehmung und eine wesentlich bessere Qualität von Sprache und Musik. 

Als ein sehr bedeutender Vorteil stellte sich drittens heraus, dass sich alle Testpersonen in sehr kur-

zer Zeit (im Bereich von 10 bis 30 Minuten) an SAM gewöhnen konnten. Dies ist besonders wich-

tig, da ein erfolgreicher CI-Strategiewechsel typischerweise Wochen oder sogar Monate dauert. Ein 
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zusätzlicher Test mit 27 Normalhörenden, die mittels eines akustischen Modells der CI-

Wahrnehmung stimuliert wurden, lieferten weitere Nachweise für die verbesserte Tonhöhenunter-

scheidung von SAM im Vergleich zu ACE. 

 Obwohl SAM noch keine marktreife Alternative ist, versucht sie den Weg für zukünftige Strate-

gien, die auf menschlichen Gehörmodellen beruhen, zu ebnen und ist somit ein erfolgversprechen-

der Kandidat für weitere Untersuchungen und Forschungsarbeiten. 
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SpecRes Spectral Resolution (strategy) 

SRT Speech Reception Threshold 

ST Semitone 

STI Speech Transmission Index 

THL Threshold Level 

TRNL Triple-Path Nonlinear (filter) 

TPR Total Pulse Rate 

TRT Text Reception Threshold 

VCIS Virtual Channel Interleaved Sampling (strategy) 

VCV Vowel-Consonant-Vowel 

VLSI Very-Large-Scale Integration 

WDF Wave Digital Filter 
 



 

 

Mathematical notation, symbols and units 
 

 

mA  Result of the frequency mapping of nĈ  

mA


 Result of the dynamic range mapping of mA  

mÂ  Result of applying repetition penalty to mA


 

c Neurotransmitter substance concentration near a simulated inner hair cell 

[Ca2+] Calcium concentration inside a simulated inner hair cell 

nC  Neurotransmitter substance concentration near the nth simulated inner hair cell 

nĈ  Result of the maximum-preserving decimation of nC  

dB FS Decibel (relative to) full scale 

dB HL Decibel (relative to normal) hearing level 

Ei Electrode i  

Fs Sampling rate (see also sps) 

G Apical conductance of a simulated inner hair cell 

I Electrical current of a stimulus to be applied to a cochlear implant electrode 

ICa Inward calcium current of a simulated inner hair cell 

iOE Sound pressure at the outer ear expressed as electrical current 

Jn Current density in the proximity of stimulating electrode n 

k Neurotransmitter release rate inside a simulated inner hair cell 

λC Variable of the spatial current function, i. e., range of current spread 

Lm Result of the amplitude mapping of mÂ  

NC Number of simulated auditory nerve cells 

PS Sound pressure level 

P Result vector of the stimulus renderer 

pps Pulses per second 

q Amount of neurotransmitter substance in the immediate store of a simulated inner hair cell 

σ int  Multiplicative internal noise 

sps Samples per second (the SI equivalent is Hz, see also Fs ) 

t gap Duration of the phase gap in a biphasic stimulus 

( )a,b  Uniform distribution with minimum and maximum values of a and b, respectively 



xxiv Mathematical notation, symbols and units 

u Displacement of a stereocilia of a given inner hair cell 

uBM,n Velocity of the nth basilar membrane section expressed as electrical voltage 

uOW Velocity of the oval window expressed as electrical voltage 

V Receptor potential of a given inner hair cell 

w Amount of neurotransmitter substance in the reprocessing store of a simulated inner hair cell 

x  Complex conjugate of x 

x    Largest integer less than or equal to x (floor function) 

Y Current level of a stimulus to be applied to a cochlear implant electrode 

 

 

See also Table A.1 and Table A.2 starting on page 131 for further symbols and parameters used 

in this thesis. 



 

 

 Chapter 1 
 

 

 Introduction 
 

 

1.1 Motivation and objective 

Cochlear implants (CIs) are undisputedly the most successful neural prostheses to date. CIs can 

provide a way for individuals with severe or profound hearing loss to perceive sounds and 

speech. Users of current CI systems, however, tend to encounter difficulties with understand-

ing speech in noisy or reverberated environments; they have trouble discriminating pitch and 

perceiving prosody (which is crucial in tonal languages), and the joy of music also remains be-

yond their reach. Furthermore, there is also room for improvement regarding the duration of 

the necessary rehabilitation after implantation. 

 This thesis presents a novel CI signal processing algorithm (also called strategy), that may 

inherently by its design, overcome these known (and possibly also further) issues. The new 

strategy is called SAM1 and is based on detailed models of the human auditory system. It is 

meant to reproduce psychoacoustic properties that are likely to be useful also in electric hear-

ing. SAM has been validated via computational evaluation tasks and its usefulness has been 

proven in a pilot study with cochlear implant users. This study has also demonstrated encourag-

ing outcomes regarding the time needed to get accustomed to the new strategy. 

 As the full form of the abbreviation SAM already suggests, the main concept is to use audi-

tory models to calculate CI stimulation patterns. I started developing the idea of combining 

models of the basilar membrane, the inner hair cells, and the auditory nerves for use in CIs in 

2005. The work was triggered by a very powerful talk by Professor György Karmos, who gave 

a presentation about CIs at the Péter Pázmány Catholic University in Budapest, Hungary. He 

explained the inner workings of the ear and then that of the common speech processing strate-

gies of (at that time) state of the art CIs. The gap between those two was startling. 

 A search on the internet showed that there were two approaches to fill this gap. In the first, 

existing strategies were augmented by algorithms that helped mimic specific properties of the 

ear, normally not included in the given strategy. In the second, large parts of existing strategies 

were exchanged with auditory models. Some literature research revealed that good computa-

                                                
1 Stimulation based on Auditory Modeling 
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tional models of the human ear were already published that time. Furthermore, the CI technol-

ogy (especially the electrode driving circuitry) seemed to be mature enough to transmit signifi-

cantly more information, so that the idea of switching from DFT 2 to a more complex auditory 

filter bank was promising. The latter approach also suited my personal preference and it be-

came the base of the design considerations for a novel speech processing strategy. 
 

1.2 Outline of the thesis 

The remainder of this thesis is structured as follows: 

 Chapter 2 provides the necessary background information and places the problem to be 

solved into the context of modern hearing research. The chapter first provides an overview of 

the physiology of normal hearing followed by a summary of technologies that can be useful for 

the Hearing Impaired. Since cochlear implants are the focus of the presented research, the state 

of the art regarding these neural prostheses is represented in detail. Next, computational mod-

els of the human ear (with emphasis on cochlea models) are reviewed and categorized. 

 Chapter 3 summarizes published work of other laboratories on similar concepts. The few ex-

isting CI strategies based on auditory models are compared and the state of the art is discussed. 

 Chapter 4 proposes SAM. First, the design considerations and requirements on a new CI 

speech processing strategy are discussed, which is followed by the detailed description of 

the algorithm. Every processing stage, starting from the auditory model based filter bank, 

through the stimulus coder, all the way to the electrode discharges, along with system pa-

rameters and their origins are described. Next, the chapter explains the software framework 

into which SAM has been embedded and presents some applications implemented for 

evaluating the strategy with CI recipients. The chapter is rounded off by showing a sug-

gested way of fitting3 the strategy. 

 In Chapter 5, validation and evaluation work on SAM is reviewed. First, the chapter elabo-

rates on the requirements imposed in the previous chapter and validates SAM against them. 

One section is dedicated to the effects of changing coder parameters to see how those affect 

the fulfillment of the requirements. Parallel (and partly prior) to the pilot study with implantees, 

SAM was extensively tested and evaluated in computational studies. The outcomes of these lat-

ter are discussed in detail. Next, the chapter elaborates on the setup and results of the evalua-

tion studies involving CI users and normal-hearing listeners, and draws conclusions. 

                                                
2 Discrete Fourier Transform (DFT) is used in the speech processing strategies of Cochlear. By contrast, MED-EL uses a 

combination of bandpass filters and Hilbert-transform in their filter banks. 
3 Customizing strategy parameters to fit the needs and preferences of a cochlear implant user. 
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 Remaining open questions and limitations regarding both the development and the evalua-

tion of SAM are discussed in Chapter 6. 

 Chapter 7 concludes this thesis by summarizing the main results and findings. It also points 

out directions for future research and brings up two possibly useful concepts being yet quite 

unexplored in the field of computational auditory modeling. 





 

 

 Chapter 2 
 

 

 Hearing, aided hearing, and models of  hearing 
 

 

2.1 Hearing 

In case of a hypothetical decision on losing a sense, people generally prefer to keep their vision 

as opposed to their hearing. Though the amount of information provided by the visual and 

somatosensory systems can be much larger, hearing is essential to taking part in cultural and so-

cial life. Today, hearing might not be crucial for survival, as it was when nature started develop-

ing this highly efficient system, but it has become the key component of human communica-

tion, and it is beyond debate that it makes life easier and more enjoyable, too. The importance 

of the ears and the auditory system (as well as that of all other sensory organs) gets apparent, 

once they fail. 

 The following section gives an overview of the functional anatomy and physiology of the in-

tact human auditory system. Subsequently, the most common causes and symptoms of hearing 

loss are reviewed, along with the technologies that can help in these cases. 

2.1.1 Normal hearing 

The audio signal processing of the ear consists of a chain of consecutive steps. The outer ear 

(auricle and ear canal) and the middle ear (eardrum and auditory ossicles) work like amplifying 

transducers towards the inner ear (cochlea). Their combined transfer function yields peak sensi-

tivity in the range of about 1 to 3 kHz. The middle ear, however, can also enhance speech intel-

ligibility at high loudness levels [BZ73] and protect the inner: the movement of the ossicles can 

be stiffened by two muscles, which results in reduced transmission gain. An overview of the 

human auditory periphery is shown in Figure 2.1. [Møl06a: 26-34, 187-190] 

 Incoming sound waves are transmitted via the hammer, anvil and stirrup, to the cochlea 

through the oval window. The cochlea contains three fluid-filled canals: the scala tympani, the 

scala media, and the scala vestibuli. (For a cross section of the cochlea, see Figure 2.3.) The 

scala media and the scala tympani are separated by the basilar membrane (BM). The oscillations 

of the oval window are transformed into propagating pressure waves within the scalae, which, 

in turn, cause a displacement of the basilar membrane. The BM is stiff and narrow near the 

base of the cochlea, and flexible and wide near the apex. Due to these properties and due to the 
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gradiently changing wavelength to canal depth ratio, the vibration of the BM at any position is 

dominated by only a small range of frequencies. This phenomenon is called tonotopy, and 

through this feature, the BM is able to spatially separate sounds based on their frequency com-

ponents. 
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Figure 2.1: The human auditory periphery. Adapted from [Wat93]. 

 

The length of the human BM typically ranges from 31 to 35 mm [Gre90, Møl06a: 10]; an arbi-

trary position on the BM can be mapped to its approximated characteristic frequency by e.g. 

the Greenwood equation [Gre90] shown below. 

 

 ( ) ( )0 06165 4 10 1 .. p
cf p . ⋅= ⋅ −  (2.1) 

 

The function f c  approximates the characteristic frequency (in Hz) at the position p measured (in 

mm) from the apical end of the unrolled cochlea (see Figure 2.2). 

 The organ of Corti is located along the length of the BM, containing three to five (in hu-

mans typically three) rows of outer hair cells (OHCs) and one row of inner hair cells (IHCs), 

see Figure 2.3 and Figure 2.4. The OHCs are assumed to enhance perception by acting as tiny 

amplifiers, shaping the traveling wave by adding energy to the BM movement. OHCs receive a 

number of efferent nerve fibers from the central nervous system, which means that their opera-

tion is controlled by higher-level entities of the brain. 
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Figure 2.2: The unrolled cochlea, highly simplified. Adapted from [Wat93]. 
 

Inner hair cells, by contrast, seem not to have this strongly marked control, and they act as sen-

sory transducers of the mechanical waves into bio-electrical potentials. In a human cochlea, a 

total of about 12000 OHCs and 3500 IHCs are located [Møl06a: 11]. 

 
Reissner’s membrane

scala
vestibuli

basilar membrane

organ
of  Corti

scala
media

tectorial
membrane

bony wall

scala tympani
bony shelf

spiral
ganglion

 

Figure 2.3: Cross section of the cochlea. Adapted from [Wat93]. 
 

The signal-transmission inside the IHCs is well described in both [Møl06a: 13-15, 48-52] and 

[SLOM02] and can be summarized as follows. On top of the IHCs, three rows of stereocilia 

follow the movement of the BM. Stereocilia deflection results in opening and closing of potas-

sium-ion-channels. Influx of K+ leads to depolarization of the IHC, resulting in half-wave recti-

fication of the band-pass filtered sound wave. As a function of the IHC-membrane potential, 

Ca++-ions enter the cell and evoke the release of neurotransmitter substance at the presynaptic 

end of the IHC.  



8 Hearing, aided hearing, and models of hearing 

 The diffusion of the neurotransmitter across the synaptic cleft causes postsynaptic depolari-

zation of the auditory nerve fibers (ANF). If the postsynaptic potential reaches a specific 

threshold, an action potential is generated. After that, the ANF underlies some refractory pe-

riod, during which the threshold for firing is largely increased and thus firing is less probable. 
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Figure 2.4: The organ of Corti. Adapted from [Wat93]. 
 

 The pathway from the hair cells towards the brain is realized by the spiral ganglion cells 

(SGCs). One IHC has about ten such afferent connections. The human auditory nerve consists 

of about thirty thousand afferent nerve fibers in total [Møl06a: 13]. The information carried by 

the SGCs will start to be integrated at the next processing stage: in the cochlear nuclei of the 

brainstem. The subsequent stages of processing are the midbrain, the thalamus, and finally, the 

place of auditory perception: the auditory cortex. (It is to be noted, though, that speech under-

standing is achieved through the interaction of various regions of the brain.) 
 

2.1.2 Impaired hearing 

Disorders of the auditory system can be divided into two classes: decreased function and ab-

normal function. Decreased function is generally known as hearing impairment, which includes 

elevated hearing threshold and decreased speech discrimination. Examples of abnormal func-

tion are tinnitus and hyperacusis (over-sensitivity to sound). The following paragraphs will only 

address decreased auditory function, which is typically subdivided into conductive, sensorineu-

ral and neural hearing loss (HL). [Møl06a: 201-251, Coc10a] 
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2.1.2.1 Types and levels of hearing loss 

In the case of conductive HL, parts of the outer and middle ear complex do not work properly. 

It can be congenital, but it may also emerge later in life due to head injury, middle ear infec-

tions, or other diseases. Pure tone audiometry, tympanometry and recordings of the acoustic 

middle-ear reflex response are typically used to diagnose conductive hearing loss. 

 Sensorineural HL indicates a problem within the inner ear. The most common problem is 

damage to the hair cells: missing amplification of the OHCs and/or impaired transduction 

function of the IHCs. This kind of hearing loss is also termed “sensory” or “cochlear” hearing 

loss and its most common causes are acoustic trauma, genetics, head injury and certain medica-

tions. However, a certain degradation of the hair cell functions is also part of the normal aging 

process (presbycusis). (Sometimes a conductive HL occurs in combination with a sensorineural 

HL, which is referred to as mixed HL.) 

 Neural HL refers to a problem with the auditory nervous system. Diagnostically, it is hard to 

differentiate from sensorineural HL, but the possible causes are different. Evoked auditory 

brainstem response audiometry (middle and late potentials) are often used to diagnose neural 

HL. Some forms of sensorineural and neural HL may be distinguished by psychoacoustic tests. 

For example, injuries to OHCs cause the cochlear filter to become broader, which may increase 

masking and impair temporal coding of broadband sounds such as vowels. 

 Hearing loss levels are generally categorized as mild (20-40 dB HL), moderate (40-60 dB HL), 

severe (60-90 dB HL), and profound (>90 dB HL) [MS07: 749]. The unit dB HL (or dB hearing 

level) is “the sound level in dB above the average threshold of young individuals without disor-

ders of the ear” [Møl06a: 167]. 

2.1.2.2 Hearing technologies 

There are various technologies that restore hearing or at least allow for a better auditory sensa-

tion. The right technology must be chosen for each individual, since it depends on both the lo-

cation and the severity of the hearing impairment, see Table 2.1. 

 The most established method to restore hearing is the use of a hearing aid (HA). The main 

function of a HA is to amplify sound. The gain can be set for individual frequency bands, so 

that the hearing aid can be fitted to the specific hearing loss of the wearer of the HA. Hearing 

aids are typically worn behind the ear (BTE) or in the ear, but there are also body-worn HAs. A 

hearing aid can compensate for decreased function of the outer, middle and inner ear, as long 

as the impairment does not exceed a certain limit. 

 Should the degree of conductive hearing loss exceed about 50 dB HL or should the subject 

be unable to wear the earmold of a normal BTE hearing aid, a bone conduction implant (also cal-



10 Hearing, aided hearing, and models of hearing 

led bone anchored hearing aid or BAHA) may be the right choice. However, the cochlea and 

auditory nerves are required to be intact. This technology completely bypasses the outer and 

middle ear and transmits sound to the inner ear through the skull bone. The result is a near-

normal hearing experience. [DFW+11] 

 An alternative to BAHA is the middle ear implant (MEI). A MEI is implanted in the middle 

ear cavity and (for some manufacturers) partly in the mastoid area. The implant works by di-

rectly moving the auditory ossicles, or by vibrating the membrane window of the cochlea. 

MEIs are most often used for those with sensorineural HL. [Cha02] 

 

Table 2.1: Hearing technologies as a function of location and severity of hearing loss. 

Conductive hearing loss
(Outer and middle ear) 

Sensorineural hearing loss
(Inner ear) 

Neural hearing loss
(Auditory nerve) 

Technology  
that may help most 

mild to moderate mild to moderate (intact) hearing aid 

moderate to single-sided 
deafness 

(intact) (intact) 
bone conduction 

implant 

mild to moderate mild to severe (intact) middle ear implant

(n/a) moderate to profound (intact) cochlear implant 

(n/a) 
moderate to profound 

in high-frequency range 
(intact) 

electric-acoustic 
hearing implant  

(n/a) (n/a) severe 
auditory 

brainstem implant

 

Hearing technologies listed in Table 2.1 support or substitute different parts of the human 

auditory system. A short explanation of each technology is given below. 
 

 If the damage is located in the cochlea, a cochlear implant can help most. A CI works by elec-

trically stimulating the auditory nerve fibers inside the inner ear. The electrodes are typically 

placed in the scala tympani and their arrangement follows the tonotopic principle. Depending 

on the signal processing algorithm of the CI, the auditory sensation may be more or less similar 

to natural hearing. However, today’s CIs definitely do not reproduce the richness of normal 

hearing. Cochlear implants are going to be discussed in more detail in section 2.2. [Møl06a: 268-

277, Cla03] 

 An electric-acoustic hearing implant is a combination of a hearing aid and a cochlear implant in 

the same ear. Electric-acoustic stimulation (EAS) is the best choice if cochlear hearing loss is 

limited to the mid to high frequency range. A special surgical technique attempts to preserve re-
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sidual hearing of the subject to the greatest possible extent, so that low frequency sound com-

ponents can be acoustically amplified by the HA. High frequency parts, on the other hand, are 

transmitted by the CI. Fair understanding of speech in noise and good pitch discrimination 

abilities are evidence that the auditory system successfully merges these two kinds of stimuli. 

Most EAS subjects (unlike most CI users) do also appreciate music. [JFD+06] 

 Auditory brainstem implants (ABI) and auditory midbrain implants (AMI) are currently the last 

and riskiest choice to provide a sense of sound to a profoundly deaf person. They bypass the 

outer, middle and inner ear, plus the auditory nerves. The stimulating technology is quite similar 

to that of CIs, but instead of stimulating the cochlea, the stimulation is applied to the brainstem 

(more precisely to the cochlear nucleus of it) or to the midbrain to produce auditory sensation. 

Due to the nature of the implantation (i. e., brain surgery) the total number of ABI- and AMI-

recipients worldwide is not more than several thousand. [Møl06a: 277-279] 

 

2.2 Cochlear implants 

A cochlear implant is the first choice in the case of moderate to profound sensorineural hearing 

loss. As stated above, a CI electrically stimulates the cochlea, which results in sound perception. 

This section provides a short historical overview of the evolution of cochlear implants, fol-

lowed by the indications for and a functional description of current CIs. At the end, a short 

paragraph addresses the importance of the postoperative rehabilitation. 

 

Table 2.2: Timeline of the cochlear implant research. Based on [Cla03: 6-57] and [ZRH+08]. 

1790s A. Volta discovers that electrical stimulation of the ears creates auditory sensation. 

1868 R. Brenner uses AC stimulation with varied rate, polarity and intensity. 

1950 N. Lundberg directly stimulates the auditory nerve with electrical current. 

1957 A. Djourno and C. Eyries perform a more detailed study on stimulating auditory nerves with 

inductive coils. They also do postoperative rehabilitation to assess speech development in a pre-

viously deaf person. 

1961 W. House, John Doyle and James Doyle insert single-electrode implants into the scala tympani 

of three profoundly deaf patients for a test period of about three weeks. 

1966 F. Simmons implants a bundle of six electrodes into the modiolus (central axis) of the cochlea 

and makes the first attempts to separate spectral components into frequency bands. 

1972 W. House builds the first wearable signal processor for single-electrode implants. 
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1978 G. Clark and B. Pyman perform the first multi-electrode cochlear implant operation. 

1984  FDA4 approves first CI (from House/3M/Cochlear) for implantation in adults. 

1985 FDA approves the Nucleus multi-channel implant from Cochlear to be used in adults. 

1990 FDA approves the Nucleus implant to be used from the age of 2 years. 

1996 FDA approves the Clarion multi-channel implant from Advanced Bionics. 

2001 FDA approves the Combi40+ multi-channel implant from MED-EL. 

2004 First successful combination of a hearing aid and a cochlear implant in the same ear. 

 

2.2.1 Retrospection 

In the late 1790s, the Italian physicist Alessandro Volta discovered that electrical stimulation of 

the ears created auditory sensation. Due to the unpleasantness of his self-experiments he did 

not follow up with his studies [Cla03: 1-3]. Nevertheless, his research was the start of the long 

evolution of CIs. The most important stages of CI research are summarized in Table 2.2. The 

presented timeline is only an excerpt and is not complete. The dashed line after the year 1978 

indicates clinical maturity of cochlear implants. In the 1990s a new phase of CI evolution 

started [Cla03: 46], which had been dominated by patents (not listed here). 
 

2.2.2 Indications 

Indications for a cochlear implant have been dramatically expanded due to increasingly sophis-

ticated design and surgical techniques. In the 1990s and early 2000s, the requirement for co-

chlear implantation was bilateral profound hearing loss. Today, a significant drop in speech 

perception may be sufficient, if it cannot be handled by hearing aids [DGG+07, SAO11]. Bilat-

eral profound hearing loss (with severe auditory nerve damage) is currently a requirement for 

brainstem implantation. 

 Due to the expanded indications, the number of cochlear implantees is increasing rapidly. 

Today, the total number of CI users worldwide is estimated to be about two hundred thousand 

(USA: seventy thousand [NIH10], Germany: thirty thousand [Jut11], UK: twelve thousand 

[TEF10]). 

 The costs of an implantation (including pre-operational evaluation, hardware, surgery and 

rehabilitation) are in the range of 40000-120000 USD. The cost-benefit analysis of insurance 

companies shows, however, that cochlear implantation is a cost-saving alternative. This out-

come results from the fact that adult implantees have higher productivity than non-implanted 

                                                
4 U. S. Food and Drug Administration. For a full listing of cochlear implant related approvals see [FDA12]. 
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deaf adults, and that implanted children typically do not need to attend special kindergartens 

and schools. Huge benefits of binaural electrical hearing have also been shown, so that bilateral 

(CI in both ears) and bimodal (CI in one ear and hearing aid in the other, or hybrid implants, 

see EAS in section 2.1.2.2) systems are now strongly encouraged [Cla03: 438-442]. Since the 

cost-effectiveness of CIs can be measured quantitatively, costs are generally covered by health 

insurance in developed countries. [Cla03: 769-771] 

 In developing countries, cochlear implantation is financially less feasible. Intense discussions 

are currently in process to clarify if simpler and cheaper CI devices [WRZ+98, APJ+07] for 

those countries should be produced. The greatest concern, however, would probably not be the 

hardware, but limited audiological and rehabilitative resources. [SB11] 
 

2.2.3 System components and functionality 

A cochlear implant consists of external and internal parts as shown in Figure 2.5. External parts 

include the processor, the transmitting coil, and the cable connecting them. Internal parts are 

the ones surgically inserted inside the skull. They include the receiver coil and stimulator, the 

cochlear electrode array, reference (or ground) electrode(s), and the cable connecting all these 

parts together. 
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Figure 2.5: Components of a cochlear implant system. Based on [Wat93]. 
 

 The processor is in most cases designed to be worn behind the ear, but there are also other 

types like on-the-body processors. The processor picks up the sounds by its built-in omnidirec-
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tional and/or directional microphone(s). Then, it digitizes the signal and runs (optional) pre-

processing algorithms like AGC5 or ADRO6 [Cla03: 432-433]. 

 Next, the pre-processed audio signal is coded by the selected speech processing strategy (see 

section 2.2.4), for which the parameters are read from the CI processor’s non-volatile memory. 

These parameters are determined by an audiologist during the fitting sessions. A BTE proces-

sor typically runs on one to three button cells, which last one to three days. The system inside is 

in most cases based on a low-consumption DSP7 or ASIC8. 

 The sound signal coded by the processor is streamed to the radio frequency (RF) transmit-

ter, which consists of an antenna coil and a magnet. The counterpart of the magnet –together 

with the RF receiver– is embedded surgically into the skull bone and it ensures the transmitter 

to remain in place exactly over the receiver. The RF-link not only serves as the data connection, 

but it also supplies the implanted parts with energy. In modern CI systems, the RF link is bidi-

rectional and it can provide the operating audiologist with intracochlear measurement data like 

impedances and electrically evoked compound action potential recordings. The latter is also 

termed neural or auditory nerve response telemetry (NRT or ART, respectively), see e. g. 

[Cla03: 683-684]. 

 Next, the received stimulation data is interpreted and buffered by the stimulator, which is 

generally put inside a biocompatible enclosure together with the RF-receiver. Finally, the stimu-

lator activates the intracochlear electrodes and delivers charges according to the requested order 

and magnitudes of stimulating pulses. 
 

2.2.4 Signal processing strategies 

Commercially available cochlear implant processors are capable of running various signal proc-

essing strategies. While early systems have used continuous analog signals to stimulate the coch-

lea [Cla03: 729-730], modern CIs employ principles from the channel vocoder [Dud39, Loi06] 

and apply pulsatile stimulation. Furthermore, all multi-electrode CI systems on the market 

make use of the tonotopy, i. e., low-to-high frequency signal parts are mapped to electrodes lo-

cated apical-to-basal. 

 Current strategies mostly differ in terms of type and parameters (like number of bands) of the 

filter bank used, feature extraction methods (like tracking of the fundamental frequency or ex-

tracting linear predictive coding [LPC] parameters) implemented, rate and type (sequential or par-

                                                
5 Automatic Gain Control 
6 Adaptive Dynamic Range Optimization 
7 Digital Signal Processor 
8 Application Specific Integrated Circuit 
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allel multi-channel) of the pulsatile stimulation, and the extent of preserving temporal fine struc-

tures of the input sound. A clear and unambiguous categorization related to the listed properties 

is difficult, because access to specific pieces of information regarding CI strategies is often limited 

by the manufacturers. Yet, some papers provide an overview of the most common strategies 

[Cla03: 381-432, Møl06b, Loi06]. The signal processing strategies currently available in recent 

commercial systems are listed in Table 2.3. 

 Since Cochlear’s ACE is currently the most widely used signal processing strategy on the 

market, it will be used as a baseline reference to evaluate SAM. A detailed description of ACE 

including the step-by-step explanation of its signal processing is given in the following section. 

More information on the flagship-strategies of the other manufacturers and recent advances in 

CI signal processing follow in section 2.2.4.2. 

 

Table 2.3: Signal processing strategies of current CI systems, listed by manufacturer. 

Advanced Bionics: CIS (Continuous Interleaved Sampling) [WFL+93], 

HiRes/HiRes Fidelity 120 (High Resolution strategy) [Nog08: 34-45], 

MPS (Multiple Pulsatile Sampler) [GFRM05]. 

Cochlear: ACE (Advanced Combination Encoder) [VWPC00, Nog08: 29-34], 

CIS (see above), 

MP3000 (also known as the Psychoacoustic ACE, or PACE) [Nog08: 47-58], 

SPEAK (Spectral Peak strategy) [Loi98, Loi06]. 

MED-EL: HDCIS (High Definition CIS) [LZOS10], 

FSP/FS4/FS4p (Fine Structure Processing) [VPV10, HNJ+06, Zie01]. 

Neurelec: Crystalis/MPIS (Main Peak Interleaved Sampling) [LBL+10, DBP+10]. 

 

2.2.4.1 The advanced combination encoder 

The advanced combination encoder is currently the world’s most widespread CI strategy, 

which was introduced by Cochlear with the 22-channel (electrode) Nucleus implants. ACE is 

an N-of-M type strategy, which means that it only stimulates through N < M electrodes within a 

given period of time, where M is the total number of electrodes (in this case 22). Furthermore, 

ACE belongs to the group of strategies operating based on the waveform representation of the 

input signal, i. e., it is not doing feature extraction like F0 (fundamental frequency) tracking or 

formant frequency estimation. “The principle underlying the use of this strategy is that speech 

can be well understood even when only the peaks in the short-term spectrum are transmitted.” 

[Loi06: 122] 
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 A simplified block diagram of ACE is shown in Figure 2.6. The block diagram, as well as the 

following explanation of ACE is based on [Nog08: 29-34]. 

 

 

Figure 2.6: Block diagram of the ACE strategy. Based on [Nog08]. 
 

 In ACE, the input signal is digitized at 16000 samples per second (sps) and the data is run 

through a pre-emphasis filter, which attenuates low frequency components. Then, an automatic 

gain control (AGC) is applied to reduce distortion for signal parts that are too loud. Next, the 

pre-processed signal is split into overlapping L-sample blocks by applying a Hann window 

[OSB99: 468-469]. Each block of windowed samples is sent through a filter bank that employs 

L-point Discrete Fourier Transform. The origins of consecutive windows are N samples apart. 

In the typical case that L=128 and N=8, windows are overlapped to an extent of 93.75 %. For 

each sample block, the complex output of the DFT calculation is denoted ( )X n  for each DFT 

bin n=1, 2, ..., L. The real-valued power of each bin can be calculated as shown in Equation 2.2, 

where ( )X n  is the complex conjugate of ( )X n . 

 

 ( ) ( ) ( )2 .R n X n X n= ⋅  (2.2) 

 

 Now, from the L=128 bins (i. e., from the 65 bins due to real DFT input and Hermitian 

symmetry [OSB99: 630-633]) M=22 bands need to be composed. Since the ACE strategy only 

makes use of the envelope information of the band-filtered signals, composition of bands and 

extraction of their envelopes are handled together as shown below. 

 

 ( ) ( )2 , 1,2, , .
**

*

ν

ν

N

n N
νa g R n ... Mν ν

=
= ⋅ =  (2.3) 

 

In Equation 2.3, ( )a ν  is the envelope of band ν. Gains and limits for the summation for a 

typical ACE configuration are listed in Table 2.4. 
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Table 2.4: ACE settings for the default 22-electrode configuration. Based on [Nog08]. 

Band number ν 1 2 3 4 5 6 7 8 9 10 11 

First DFT-bin *
νN 3 4 5 6 7 8 9 10 11 12 14 

Last DFT-bin **
νN 3 4 5 6 7 8 9 10 11 13 15 

Gains gν (· 1e-3) 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.68 0.68 

Center freqs (Hz) 250 375 500 625 750 875 1000 1125 1250 1438 1688

Band number ν 12 13 14 15 16 17 18 19 20 21 22 

First DFT-bin *
νN 16 18 20 23 26 30 34 39 44 50 57 

Last DFT-bin **
νN 17 19 22 25 29 33 38 43 49 56 64 

Gains gν (· 1e-3) 0.68 0.68 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.65 

Center freqs (Hz) 1938 2188 2500 2875 3313 3813 4375 5000 5688 6500 7438

 

 Next, the “Sampling & Selection” block (see Figure 2.6) selects the N largest amplitude 

bands for stimulation. The selected bands are indexed , =1,2,..., .i i Nν   

 In the consecutive step, envelope magnitudes of the selected bands are mapped to electrical 

magnitudes using the so-called loudness growth function (LGF), see Equation 2.4. The most 

important purpose of the LGF is to apply compression, which is not included by the DFT-

based linear filter bank. 
 

 ( )

( ) ( )
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

≥

 (2.4) 

 

The calculation of the electrical magnitude ( )ip ν  depends not only on the band envelopes, but 

also on the values of ρ, sbase and msat. The parameter ρ controls the steepness of the LGF. Input 

values of base level sbase are mapped to the electrical threshold level of the given electrode, 

( )iTHL ν , while inputs at even lower amplitudes do not contribute to electrical stimulation. 

Input values exceeding the saturation level msat are mapped to the most comfortable level 

( )iMCL ν . The global volume setting, which CI users can normally adjust on their own, is 

typically implemented by reducing the dynamic range (MCL – THL) per band. (For example, 

THL=100 and MCL=200 would change to THL=100 and MCL=150 in the case of setting the 

global volume to 50 %.) 
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 Since THL and MCL are coded as 8-bit integers, the fraction ( )ip ν  yields an integer value 

( )iY ν  in the range of 0 to 255 via the mapping described in Equation 2.5. As an example for 

the implant driving currents, the conversion from ( )iY ν  to actual µA with the Cochlear Nu-

cleus Freedom device with Contour Advance electrode is given in Equation 2.6. 

 

 ( ) ( ) ( ) ( )( ) ( ) .i i i i iY THL MCL THL pν ν ν ν ν = + − ⋅   (2.5) 

 

 ( ) ( ) 25517 5 100 μA.iY /
i

νI .ν = ⋅  (2.6) 

 

Finally, the currents ( )iI ν  are applied to the electrodes , 1, 2, ...,i i Nν = , sequentially, using bi-

phasic pulses and in a stimulation order basal (high frequencies) to apical (low frequencies). 

Once the N selected electrodes have been activated, the input audio signal is shifted N samples 

and a new cycle of processing starts. An electrodogram showing the ACE output for a sample 

waveform is presented in Figure 2.7. (More electrodograms comparing ACE and SAM outputs 

are presented throughout Chapter 5.) 
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Figure 2.7:  ACE electrodogram for the short utterance “sun”. The strategy output 

was calculated with the standard ACE settings. In the figure, electrode 

no. 1 is the most apical one. Each stimulus pulse is shown as a vertical 

bar, the height of which represents the stimulus intensity. Maximum and 

minimum intensity corresponds to the MCL and THL of the given elec-

trode channel, respectively. 
 

 Standard values used in the most Nucleus Freedom devices are ρ=416.2, sbase=4/256, and 

msat=150/256. Threshold and most comfortable levels are fitted for each patient separately: 
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( )THL ν  should represent the threshold of perception, while ( )MCL ν  should correspond to 

a “comfortably loud” level for each electrode ν . The audiologist may also decide to change 

AGC parameters, frequency mapping, LGF steepness ρ, channel stimulation rate (CSR, 

900 pps9 by default), N, or even the pulse width (25 µs by default) of the biphasic stimuli. 

 It is important to see that ACE does not process phase information of the signal, so that it 

only provides place pitch cues to the CI user [LWM04, VST+05, Loi06: 127-133]. The lack of 

temporal pitch cues is also evident from Figure 2.7, where both low and high frequency elec-

trodes use the same stimulation rate CSR without much variation over time. 

 In addition to the channel stimulation rate, the term total pulse rate (TPR) is also frequently 

used. It indicates the total number of discharges within a second. For the ACE strategy 

TPR N CSR≅ ⋅  holds. 

2.2.4.2 Other common strategies and recent advances 

To date, the ACE strategy is employed exclusively in Cochlear devices. A further developed 

version called MP3000 [Nog08: 47-58] is now making its way to an increasing number of CI us-

ers. MP3000 incorporates a psychoacoustic model into the “Sampling & Selection” block (see 

Figure 2.7) of the ACE strategy. This model determines a masking threshold based on current 

and previous data in each cycle of operation. Then, only non-masked spectral peaks are used to 

select the electrodes to be activated in the given cycle. While no outstanding increase in user 

performance could be shown with this strategy, it is beyond argument that MP3000 filters out 

many unneeded pulses. This contributes to energy conservation, which is a key point in implant 

technology. [BBS+11] 

 All the other manufacturers use CIS-related strategies (cf. Figure 3.2 on p. 35). CIS can be 

seen as a special parameterization (N=M) of ACE, in which all available electrodes are acti-

vated (in a pre-defined order) within each processing cycle. An advantage of CIS is the typically 

high stimulation rate associated with this strategy. High rates can potentially help provide tem-

poral information to the auditory system [Loi06: 114-117]. 

 MED-EL currently focuses on FSP [HNJ+06] and derived strategies in combination with 

their 12-electrode implants. FSP also comes with a heritage from CIS, but it uses channel spe-

cific sampling sequences (CSSS) [Zie01] in the low-frequency bands. In brief, it means that 

CSSS-channels do not work with single pulses (presented at the channel stimulation rate, as in 

CIS), but they employ pulse-bursts shaped with a cosine window like envelope. Furthermore, 

these bursts are synchronized with the zero-crossings of the band-pass filtered signal of the 

                                                
9 Pulses Per Second 
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given CSSS-channel. This implies that CI channels employing channel specific sampling se-

quences do also code temporal pitch as opposed to fixed-rate channels. In general, the two to 

three most apical electrode channels are enabled in FSP to be used with CSSS. 

 There are also enhanced versions of FSP. FS4, for example, uses up to six times higher rates 

on the CSSS-channels and the number of these channels can be increased to four. The latest 

variant (FS4p) features, in addition, parallel stimulation of the electrodes. This can help boost 

stimulation rate and give rise to virtual channels [WLZF92], which, in turn, can increase place 

pitch resolution. [Mei12] 

 Advanced Bionics’ proprietary CIS-like strategy is called HiRes [Nog08: 34-35] and it makes 

use of the manufacturer’s 16-electrode implants. Compared to other CIS implementations, 

HiRes calculates short-time averages of the half-wave rectified filter bank bands instead of us-

ing an envelope detector. HiRes runs with total pulse rates of up to 37 kpps. The current and 

enhanced version of this strategy is called HiRes Fidelity 120. It includes parallel stimulation 

and current steering, which are employed to create virtual channels, onto which the analyzed 

results of 120 spectral bands are mapped. This approach promises place pitch cues that are five 

times as accurate as those of ACE. A research version of this strategy was called SpecRes 

(Spectral Resolution strategy), see e. g. [Nog08: 35-45]. 

 Neurelec works with 20 electrodes and their cochlear implant processor runs the strategy 

abbreviated as MPIS. It is also a CIS-derivative, but it can rather be thought of as a mixture of 

ACE and CIS. [LBL+10, Gna12] 
 

2.2.5 The role of rehabilitation 

Normal-hearing people tend to believe that speech perception of CI patients would be restored 

right after the surgical implantation. Unfortunately, it is not that simple. 

 After implantation there is a four to six weeks period of healing, during which the external 

processor is not connected to the implant. The journey from silence to sound begins only after 

that time. Turning on the processor for the very first time often does not result in any sound 

perception, and if it does, recipients describe the first sounds as being “unnatural”, “robotic”, 

or “weird”. This signals that the cochlear implant processor must first be fitted to its user by an 

audiologist. CI users are unique, having their own history of deafness, so that a series of co-

chlear implant fitting sessions may be necessary. During these sessions, the parameters of the 

signal processing strategy (like stimulation rate, and threshold and comfort levels of the electri-

cal currents, see section 2.2.4.1) are matched with the needs and preferences of the CI user. On 

the other hand, thanks to the brain’s plasticity, the patient’s auditory system will also adapt to 

the newly available sound information during the time between the fitting sessions. [Bos03] 
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 The most important factors determining the number of required sessions are: 
 

(1) duration of deafness: the longer one lives in silence the more unused neural struc-

tures will die away (i. e., the more time is needed for the auditory pathway to re-

cover as much as possible); 

(2) brain health: the readiness of the neural system (plasticity) to adapt to the new 

sensory input may vary a lot (e. g. according to the patient’s age and fitness); 

(3) electrode position: the exact location of the implanted electrode array is almost 

never known, so it is hard to set the correct center frequency for each electrode 

channel; (as a matter of fact, this is just another issue that plasticity must typi-

cally take care of) 

(4) signal processing: current CI sound processing strategies deliver excitation pat-

terns unfamiliar to the ear. 

 

 There now exist a large number of cochlear implant rehabilitation centers worldwide. Audi-

ologists and speech (and other) therapists are there to provide specialized help to the CI recipi-

ents on a regular basis. Beyond technical aspects, this help includes logopedics and therapeutic 

pedagogy (and often medical and psychological care, too). Apart from some isolated cases, a 

number of sessions are needed to reach considerably good results in understanding speech. 

However, the duration also depends on whether “only” a rehabilitation (for post-lingually deaf-

ened CI users) or a habilitation (for pre-lingually deafened CI users) is needed. 

 Rouger et al. made a study in 2007 to investigate whether CI patients still can have benefits 

of multisensory integration [RLF+07]. They have found that, in fact, cochlear implant listeners 

are the better multisensory integrators. They have published a summary of an extensive ex-

periment in which they have monitored speech-understanding abilities of CI users during the 

rehabilitation process and a long-term follow-up. Speech perception tests have been carried out 

with and without allowing visual cues, i. e., lip reading. See Figure 2.8 for an excerpt of the re-

sults based on 97 subjects. 
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Figure 2.8:  Average word recognition rates as a function of time after implantation using 

different modalities. Auditory (A only) and audio-visual (A+V) situations were 

tested. Adapted from [RLF+07]. 
 

Note that in Figure 2.8 the “audio only” recognition rate reaches approx. 80 % after 2 years of 

implantation. Patients at this rehabilitation stage are often able to communicate over the phone, 

once the topic of the conversation is well defined, i. e., the spectrum of words during the talk is 

limited. 

 Indeed, professional rehabilitation and follow-up trainings are crucial for success after co-

chlear implantation, and their importance should not be underestimated. 
 

2.3 Computational models of hearing 

Models of hearing (also called auditory models) date back to ancient times. Aristotle already ex-

plained hearing from an early point of view in his De Anima (book II, chapters 5-12) [Aris30] 

dated approximately 330 BC. He drew attention to analogy to other sensations and used meta-

phors to characterize the processes in the ear. This can be seen as at least a theoretical model of 

hearing. However, to design a new cochlear implant signal processing strategy that is based on 

an auditory model, one would need a computational model of hearing. This section surveys 

available models that can possibly be used in CIs. 

 The mechanisms of the outer and middle ear have been described early due to the accessibil-

ity of these parts of the ear [HC33, Zwi62, Møl65]. In the field of cochlear implants, these parts 

are typically modeled together as a simple linear filter reducing low-frequency (and in some im-

plementations also high-frequency) energy before the signal is further encoded [Cla03: 432-433, 

482] (see also pre-emphasis in the ACE strategy on p. 16). 

 Computational models of the inner ear and further stages of the auditory pathway are dis-

cussed throughout the next sections. Though this retrospection is not an essential part of the 
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presented work, it should prove that choosing the right models is not an easy task. The final 

choice of models for the CI stimulation strategy is discussed in sections 4.3.2 and 6.1.2. 
 

2.3.1 Inner ear models 

It was a long way from the observational hearing research to the anatomically correct functional 

description of the human in vivo inner ear. Some relevant early works were [Hel63, WL24, 

Bék28]. Computational models of the inner ear emerged only during the last third of the 20th 

century due to the increasing availability of computers. The well-documented findings of 

Békésy10 [Bék60] also had a huge impact on the progress. Research groups around the world 

were driven by various aims and they concentrated on different entities within the cochlea. For 

the possible use in the CI stimulation method described in this thesis, two groups of models are 

most relevant: basilar membrane models, and models of the mechanoelectrical transduction 

(i. e., inner hair cell and auditory nerve complex). These are discussed in the next two sections. 

2.3.1.1 Basilar membrane 

The main purpose of the basilar membrane is the frequency decomposition of the input signal. 

Since this is also the most essential part of CI sound processing, this paragraph surveys possible 

basilar membrane models thoroughly. 

 Today, a large number of basilar membrane models exist [MFLP10]. They can be catego-

rized according to various criteria [Chi10a]. One of them is detailedness, i. e., micro- vs. macro-

mechanical models. In the latter, some structures within the cochlear partition are neglected. 

Furthermore, assumptions can be made to simplify the three dimensional cochlea and model it 

in only two dimensions or as a one-dimensional segment. A further decisive property is 

whether the effect of outer hair cells is included; if yes, the BM model is said to be active. If the 

OHCs are modeled with their nonlinear amplification, then it adds up to an active nonlinear 

BM model. Another categorization could be transmission line and point models of the basilar 

membrane. Transmission line models mimic the energy flow along the BM, while point models 

can reproduce the activity of the BM at any distinct position along the membrane, without the 

need to calculate more than that. 

 For practical reasons, the overview presented here is restricted to macromechanical one-

dimensional models. Most of these can be associated with one of three well-differentiated 

tracks of development, as shown in Figure 2.9. They are all based on measurement and model-

ing work of earlier studies, but they all seek to prove different claims. 

                                                
10 I am going to use the original Hungarian name György Békésy instead of Georg von Békésy throughout this thesis. 
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Figure 2.9:  Historical tracks of basilar membrane model development. Highly sim-

plified and incomplete representation. (Superscripted plus signs indicate 

more than one author.) Based on [Chi10a, LKD10, MFLP10]. 
 

 Filter banks based on cochlear hydromechanics 

 One development track (the leftmost column in Figure 2.9) has aimed at modeling the hu-

man BM through its hydromechanical properties. Békésy [Bék47, Bék49, Bék52, Bék60] and 

Zwislocki [Zwi48] delivered compliance and mass data of the basilar membrane, respectively. 

However, they did their experiments with post mortem cochleae, so they could only capture 

the passive characteristics of the BM. Based on the published physical and geometric proper-

ties, Peterson and Bogert [PB50], Ranke [Ran50], and Oetinger and Hauser [OH61] progres-

sively established the hydromechanical laws of the cochlea. Oetinger and Hauser described 

these by using two simultaneous partial differential equations. The equation system could be re-

solved through a lattice network after a series of approximations. 

 Zwicker noticed the necessity of active elements. He divided cochlear pre-processing into 

nonlinear pre-amplification with feedback (outer hair cells) and transformation into neural sig-

nals (inner hair cells). Eventually, he developed an analog cochlea model including active 

nonlinear effects [Zwi79, Zwi86]. This was transformed into a Wave Digital Filter (WDF) 

[Fet86] structure by Strube [Str85], with which a numerical solution could be achieved. 

(Strube’s model with 100 sections covering the whole frequency range of human hearing and 

with a sampling rate of 48 ksps was employed for example in [HGH07].) Strube’s model was 

extended by Friedman, who included another degree of freedom mimicking the vibration of 
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the tectorial membrane [Fri90]. The Strube-Zwicker model was revised and validated by 

Giguère and Woodland [GW94a, GW94b]. 

 Lumer developed a complex computational model [Lum87a, Lum87b] to reproduce two-

tone suppression effects (see e. g. [ML10: 11]), which is an important aspect of masking in hu-

man listeners. His model included linear parts for pre-processing from Oetinger and Hauser, 

and nonlinear elements from the model of Zwicker. Peisl also developed a computational 

model based on Zwicker’s system [Pei90, ZP90]. It included enhancements regarding the lateral 

coupling of the modeled BM sections. Finally, Baumgarte has further extended the model of 

Peisl by adding a second amplification stage [Bau99, Bau00] beyond the feedback loop of the 

OHC structures. [Chi10a] 

 All elements of this track are transmission line models of the cochlea, while the following 

two paragraphs only enumerate point models. 
 

 Filter banks connected to gammatone functions 

 Another aim in the history of BM model development was to mathematically describe the 

measured impulse responses of the cat cochlea (third column in Figure 2.9). Johannesma 

[Joh72] and de Boer [Boe75] published an analytic expression for the reverse correlation func-

tion to estimate the IR of the fibers concerned. A similar function was already employed by 

Flanagan in a simple basilar membrane model [Fla60, Fla65]. This function was later named 

gammatone [AJ80], which should refer to the fact that it was the product of gamma-distribution 

envelope and a sinusoidal tone11. Schofield confirmed that experimental data on masking could 

be explained by the amplitude frequency response of gammatones [Sch85]. Patterson and col-

leagues made great efforts to create a practical filter bank of gammatone filters, which could 

also be used as a standard (software) platform for further research [PNHR88, PRH+92, PA95]. 

 In 1997, Irino and Patterson extended the gammatone function with a chirping phase: the 

gammachirp function was born [IP97]. Gammachirp now included the level-dependent asym-

metric shapes of the cochlear filters (see e. g. [ML10: 16]). In 2001, they modified their architec-

ture and created the compressive gammachirp filter (CGCF), with which both physiological 

data and nonlinear masking effects could be explained [IP01]. The CGCF was fitted in 2003 to 

more recent data from masking experiments [PUI03]. Eventually, the CGCF approach was fur-

ther extended by a new level-control path and named dynamic compressive gammachirp filter 

bank (DCGCFB) [IP06]. The DCGCFB also enabled to explain two-tone suppression. 

[Chi10a] 

                                                
11 Though not named gammatone, Eaglesfield [Eag45] and Tucker [Tuc46] already used a similar structure (cascade of N re-

sonators) in the mid 1940s to analyze filters by their step response. 
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 Based on the linear gammatone filter bank of Patterson et al. [PNHR88, PRH+92] Carney 

developed a nonlinear model to better simulate responses of the cat auditory nerves [Car93]. 

The nonlinearity was introduced by a feedback mechanism. A significant enhancement to this 

model was published by Zhang and colleagues [ZHBC01] in 2001. They exchanged the feed-

back mechanism with a broad-bandwidth control path, through which further physiological ef-

fects like two-tone suppression and asymmetrical growth of suppression above and below the 

characteristic frequency were included. A further extension included level-independent fre-

quency glide and level-dependent compressive nonlinearity (see e. g. [ML10: 21]), which was 

published by Tan and Carney [TC03] in 2003. [Chi10a] 

 Also based on the 1988 gammatone filter of Patterson and colleagues, efficient approxima-

tions by discarding the zeros from a pole-zero decomposition were published [Com91, Sla93, 

SL93]. The result was called all-pole gammatone filter (APGF). Lyon continued the work by in-

troducing the one-zero gammatone filter (OZGF) [Lyo96] and the differentiated all-pole gam-

matone filter (DAPGF) [Lyo97]. Eriksson and Robert (inspired by the work of Carney [Car93]) 

turned the APGF into an active filter by adding distributed feedback loops [RE99]. Their 

model reproduced several observed phenomena including compression, two-tone suppression, 

and suppression of tones by noise. Katsiamis, Drakakis and Lyon released VLSI (very-large-

scale integration) implementations of the DAPGF and OZGF models in 2006 [KDL06]. They 

published an overview and comparison of the models of this development path (including 

APGF, OZGF and DAPGF) in 2007 [KDL07]. Eaglesfield showed as early as 1945 that cas-

cades of resonators could be used as a basis to build gammatone-like filters in hardware 

[Eag45]. In a recent paper, Lyon gave an overview of filter banks of this approach [Lyo11]. 
 

 Filter banks based on band-pass and dual resonance nonlinear filters 

 Yet another development track of basilar membrane models originates from the work of 

Engebretson and Eldredge (second column in Figure 2.9). They were about to build a simple 

mathematical model describing the nonlinear behavior of the cochlea [EE68]. In 1970, Pfeiffer 

modified the network by Engebretson and Eldredge and built the band pass nonlinear (BPNL) 

model [Pfe70]. This was able to reproduce two-tone inhibition properties more similar to those 

observed experimentally. The explanation of the physiological basis and a thorough analysis of 

the BPNL model were published by Duifhuis in 1976 [Dui76]. He hypothesized that frequency 

selectivity would be enhanced by sensory hair cells, which were represented by the BPNL 

model. Goldstein added another signal path to the BPNL and called it multiple band pass 

nonlinear (MBPNL) model [Gol90, Gol95]. The restructured filter architecture was able to ex-

plain a number of cochlear filter properties such as compression, suppression, distortion, sim-
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ple-tone interference [ML10: 17-19], level-dependent tuning and best-frequency shifts (see e. g. 

[LBA07]). 

 Based on the concept described in [EE68] and [Pfe70], Kim and colleagues developed a sys-

tem of nonlinear differential equations that was able to reproduce a large number of frequency-

dependent nonlinear phenomena of the in vivo basilar membrane [KMP73]. Neely and Kim 

[NK83] and Davis [Dav83] proceeded by explicitly identifying the function of the outer hair 

cells in such a system. A further enhancement to account for otoacoustic emissions (OAEs, see 

e. g. [Møl06a]) was published by Neely in 1985 [Nee85]. 

 In 2001, motivated by the MBPNL approach, Meddis et al. developed the dual resonance 

nonlinear (DRNL) filter [MOL01], which was also a combination of two signal paths: one lin-

ear and one nonlinear. One difference to MBPNL however, is, that the center frequencies of 

the two paths in DRNL are unmatched. This produces the shift in the best frequencies as the 

input signal intensity increases. It is important to mention that the band-pass filters of the 

DRNL employ gammatone functions (cf. Figure 3.4 on p. 36). A DRNL filter bank tuned with 

human cochlea parameters was published in the same year [LM01]. Plack and colleagues 

showed in 2002 that DRNL could reproduce the majority of known masking phenomena 

[POD02]. Lopez-Poveda extended previous work on DRNL by giving an approximate analytic 

transfer function that allowed fast calculation and analysis of the level-dependent frequency-

domain response for at least tone inputs [Lop03]. (However, his transfer function did not re-

flect model nonlinearities in a proper way and was criticized e. g. by Duifhuis [Dui04, Lop04]). 

In 2003, Sumner et al. presented a DRNL-based complete nonlinear model of the guinea pig 

[SOLM03]. In the following year, Holmes and colleagues reported good agreement with 

physiological data after having tuned some of the parameters [HSOM04]. In 2007, Lopez-

Najera et al. enhanced the DRNL by adding a third parallel signal path, thus creating the triple-

path nonlinear (TRNL) model [LLM07]. The new path included a linear amplifier and an all 

pass filter. Using linear regression across the optimized parameters for seven different sites of 

the modeled BM, they could create a filter bank that simulated the chinchilla cochlea for tone 

inputs reasonably well. 

2.3.1.2 Mechanoelectrical transduction 

The mechanical energy (i. e., the movement of the stereocilia) is turned into electricity (i. e., into 

action potentials propagating towards the auditory cortex) by the complex of inner hair cells 

and spiral ganglion neurons. Though these embody separate stages of the peripheral auditory 

processing, they are often studied together. They play an essential role in a variety of psycho-

acoustic properties like adaptation and temporal masking.  
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 Since the CI signal processing strategy presented in this thesis is intended to mimic the parts 

of the ear that are bypassed by the cochlear implant, an appropriate model of the inner hair 

cells is needed in addition to a model of the basilar membrane.  

 A good neurophysiological and neuroanatomical overview with emphasis on the auditory 

nerve fibers and inner hair cells was given by Davis in the early 1960s [Dav62]. Shortly after, 

Weiss published a spiking auditory nerve model, which was tuned with spike activity patterns 

recorded in cats [Wei63]. In a further study, he also prepended a linear BM model and a simple 

IHC model to his system to create a complete computational model of the peripheral auditory 

system [Wei64, Wei66]. (This was found inaccurate for non-sinusoidal stimuli [Gei68].) In 

1965, Siebert proposed a way to model the stochastic behavior of the primary auditory neurons 

better [Sie65]. Eggermont developed a computational model (and an analog electronic circuit) 

of the cochlear adaptation based on measurement data from frogs [Egg73] and extended it 

soon after with stochastic properties [Egg75]. In 1974, Schroeder and Hall published a compu-

tational model of the mechanoelectrical transduction [SH74]. A significant innovation was to 

introduce quanta of neurotransmitter to mimic vesicle releases. Ten years later, Lyon proposed 

a system consisting of computational models of neural auditory processing to support auto-

matic speech recognition [Lyo84]. In 1985, Weiss and colleagues developed a multi-scale 

(macro- and micromechanical) model of the alligator lizard’s ear, including a very detailed de-

scription of the biomechanics of the IHCs [WPR85, RPL+85, WL85]. One year later, Shamma 

et al. developed a complete biophysical model of the cochlear processing of the guinea pig 

[SCW+86]. 

 A milestone in modeling the mechanoelectrical transduction was marked by the model of 

Meddis [Med86]. His system combined several aspects of previous models and added new fea-

tures like the neurotransmitter reuptake. The “Meddis model” (as it is now generally referred 

to) produced realistic mammalian rate intensity functions and adaptation effects, among others. 

It was reparameterized and extended in 1988 [Med88] and 1990 [MHS90], and further revised 

in 1998 [LOM98] (e. g. quantal release of the neurotransmitter as seen in [SH74] was included). 

A good overview was compiled by Christiansen [Chr01], while a comparison with seven other 

IHC models was presented in [HM91]. VLSI implementations were developed and published 

by McEwan and Schaik [MS03, Sch03, MS04]. 

 In 2002, Sumner et al. reworked the Meddis model by splitting it into neurophysiologically 

meaningful submodels, which could be tuned better with measurement data available at that 

time [SLOM02]. While the model was first published with a guinea pig parameter set, Wiegrebe 

and Meddis brought out the parameters for human settings in the appendix of [WM04]. Model 
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features like adaptation, forward masking, and first spike latency were thoroughly evaluated in 

2003 [SLOM03], 2005 [MO05], and 2006 [Med06a, Kri06, Med06b], respectively. 

 Other sophisticated IHC models were published for example by Nam et al. [Nam05, 

NCG07] and by Lopez-Poveda and Eustaquio-Martín [LE06]. 
 

2.3.2 Cochlear nucleus and beyond 

As mentioned in section 2.1.1, the next stages of auditory processing are the brainstem, mid-

brain, the thalamus, and finally, the auditory cortex. The structures towards the auditory cortex 

are known to get more and more complex, which also means that accurate and widely accepted 

models of these regions are rare. Typically, individual cell types are modeled fairly well (e. g. 

bushy, stellate, or chopper cells of the cochlear nucleus, see [VZ10, WHB10]), but the func-

tional interconnections between them are not fully identified. 

 Since the auditory model in SAM only includes parts up to the IHC processing (see section 

4.3.1), models of higher auditory entities are not discussed here. For the status quo in electrical 

stimulation of the brainstem, see [Møl06a]. For a succinct overview of the central auditory 

processing, refer to [Cla03: 83-93]. For a comprehensive summary of beyond-the-cochlea mod-

els, see [MFLP10]. 





 

 

 Chapter 3 
 

 

 State of  the art 
 

 

As stated in section 1.1, there seem to be two approaches to better mimic the human auditory 

system in cochlear implant signal processing strategies. One is to augment existing strategies by 

algorithms that mimic specific properties of the ear. The other is to completely replace a large 

part of a given strategy with an auditory model that includes many features given in physiologi-

cal hearing. This chapter reviews published work on both of the above concepts. 

 The following section discusses augmented strategies and gives ACE-related examples. Sub-

sequently, section 3.2 summarizes published attempts to create auditory model based strategies. 

The chapter ends by summing up key issues. 
 

3.1 Augmented strategies 

One concept to enhance speech recognition of CI listeners is to incorporate psychoacoustic 

features of the human ear into the sound processing algorithm of cochlear implants. Most stud-

ies published so far have addressed only one specific issue like missing cochlear delays 

[TGB10], improper compression [FS98], lack of adaptation [GW99], or the absence of tempo-

ral pitch (or fine structure) information [VST+05, NSZ05]. By fixing any of these deficiencies 

alone, a small increase in user performance can typically be shown. 

 Since there are many ideas worldwide on how to add new features to existing CI signal proc-

essing strategies, it would be impossible to cover them all in this thesis. Instead, only two of 

them are presented here in more detail. Namely, incorporating the fundamental frequency and 

cochlear delays into the stimulation pattern. (The MP3000 strategy incorporating masking ef-

fects into ACE, as discussed in section 2.2.4.2, could be just another example.) 
 

3.1.1 Fundamental frequency 

Contemporary CI systems provide far fewer pitch cues than the intact peripheral ear does. On 

one hand, the spectral resolution (place pitch) is limited by the number of electrodes and by the 

current spread [CRSC03] within the cochlea. On the other hand, temporal pitch is not (or not 

sufficiently) supported by many of the signal processing strategies. Consequently, CI listeners 
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are not able to perceive several aspects of speech (e. g. prosody) and cannot typically identify 

melodies and instruments in music. Speakers of tonal languages, such as Mandarin, have even 

greater trouble with their CIs, since they may miss lexical meaning normally encoded in vocal 

pitch variations. Hence, efforts to improve the coding of F0 are crucial. 

 The use of virtual channels (see section 2.2.4.2) is an attempt to increase spectral resolution. 

However, including temporal pitch by varying the stimulation rate according to the fundamen-

tal frequency is presumably less hazardous from a technological point of view. An overview on 

schemes incorporating F0 into the CIS and ACE strategies is presented in [Loi06: 127-133]. 

One of them is called Multi-channel Envelope Modulation (MEM) and is detailed by Vandali et 

al. in [VST+05]. In MEM, the fundamental frequency is extracted from the input signal by a se-

ries of low and high pass filters. The envelopes ( )a ν  estimated by the ACE filter bank (see sec-

tion 2.2.4.1) are then modulated by the F0 envelope signal. Other stages of the ACE processing 

are unaltered. An illustration of the MEM stimulation pattern (termed F0-ACE) is presented in 

Figure 3.1. 

 Based on the above references, most of the F0 enhancement strategies (including MEM) 

have been shown to improve pitch perception. At the same time, they have not affected speech 

recognition in any significant way. 
 

3.1.2 Cochlear delays 

A more recent study by Taft et al. [TGB10] aimed to include traveling wave delays in ACE 

stimulation patterns. They hypothesized that this could contribute to better CI speech percep-

tion in noisy environments. In fact, they could show a small but significant improvement in an 

experiment with eight CI listeners. 

 In the implementation by Taft and colleagues, the envelopes ( )a ν  estimated by the ACE fil-

ter bank are delayed according to corresponding electrode locations. Knowing that the elec-

trodes of Cochlear’s Nucleus array are spaced 0.635 mm apart, the delays are estimated using 

the equation of Donaldson and Ruth [DR93] as shown below. In Equation 3.1, d is the distance 

from the stapes (in mm) and L is the approximated delay (in ms). 
 

 ( ) 0 113240 3631 .. dL d . e ⋅= ⋅  (3.1) 

 

 Though the mechanism underlying the increased recognition rate with this strategy is not 

100 % clarified, the introduction of frequency-dependent delays definitely has a positive effect 

on ACE: it helps separate components of spectrally rich input sound segments, which, in turn, 

manifests itself in better sound to stimuli mapping. For details, see also [Taf09, TGB09]. An il-
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lustration of the stimulation pattern calculated with this strategy (termed TW-ACE) is also pre-

sented in Figure 3.1.  
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Figure 3.1: Comparison of electrodograms for the 110 ms middle part of the short utter-

ance “sun”. Using the same parameterization, the output of ACE is compared 

to those of the traveling wave ACE (TW-ACE) and F0-modulated ACE (F0-

ACE) implementations. The electrodogram on the bottom shows the output 

of SAM and is only provided here as a matter of interest. 
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3.1.3 Remarks 

The studies presented in this section have the advantage that they only tackle one single prop-

erty missing from conventional CI strategies. The relatively small number of extra parameters 

makes them easier to evaluate. Furthermore, they can be implemented in current CI processors, 

because of their simplicity. At the same time, however, the use of these strategies does not 

promise huge differences in user performance. 
 

3.2 Strategies based on auditory models 

A completely different approach –with more potential, but also with more pitfalls– is to rely 

completely on auditory models. This way, important properties of the auditory system shall be 

included inherently. 

 This idea was first explored and documented by Schatzer and colleagues [SWWL03] in 2003, 

who were about to exchange the band-pass filter bank of the CIS strategy with the DRNL filter 

bank (cf. Figure 2.9 on p. 24). In 2007, Nogueira et al. [NKH+07] managed to incorporate the 

active nonlinear Baumgarte basilar membrane model along with the Meddis IHC model into 

the ACE strategy. In the same year, Kim and colleagues [KKK07] carried on the work of 

Schatzer et al. with the DRNL strategy. They relied on acoustic simulation for the evaluation 

part. Even though there are signs of similar activity in other laboratories (e. g. in that of Zachary 

M. Smith in Englewood, Colorado, USA or of Werner Hemmert in Munich, Germany), SAM 

completes the enumeration of the published attempts on combining auditory models with sig-

nal processing strategies (as of July 2014). The following paragraphs provide more details on 

each of the above studies. 
 

3.2.1 Better mimicking with DRNL 

In a progress report [SWWL03] of an NIH12-funded project, Reinhold Schatzer, Blake Wilson, 

Robert Wolford, and Dewey Lawson documented a novel signal processing strategy for “closer 

mimicking of normal auditory functions”. The basis for their studies was a standard CIS proc-

essor design, as shown in Figure 3.2. Their aim was to introduce nonlinear processing elements 

resembling the human peripheral auditory system in the CI speech processor. They hypothe-

sized that these nonlinear auditory models should provide a better approximation of the normal 

cochlear processing, which, in turn, should contribute to better speech reception in both quiet 

and noise. 

                                                
12 National Institutes of Health 
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Figure 3.2: Standard CIS processor structure. (BPF: band-pass filter, Rect.: rectifica-

tion, LPF: low pass filter.) Adapted from [SWWL03]. 
 

 The development of the new speech processor structure (shown in Figure 3.3) was divided 

in three steps. First, the bank of linear band-pass filters of the CIS processor should be substi-

tuted with a DRNL filter bank. Second, the envelope detector and parts of the compression ta-

ble of CIS should be replaced with the Meddis IHC model. Third, steps 1 and 2 should be 

combined carefully (paying attention to inter-stage gains and compression). 

 Schatzer et al. reported in [SWWL03] that they have accomplished the first step of the above 

enumeration. (Unfortunately, it seems that they have not proceeded to the next steps since 

then.) They modified the original DRNL structure [MOL01, LM01] slightly to work with a 

normalized amplitude range and to preserve the necessary numeric precision in filter calcula-

tions. The modified structure is shown in Figure 3.4. 
 

 
Figure 3.3: Processor structure for a closer mimicking of normal auditory functions as 

proposed by Schatzer et al. Adapted from [SWWL03]. 
 

 The new signal processing strategy was tested with eight CI listeners (the majority of which 

was equipped bilaterally with MED-EL devices), using various parameterizations of the DRNL 

filter bank. Speech reception was tested in a VCV13 context, where the vowel was fixed to /a/, 

and the consonant was varied. The utterances were made noisy using CCITT speech-spectrum 

                                                
13 Vowel-Consonant-Vowel 



36 State of the art 

noise and the signal to noise ratios (SNRs) were selected to create challenging but not impossi-

ble listening situations. 
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Figure 3.4: Modified DRNL filter structure as implemented by Schatzer et al. for proc-

essing digitized sound in the normalized amplitude range [0,1]. Adapted from 

[SWWL03]. 
 

The results of the listening tests are mixed. On average, the users performed better with the 

standard CIS strategy. However, there are cases (mainly in high SNR conditions) where the 

DRNL-based implementation slightly outperformed CIS. Significant improvements (with both 

the CIS and the DRNL strategy) could be observed when using 12 instead of just 8 electrodes. 

 In the next progress report [WWS+03] Wilson et al. combined the DRNL-CIS implementa-

tion with the idea of virtual channel interleaved sampling (VCIS) [WLZF92]. (In the published 

implementation, 21 virtual electrodes can be addressed for stimulation, while only having six 

physical electrodes. In VCIS, adjacent physical electrodes may be stimulated simultaneously to 

shift the perceived pitch in any direction, and hence, to create virtual electrodes.) The DRNL-

VCIS strategy was tested with only one CI listener in a similar setup as discussed above. It 

could be shown that (a) in no test case did the standard CIS strategy perform significantly bet-

ter than the DRNL-VCIS, and that (b) DRNL-VCIS scored significantly higher than CIS in all 

tests at 5 dB SNR. 

 Though these results are encouraging, they (unlike the idea itself) cannot be deemed as a 

breakthrough in CI speech processing. Further publications of Wilson, Schatzer, and colleagues 

tackling their above presented approach are e. g. [WSL+05, WSL06, WD08a, WD08b, WLS10]. 
 

3.2.2 Further investigations with DRNL 

The idea of the DRNL-CIS signal processing strategy was carried on by Kim and colleagues 

[KKK07, KCKK09]. They further altered the DRNL structure (see Figure 3.5) already modi-
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fied by Schatzer et al. and they claimed to have it implemented to run with minimal computa-

tional requirements. This should even allow real-time operation on an unmodified CI proces-

sor. In this study, the DRNL-CIS strategy was implemented and parameterized to be used in 

four-, eight- and twelve-channel cochlear implants. 

 Unfortunately, the evaluation did not involve CI listeners. Instead, spectral analysis (meas-

ures of preserving formant information and dominant frequency component analysis) and lis-

tening tests with normal-hearing listeners using acoustic simulation of CI strategies took place. 

Listening tests included syllable identifications tests similar to those in the study of Schatzer et 

al. There were two noise conditions: a) no noise, and b) 2 dB SNR speech-shaped noise. 

 Results show that formant information is more noise robust with the DRNL-CIS than with 

the standard CIS strategy. Syllable identification tests showed statistically significant benefits 

(about 20 % more correct) with DRNL-CIS over CIS with the eight- and twelve-channel im-

plementations. 
 

 
Figure 3.5: Modified DRNL filter structure as implemented by Kim et al. 

Adapted from [KCKK09]. 
 

 The above results are quite impressive. However, an obvious shortcoming of this study is 

that the implemented strategy has never actually been tested with CI users. 
 

3.2.3 First experiments with the Baumgarte and Meddis models 

In 2007, Nogueira et al. [NKH+07] published the first results of a study in which auditory 

models were combined with the ACE strategy. This study was the first attempt worldwide to 

use a transmission line BM model (see section 2.3.1.1) as auditory filter bank. More specifically, 

the Baumgarte model (also referred to as the extended Zwicker model, see page 25) and the 

1986 Meddis IHC model (see page 28) were chosen. A group of the Fraunhofer Institute for 

Digital Media Technology IDMT (including two of my colleagues and myself) participated in 
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the project by delivering the PC implementations of the selected auditory models and by pro-

viding easy-to-use interfaces to them. 
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Figure 3.6: Comparison of envelope data for the short utterance “aka” calculated 

with the strategies ACE, EZ-ACE, IHC-ACE, and EZ-IHC-ACE. 

Adapted from [NKH+07]. 
 

 As proposed by Schatzer et al. [SWWL03], the changes to the reference strategy were made 

in distinct steps. First, the DFT filter bank of ACE was replaced with an implementation of the 

extended Zwicker (EZ) model (the resulting strategy was termed EZ-ACE). Then, only the en-

velope extraction module of ACE was substituted with the Meddis IHC model (this implemen-

tation was called IHC-ACE). Finally, both the filter bank and the envelope extractor were re-

placed with their bio-inspired counterparts (termed EZ-IHC-ACE). A comparison of the enve-

lope data ( )a ν  for the short utterance “aka” calculated via the four different strategies is pre-
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sented in Figure 3.6. The effect of the IHC model alone seems to be subtle. However, when 

combined with the BM model, the envelope data becomes quite different from that of ACE. 

 The new strategies were tested with CI listeners using speech material from the HSM 

[HSMS97] sentence test with added speech-shaped noise (15 dB SNR). Each of the new strate-

gies was tested on three subjects, the task of which was to repeat as much of each sentence as 

possible. 

 While the small number of subjects did not allow for detailed statistics, the main result was 

that every subject achieved higher scores with the commercial ACE strategy. Averaged over the 

three subjects per new strategy, EZ-ACE, IHC-ACE, and EZ-IHC-ACE performed about 

15 %, 8 %, and 26 % worse than the reference strategy. The authors hypothesized that the disil-

lusioning results originated from the fact that the tested CI recipients were already used to the 

ACE strategy. It was speculated that with a longer accommodation period the new algorithms 

could have scored better. 

 During the development of SAM, we have often recalled lessons learned with EZ-ACE, 

IHC-ACE, and EZ-IHC-ACE. In the aftermath, it seems we have disregarded some issues dur-

ing the 2007 study. First of all, the resolution of the auditory model output was limited by the 

channel stimulation rate, which probably destroyed a considerable amount of temporal pitch 

cues and fine structure (see Figure 3.6). Second, the “Sampling & Selection” and “Mapping” 

parts of the ACE coder (cf. Figure 2.6 on p. 16) were left unmodified. As a consequence, tem-

poral cues were further decimated. Finally, the parameters of the BM and IHC models could 

have been tuned more exhaustively. 
 

3.2.4 Remarks 

Until now, only a handful of projects have tried to integrate complex auditory models into co-

chlear implants. Despite some encouraging results, a real breakthrough has not been achieved. 

Notwithstanding, it is important to mention that no study based on this concept has allowed 

for a sufficiently long habituation period before evaluating user performance with a novel strat-

egy. Ideally, all new processing schemes should be implemented in portable processors allowing 

CI users to gather experience through daily use before benchmarking. 
 

3.3 Summary 

Cochlear implants have become the most successful neural prostheses with more than two 

hundred thousand patients implanted worldwide. The success of CIs has also been supported 

by a large number of rehabilitation centers, in which implantees train to make the best of their 

system. It has been shown that the speech reception performance of CI listeners increases rap-
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idly during the first year of CI use and it plateaus after the second to third year post-

implantation. Even then, most CI users have trouble understanding speech in noisy or rever-

berated environments and only very few of them (re-)develop a sense of music. 

 Quite a number of ideas have been published on how to improve cochlear implants. One 

possibility is to enhance CI signal processing. The most straightforward approach is to augment 

and further develop strategies that are already successful. A recent example could be the incor-

poration of psychoacoustic masking effects into ACE. Yet, the resulting MP3000 strategy has 

not (yet) been proven to provide benefits to CI listeners (except for the extended battery life). 

This example shows that changes that are more essential may be needed to achieve consider-

able improvements in CI user performance. One such possibility is the substitution of sophisti-

cated models of the human auditory system for the simple processing blocks of current CI 

strategies. 

 The idea of using auditory models in auditory prostheses is as attractive as obvious. Even so, 

up to today, there have only been a handful of attempts to embody such a system. This may be 

due to the bottom-up way of thinking, which suggests that a problem of this complexity would 

go far beyond the possibilities of current CI hardware. The studies so far have reported en-

couraging but no ground-breaking outcomes. 

 The SAM strategy, which is the focus of this thesis, ventures another try with auditory mod-

els. The major difference is that SAM is not based on an existing strategy, so that every part of 

it is tailored to the chosen auditory models. Through that, SAM is expected to reproduce the 

features of natural signal processing of the human ear more accurately than its predecessors do. 

 



 

 

 Chapter 4 
 

 

 Development of  the SAM signal processing strategy 
 

 

The systems and methods presented throughout the previous chapters indicate the huge ad-

vancement that cochlear implants have undergone since Volta’s first experiment. Current CIs 

provide a considerable increase in quality of life when looking at the daily routine of a previ-

ously deaf patient. At the same time, current cochlear implant systems seem to have reached 

their peak potential (cf. Figure 2.8 on page 22), which signals the need for better algorithms 

and/or technologies. 

 There have been many attempts to enhance signal processing strategies (see section 2.2.4 

and Chapter 3), but a real breakthrough is yet to be achieved. Having said that, the idea of de-

signing a new strategy from scratch, having very little in common with contemporary strategies, 

may indeed be worth trying. Should the tests with cochlear implant users show remarkable 

benefits, their causes can be probed and conventional strategies may eventually be enhanced 

accordingly. Seen from this perspective, SAM is not meant to be a competitor to current strate-

gies in the first place. It should rather be a proof of concept acting as a guide for further re-

search and development. 

 Notwithstanding, we defined some important requirements at the beginning of the design 

process of SAM. These are reviewed in section 4.1. Section 4.2 presents the basic structure of 

SAM, whereas sections 4.3 and 4.4 describe the strategy in detail. Section 4.5 reveals some de-

tails about the reference implementation and about the safety measures that have been taken to 

make the pilot study safe for the implantees. Section 4.6 explains a possible way of fitting the 

SAM strategy to a CI user. Subsequently, the chapter ends with a summary. 

 Since I did not do the whole implementation work alone, I will use the personal pronoun we  

whenever referring to the collective work of my colleagues and I. 
 

4.1 Requirements and design considerations 

The two main concepts considered during the design process of SAM (beyond being safe for 

its users) were modularity and adaptability. The concept of modularity is meant to keep every 

part of the system exchangeable, so that, for example, parts of the auditory model can be re-
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placed with newer or better ones. For that, a cornerstone is the separation of parts that are uni-

formly parameterized from those that are uniquely fitted for all CI users.  

 Adaptability, on the other hand, means that the strategy should be suited for all implant and 

electrode configurations, or at least be easily adapted to any new system, while maintaining er-

ror-free functioning. (The first cochlear implant system on which we intended to test SAM was 

a Nucleus Freedom with a Contour Advance electrode array from Cochlear. Details follow in 

the next sections.) 

 

 Beyond the main concepts, we have laid down some concrete requirements: 
 

(R1) Safety: the core components of the software, which communicate with the im-

plants, must not make mistakes. At the same time, they must handle any error 

or malfunction that can possibly be detected. Input data and configuration need 

to be checked for validity before use. Any output data must be double-checked 

for valid range before further processing. The stimulation must be interruptible 

at any time. Related to safety, the software must be as stable as possible (regard-

less of the activity on the user interface, the software must not terminate unex-

pectedly) and be responsive at all times (user must be informed about the pro-

gress of calculation, stimulation, etc.). 

(R2) Stability: in no instance may any input sound corresponding to the normal hear-

ing range of 0 to 120 dB SPL induce instability (i. e., make the software get into 

or stuck in an unexpected state). This is particularly important for the simula-

tion of the auditory model, because it is a composition of more nonlinear sys-

tems, which may yield unexpected states with certain configurations for extreme 

input data. 

(R3) Features: the auditory model currently used in SAM features many attributes (in-

cluding psychoacoustic properties) of the intact human auditory system. To sat-

isfy expectations, the CI stimulation patterns generated by the SAM strategy 

must also exhibit a number of these properties. SAM should at least be able to 

transmit a fair amount of F0 information and resemble human-specific traveling 

wave delays. 

(R4) Speed: the implementation must be fast enough on a contemporary PC to run in 

real-time (require less time for calculation than the duration of the input sound). 

The implementation must also support processing of the input sound on a 

block-by-block basis, which is crucial for continuous operation. 
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4.2 System overview 

In accordance with the design considerations presented in section 4.1, SAM can be broken up 

into two distinct parts: auditory model (also referred to as the auditory filter bank) and coder 

(or stimulus coder), as shown in Figure 4.1. The auditory model is generalized and it provides 

the bio-inspired spectro-temporal representation of the input signal. The coder, on the other 

hand, is designed to be custom-fitted for each individual CI user. 

 The signal path shown in Figure 4.1 can be summarized as follows. The outer and middle 

ear filter facilitates a pre-emphasis of the input signal. The model of the nonlinear mechanical 

filtering consists of the basilar membrane and the outer hair cells. The connected inner hair 

cells rectify the decomposed signal and introduce adaptation. The coder reduces the data rate, 

maps frequencies and amplitudes to fit the user’s needs, and provides the stimuli with stochas-

tic properties to reduce periodic characteristic. Symbols for input, output, and intermediate sig-

nals (as referred to in the rest of this thesis) are shown in italics. 
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BM,nu nĈ mA mL

P

 

Figure 4.1: System overview and signal path in SAM. 
 

4.3 Auditory filter bank 

It was a key issue in the design of SAM to find the appropriate modeling level to be employed 

in the auditory filter bank. On one hand, modeling only the very first steps of the auditory 

processing could result in losing psychoacoustic properties. On the other hand, modeling too 

much could yield a representation of the data that is too abstract while wasting computational 

power. The following subsection elaborates on this problem and presents a simulation study 

that might help with the conclusion. The auditory model combined from several submodels 

and eventually used in the current implementation of SAM is presented in section 4.3.2. 

 Meddis et al. have published a note in their book on the use of auditory models: “Models 

serve many different purposes, and it is important to match the level of detail to the purpose in 

hand.” [MFLP10: 10]. Driven by the same motivation and keeping the SAM design considera-
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tions in mind, the auditory model has been customized to best meet requirements. Some note-

worthy steps of customization and tuning are explained in section 4.3.3. 
 

4.3.1 Adequate modeling level 

In the electrically stimulated cochlea, the afferent dendrites of the spiral ganglion cells are 

stimulated directly by the electrical charges delivered by the implant electrodes. In the healthy 

cochlea, these afferents form a glutamate synapse with the inner hair cells: Action potentials 

arise whenever the neurotransmitter concentration in the synaptic cleft raises above a critical 

limit (unless the afferent fibers are in a refractory state). These facts lead to the recognition that 

the optimal CI filter bank should mimic the workings of the human ear up to the concentration 

of the released neurotransmitter substance in the synaptic cleft. Furthermore, the magnitude of 

the electrical stimulation should correlate with the calculated concentration values. 

 The SAM filter bank was built with the above theory kept in mind. In the preparation phase 

of the SAM development a computational study was carried out to verify if the proposed mod-

eling level also meets practical requirements. That study is described in more detail in the fol-

lowing section. 

4.3.1.1 Comparative evaluation of successive cochlea modeling stages 

This section recapitulates methods and results of the simulation study published in [HNSK07]. 

The aim of that study was to clarify which modeling depth of the auditory system would be 

most appropriate as an auditory filter bank for the SAM strategy from a practical point of view. 

Based on hidden Markov models (HMMs), an automatic speech recognition (ASR) framework 

was built. Using discrete cosine transform (DCT) the dimensionality of the auditory model 

output was reduced (251 channels to 13 DCT coefficients). Then, first and second order re-

gression terms were calculated and appended to the DCT coefficients to form the final feature 

vectors. Finally, these vectors were routed into the HMM-based ASR framework. An overview 

of the whole system is presented in Figure 4.2. 

 

 

Figure 4.2: Overview of the system and methods used in the study. 
 

 Auditory model used in the preliminary study 

 The first step in the study was to construct a layered auditory model, which provided output 

from as many meaningful intermediate modeling stages as possible. The Baumgarte outer and 
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middle ear model along with his BM model [Bau00] was coupled with the models of the IHC-

AN14 complex of Meddis [Med86] and Sumner et al. [SLOM02]. An overview of the modeling 

stages is presented in Figure 4.3. The employed submodels are described in more detail in sec-

tion 4.3.2. 
 

BM

RP

CC/CCns

ANF

ANP

 
Figure 4.3: Cochlea modeling stages presented on a schematic view of the IHC-AN com-

plex. The abbreviations are defined as follows. BM: basilar membrane motion 

(axial displacement of the depicted cell), RP: neurotransmitter release probabil-

ity, CC: concentration of the neurotransmitter substance in the synaptic cleft, 

CCns: CC calculated in a non-stochastic way, ANF: spike activity of an auditory 

nerve fiber, ANP: summarized activity of a population of auditory nerve fibers. 

Adapted from [HNSK07], based on [Bau00, Zbo97]. 
 

Please note that the auditory nerve fibers of the ANF stage have been tuned as high spontane-

ous rate fibers. ANP was modeled as the mean activity of 12 auditory nerve fibers consisting of 

6 HSR, 4 MSR, and 2 LSR (high/medium/low spontaneous rate, respectively) fibers. For de-

tails on differently tuned nerve fibers, see [SLOM02, SLOM03]. 

 
PNAFNACCsnCCPRMB

11% 28% 29% 50%46% 100% 

Figure 4.4: Relative computational times to perform simulation up to each modeling stage. 
 

                                                
14 Auditory Nerve 
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 We created a computer program simulating the layered auditory model in the time domain. 

Figure 4.4 presents how the relative computational times for each cochlear modeling stage add 

up. 
 

 Speech corpus 

 Recognition experiments were conducted on a subset of the DARPA TIMIT Acoustic-

Phonetic Continuous Speech Corpus [LKS86, ZSG90]. The subset included 768 sentences (576 

training + 192 test sentences) and had a total duration of over 38 minutes. No speaker ap-

peared in both the training and the test sets. 
 

 Design of the ASR experiments 

 The continuous speech recognition system was built with Cambridge University’s Hidden 

Markov Model Toolkit (HTK) [You94]. For the hidden Markov modeling, left-to-right HMMs 

were trained for each of the 61 TIMIT monophones (see [GLF+93: 29-31]), consisting of three 

states each. States were modeled as Gaussians. Based on the calculated features and the given 

original phonetic transcriptions of the training material, the system was designed to carry out 19 

rounds of re-estimation of the HMM parameters using HTK’s embedded Baum-Welch algo-

rithm. After the 6th, 9th and 12th iterations of the Baum-Welch re-estimation, the Gaussians 

were split into mixtures of two Gaussians yielding a total of eight Gaussian mixtures per state 

by the end of the training. State initialization was done by linearly segmenting the utterances 

(flat init ). No advanced grammar model (such as bi-gram, or tri-phone ) was used; recognition of 

phones was therefore solely based on the actual feature vectors. 

 All recognition tasks were run several times, simulating different noise conditions. The signal 

to noise ratios were 96 dB (no added noise), 24 dB, 18 dB, 12 dB, 9 dB, 6 dB, and 0 dB. The 

added noise was pseudorandom with a period long enough to avoid recurrence of noise pat-

terns. 

 Each noisy setup was evaluated under three different training conditions. These were called 

clean, mixed, and dirty training. In the case of clean training the HMMs were only trained with 

clean (96 dB SNR) data, while during dirty training the training material only consisted of noisy 

data. In the mixed case, training was carried out using 50 % noisy and 50 % clean data. The total 

duration of the training material was invariant among the three conditions. Independently of 

the actual training variant, recognition tests were always accomplished exclusively on data cor-

responding to the actual SNR. Only the main outcomes related to the development of the SAM 

strategy are presented in this thesis. For the full results, please see [HNSK07]. 
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 Results and conclusions 

 The purpose of this study was not to build an ultimate ASR system, but to show effects of 

employing consecutive levels of auditory modeling. The effect of noise was analyzed systemati-

cally. We have found that higher-level auditory modeling can indeed be an advantage in terms 

of noise-robustness. Furthermore, the auditory modeling stage of CCns (non-stochastically cal-

culated neurotransmitter concentration in the synaptic cleft) seems to fit well as a base for an 

auditory filter bank for cochlear implants. 

 The most important trends in word recognition rate vs. SNR are presented in Figure 4.5 and 

Figure 4.6. In the HTK terminology, a word is said to be recognized correctly if all of its pho-

nemes have been recognized in the appropriate order. Insertion errors (i. e., additional pho-

nemes between two correctly recognized ones) are ignored by this metric. (By contrast, word 

recognition accuracy does not allow insertion errors.) 

 Figure 4.5 shows percentage of correctly recognized words as a function of the signal to 

noise ratio for various cochlear modeling stages, after clean training of the recognizer. The lat-

ter means that the recognizer has never encountered noisy utterances prior to testing. With 

other words, these recognition results are hypothesized to correlate to the performance of a lis-

tener in an unexpected noise condition. Even though the BM modeling stage outperforms 

CCns in the 96 dB SNR condition, CCns performs best at all other SNRs. 

 Figure 4.6 shows word recognition rates after mixed training. This shall correlate to the 

situation where a listener is used to listening in a specific type of noise. Here, the BM stage 

would suffice to yield good results in all cases. However, it is most unlikely that a listener would 

be used to every kind of noise that may appear. Since the CCns stage yields approximately the 

same results as BM for any noisy condition, it remains attractive as a final choice. 

 Taking the required computational power (see Figure 4.4) into account, and considering the 

theory about the electrode-tissue interface (presented in section 4.3.1 on p. 44), the CCns stage 

seems to be the best alternative for the auditory filter bank of the SAM strategy. 

 A final note on the relatively low magnitude of the overall recognition rates presented in the 

figures below: please keep in mind that a large phonetic set (61 phones) was used without 

grammar in an open-set recognition task. 
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Figure 4.5: Percentage of correctly recognized words as a function of the signal to 

noise ratio for various cochlear modeling stages, after clean training of the 

recognizer. Adapted from [HNSK07]. 
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Figure 4.6: Percentage of correctly recognized words as a function of the signal to 

noise ratio for various cochlear modeling stages, after mixed training of the 

recognizer. Adapted from [HNSK07]. Note that the scaling of the Y axis 

has been changed (in contrast to Figure 4.5) to help distuingish symbols. 
 

4.3.2 The compound auditory model 

This section describes the auditory model (AM) of SAM, which is the cornerstone of the pre-

sented strategy. A large part of the contents shown here has already been published in 

[HCH12]. The reuse was permitted by the coauthors. 

 The general structure of the AM is shown on the left-hand side of Figure 4.1. The peripheral 

ear is represented by a model of outer and middle ear (OME) filtering. It is connected to a 

model of nonlinear mechanical filtering (NLM) simulating the passive cochlear hydromechanics 
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enhanced by the active outer hair cells. The output of this stage is processed further by the 

model of mechanoelectrical transduction, which mimics the physiological properties of inner 

hair cells including the simulation of receptor potential, calcium kinetics and transmitter dy-

namics. Each band of the NLM, i. e., each simulated BM section, is connected to one simulated 

inner hair cell. 

 Most model components can be specified by differential equations, which are internally rep-

resented by equivalent electrical circuits using velocity-voltage and force-current analogies. All 

electrical networks are simulated in the time domain using Wave Digital Filters, because of their 

excellent stability properties and efficiency [Fet86]. 

4.3.2.1 Peripheral ear 

Outer and middle ear filtering, i. e., the transformation of incoming sound into the velocity of 

the oval window, is modeled by a linear filter. The resonant frequency of the filter is 3 kHz, 

while the damping is increasing for frequencies below that, see Figure 4.7b. For frequencies 

above 3 kHz, constant magnitude response is assumed. This functionality can be described by 

an electrical network [Bau00] as illustrated in Figure 4.7a. Here, sound pressure at the outer ear 

is given by the current iOE. 
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Figure 4.7: Electrical model of the outer and middle ear (a) and its estimated amplitude 

(b) and phase characteristics (c). Adapted from [Bau00]. 
 

The resonance is realized by a series RLC circuit, whereas the damping of lower frequencies is 

incorporated by RM1 and LM. The velocity of the oval window is given by the output voltage 

uOW. 

 Baumgarte states in his dissertation [Bau00: 39] that the phase characteristic (shown in 

Figure 4.7c) was not taken into account during the modeling process. Since model stages of the 

nonlinear mechanical filtering (see section 4.3.2.2) also introduce frequency-dependent delays, it 

is not necessary to have a linear phase response here, but it is favorable to calibrate the phase 

characteristic of the full system (as described in section 4.3.3.3). 
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4.3.2.2 Nonlinear mechanical filtering 

 The oval window velocity (uOW) is the input to the nonlinear filtering, which models cochlear 

mechanics, i. e., the propagation of the traveling wave along the cochlear partition. For this 

purpose, a model developed by Zwicker and Peisl [ZP90] with modifications from Baumgarte 

(see [Bau99] and [Bau00]) has been employed (for the statement of reasons see section 6.1.2 of 

the discussion). It is a one-dimensional macromechanical model of the cochlea, in which the 

unrolled cochlear duct is divided into sections of equal length. Each section mimics the passive 

cochlear hydromechanics and the active nonlinear effects of the outer hair cells of the corre-

sponding cochlear region. This system can be described by differential equations, which, in 

turn, can be represented by an electrical circuit as shown in Figure 4.8. 

 Each section of the passive hydromechanical model consists of a parallel resonant circuit. 

RLC parameters express the dimensions and material properties of the fluid-filled cochlear 

duct. Ln, Cn and Rn represent the compliance (flexibility), the mass (including that of the axially 

moving endolymph) and the friction loss of the given section n, respectively. The resulting 

resonance frequency of the parallel resonant circuit represents the characteristic frequency of 

the cochlear partition at the given position. The additional capacitor Cq and resistor Rq repre-

sent the mass of the longitudinally moving endolymph and the resulting friction loss, respec-

tively. The helicotrema is modeled by the parallel connection of a resistor (RH) and a capacitor 

(CH), as on the bottom of Figure 4.8. Model parameters are based on physiological data from 

the scientific literature. 

 As already stated above, the passive model is extended by a model of the outer hair cells. As 

shown in Figure 4.8, the velocity of the cochlear partition is amplified within a nonlinear feed-

back loop using a voltage controlled voltage source ( g1uc,n ) and a symmetrical saturating func-

tion (labeled SAT). These mimic the nonlinear amplification introduced by the outer hair cells 

in the physiological cochlea. The output voltage uc,n of the amplifier is fed back to the passive 

model and in addition, neighboring OHC models are coupled via resistors (Rla and Rlb ). These 

correspond to the natural OHC to BM feedback and the interactions between neighboring 

OHCs, respectively. Furthermore, there is a second amplification stage (SAS) outside the feed-

back loop. It consists of a current controlled current source ( g2ic,n ) and of a parallel resonance 

circuit (labeled PRLC), which causes a frequency dependent voltage drop. The SAS was im-

plemented by Baumgarte to ensure the high amplification featured by the OHCs of the human 

ear while preserving stability of the model [Bau00]. The output (uBM,n ) of the SAS corresponds 

to the modeled basilar membrane velocity. 
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Figure 4.8: Electrical model of the nonlinear mechanical filtering. Adapted from 

[Bau99]. The values of electrical components, except for those 

marked with an asterisk (*), are listed in Table A.1 starting on page 

131. The values of the marked components can be calculated for 

each cochlear section via the equations given in [Bau00]. 
 

4.3.2.3 Mechanoelectrical transduction 

The calculated basilar membrane velocity along the cochlear partition forms the input to the 

model of mechanoelectrical transduction. To mimic the functionality of the inner hair cells, the 

model described by Sumner et al. [SLOM02] was adapted and employed. Sumner et al. ex-

tended an earlier model of Meddis [Med86] by combining the neurotransmitter dynamics with a 

modified biophysical model of the receptor potential [SCW+86] and with calcium driven 

mechanism for the neurotransmitter release (see [HL88] and [KW90]) as shown in Figure 4.9. 

 In the biophysical model (upper part of Figure 4.9) of the hair cell, the vibration of the co-

chlear partition is first translated into the displacement of the stereocilia u(t ), which has an ef-

fect on the number of open ion channels. This, in turn, alters the apical conductance G(u). The 

resulting change in the receptor potential V( t ) can be modeled as a passive electrical circuit. 

 The release of neurotransmitter, which is dependent on the receptor potential, is mediated 

by calcium ions (middle part of Figure 4.9). Calcium ion movements are modeled as a three-

step process. First, the membrane depolarization opens calcium ion channels, so that the cal-

cium current ICa(t ) can be described as a function of the receptor potential. As calcium ions en-
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ter the cell, they accumulate in the vicinity of the synapse. The resulting calcium concentration 

[Ca2+] is modeled as a low-pass filtered function of the calcium current. Finally, the local cal-

cium concentration determines the release probability, which is then expressed as the transmit-

ter release rate k(t ). 
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Figure 4.9: Overview of the mechanoelectrical transduction. Left: simplified signal 

path. Right: more detailed schematical view of the operation of an inner 

hair cell. Adapted from [SLOM02]. The values of electrical components 

are listed in Table A.1 starting on page 131. 
 

 The transmitter release rate, on the other hand, drives a model of transmitter dynamics 

(lower part of Figure 4.9). Instead of the stochastic version described by Sumner [SLOM02] we 

use the original Meddis transmitter recycling model [Med86] and incorporate random noise at a 

later stage, in the stimulus coder. This way, the magnitude of the stochastic variation can be 

customized more easily, and at a lower computational cost. 

 Neurotransmitters circulate between three reservoirs: the immediate store q(t ), the cleft c(t ) 

and the reprocessing store w(t ). A certain quantity of available transmitter is kept in the imme-

diate store. These are released across the membrane into the synaptic cleft at the momentary 
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transmitter release rate. There they disperse and some are lost from the cleft (at a loss rate of l ). 

The remaining transmitter is taken back (at a rate of r ) into the reprocessing store and returned 

into the immediate store (at a rate of x ). Neurotransmitter loss is counterbalanced by the fac-

tory, which produces new transmitter within the cell (at a rate of y ). For any time step i of the 

discrete time simulation of the auditory model, [ ]nC i  denotes the neurotransmitter substance 

concentration near to the cell membrane exocytosed by the n th IHC. 

 The modeled mechanoelectrical transduction can be tuned to reproduce rate intensity func-

tions of low-, medium- and high-spontaneous rate fibers. The current implementation uses 

only high-spontaneous rate (HSR) fibers, because, on one hand, HSR is the most common fi-

ber type in the human ear, and, on the other hand, sensitivity of HSR fibers fits the input dy-

namic range of cochlear implants (typically 25-65 dB SPL) best (see [SLOM03] and [YWR90]). 

 Functional characteristics of synaptic adaptation are simulated by the model of transmitter 

dynamics. In addition, the model also reproduces phase-locking15, which is restricted to low 

frequencies. A review of psychoacoustic features of the auditory model is presented in section 

5.1.3. 
 

4.3.3 Customization and tuning 

The compound auditory model was customized and tuned prior to the use with the new CI 

signal processing strategy. Customization work manifested itself in (down)scaling the model 

without losing important properties and without adding artifacts. Details follow in the next sec-

tion. Tuning consisted of the following issues: (a) finding coupling factors between model 

stages to ensure correct operating ranges of the submodels, (b) tweaking the magnitude re-

sponse nonlinearity of the modeled active basilar membrane, and (c) revising group delays. 

Tuning work is explained through sections 4.3.3.2 and 4.3.3.3. 

4.3.3.1 Practical considerations 

One key question at the beginning of the development of SAM was if the simulation of the 

auditory model could be reasonably fast. Reasonably, in the first place, meant that the calcula-

tion should not take longer than the duration of the input sound. This was not given with the 

reference implementation provided by Baumgarte along with his thesis. Since simulation speed 

was crucial for applicability in cochlear implant stimulation, we incorporated some changes to 

the basic parameters of the active basilar membrane model of Baumgarte. 

                                                
15 Phase-locking is the ability of a neuron to fire action potentials that are time-locked to a periodic stimulus event. 
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 As already stated in section 4.3.2, the BM is simulated in the time domain using Wave Digi-

tal Filters, so one critical parameter having great effect on speed is sampling rate (Fs). Because 

of inherent nonlinearities, Baumgarte recommends choosing a sampling rate about quadruple 

the highest signal frequency to avoid aliasing artifacts [Bau00: 157]. The reference implementa-

tion employs 100000 sps for applications in music coding, but since cochlear implants usually 

do not deal with frequencies much higher than 8 to 10 kHz, we have chosen a sampling rate of 

44100 sps for this application. 

 Furthermore, we have reduced the number of sections, NB M , from 251 to 101, so that the 

frequency resolution of the down-sized model is Δz=0.25 Bark, which makes a mean distance 

of 0.34 mm between adjacent sections along the modeled cochlea. We have found spatial dis-

cretization in this case still to be fine enough to avoid reflections at section boundaries, which 

would lead to undesired artifacts by standing waves. 

 Reducing the number of BM sections also means to simulate less IHCs, which leads to a 

further gain in speed. In addition, as already stated in section 4.3.2.3, we use the original Meddis 

transmitter recycling model [Med86] instead of the stochastic version described by Sumner 

[SLOM02], which also reduces computational costs. 

 Last, but not least, several iterations of profiling and optimizing the source code combined 

with the use of advanced compiler options also contributed to better performance of the final 

executables. 

4.3.3.2 Nonlinearity of the magnitude response 

First tests with the Baumgarte model indicated a large deviation of the magnitude response 

nonlinearities from the expected characteristics. It turned out that the default parameter set 

specified in [Bau00] puts the modeled basilar membrane into the wrong operating range. To 

overcome this problem, we have introduced pre- and post-amplification factors (gpre and gpost, 

respectively, see Table A.1 on page 131), with which the BM’s working range can be tuned. 

 Once the working range was fixed, the saturating characteristic of the amplifier stage was 

calibrated. For that, the parameters of the symmetrical saturating function (within the feedback 

loop of the nonlinear mechanical model, labeled SAT in Figure 4.8) were changed. Baumgarte 

defines the SAT function between input voltage u1 ,n =g1uc,n  (cf. Figure 4.8) and output voltage 

usat ,n  as shown in Equation 4.1. 
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Originally, the saturation factors gs1 and gs2 equaled to 20.0 and 10.0, respectively. To best fit 

model characteristic to experimental data published in [JPY86], these factors have been 

changed to 5.0 and 200.0, respectively. A comparison of uncalibrated vs. calibrated model char-

acteristics as well as a plot of experimental data is presented in Figure 4.10. 
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Figure 4.10: Input/output functions of the mechanical filtering stage of the auditory 

model. Data points are measured at sites of maximum displacement of 

the basilar membrane for 1 kHz pure tones at given levels. 
 

Figure 4.10 illustrates the effect of calibration well. With the original parameters, the nonlinear 

effects first show up beyond the threshold of pain, which is not plausible. By fixing the working 

range and the saturation characteristic, there is a good correlation with experimental measure-

ment data from [JPY86]. For reference, the linear characteristic of a passive (i. e., dead) basilar 

membrane is also plotted in the figure. 

 The magnitude response of the calibrated model has also been tested at BM positions not 

correlating to the frequency of the pure tone stimulus, see Figure 4.11. Results indicate good 

match with outcomes of e. g. [NDA91] and [OP97.] 
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Figure 4.11: Input/output functions of the mechanical filtering stage of the auditory 

model. Data points are measured at BM-sites corresponding to the best 

frequencies (BF) shown in the top-left corners. Legends show frequen-

cies of the pure tone input sounds. 
 

4.3.3.3 Group delay 

Sounds reaching the ear induce vibrations on the basilar membrane. Any wave on the BM pro-

ceeds from the base towards the apex, reaching maximum amplitude at the place correspond-

ing to its characteristic frequency. Beyond that point, the wave damps out quickly. The velocity 

of the traveling wave decreases while getting closer to the apex. The group delay describes the 

characteristic travel time from base to the place of maximum displacement as a function of the 

frequency of the pure tone input. 

 Elberling et al. published a summary on group delay estimates in 2007 [EDCS07]. They 

compared the group delays given by Eggermont, De Boer, Don et al. and Neely et al., which 

had been determined by various measurement methods in humans (for references, please see 

the paper of Elberling et al.). For a visual comparison, see Figure 4.12. 

 



Development of the SAM speech processing strategy 57 

250

1 k

2 k

4 k

8 k

Fr
eq

ue
nc

y 
(H

z)

 

Eggermont
De Boer
Neely et al.
Don et al.

2 4 6 8 10 12 14 16 18 20 22

Latency (ms)

0

 
Figure 4.12: Human cochlear traveling wave delay approximations based on measure-

ments by Eggermont, De Boer, Don et al. and Neely et al. [EDCS07]. 
 

Although the four approximation functions exhibit great differences, our tests have shown that 

the basilar membrane model of Baumgarte [Bau00] operates with longer latencies than any 

measurement listed in [EDCS07] would suggest. Because the group delays have been captured 

via different methods, it is not known which of them describes the traveling wave latency in the 

human cochlea with the greatest precision. As suggested by Chilian [Chi10a], we use the mean 

of the measured data as a reference for tuning the delay characteristic of the Baumgarte model. 

 As already stated on page 25 in section 2.3.1.1, the Baumgarte basilar membrane model is 

based on that of Peisl [Pei90] and provides a Wave Digital Filter implementation to allow for 

simulation in the time domain. The BM is modeled by multiply connected adjacent sections, 

which mimic hydromechanics and the amplifying effects of the outer hair cells of the corre-

sponding cochlear segment. In this model, the mass of the longitudinal moving lymph liquid 

and the combined mass of the basilar membrane and the axially moving lymph liquid, in each 

case for a given section, are represented by the capacitance Cq and Cn, respectively. Their values 

are calculated as given in Equations 4.2 and 4.3. 
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One possibility to change the delay characteristic of the BM model (as documented by Chilian 

[Chi10a]) is to change Cq and Cn. To yield a shorter group delay, Cq must be decreased while Cn 
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must be increased. For that, two scaling factors have been introduced, as shown in Equations 

4.4 and 4.5. 
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It should be noticed that if the scaling factors deviate too much from 1.0, instabilities on the 

simulated BM might occur. These can manifest in forms of standing waves or ringing (post-

oscillation) at certain positions on the basilar membrane.  
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Figure 4.13: Traveling wave delay characteristics of both the original and the tuned 

Baumgarte model versus the mean of the delays based on measurements 

by Eggermont, De Boer, Don et al. and Neely et al. [EDCS07]. The fre-

quency range marked on the y-axis indicates where the tuned BM 

model’s delay characteristic is closer to the reference than that of the 

original model. 
 

Chilian has found that the combination of gCq=0.6 and gCn=3.0 does not lead to such side ef-

fects while bringing the traveling wave delay characteristic nearer to the reference [Chi10a]. Re-

sults are shown in Figure 4.13. 

 The frequency range in which the tuned BM model’s delay characteristic is closer to the ref-

erence than that of the original model correlates well with the range of phase-locking. Since 

timing is most important in this frequency range, outcomes of the delay tuning can be consid-

ered reasonable and useful. 
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Figure 4.14: Response of the two main auditory model stages for the utterance “choice”, pre-

sented at 65 dB SPL. Top: waveform of the utterance. Middle: output of the 

nonlinear mechanical filtering. Bottom: output of the mechanoelectrical transduc-

tion. For a clearer view, all plots are normalized and only every fifth auditory 

model channel is plotted. 
 

 Originally, the Cq and Cn values were determined by Oetinger and Hauser [OH61] for a 

highly idealized cochlea. These values were partially based on measurements by Békésy from 

the early 1940s, but they have already been changed by Lumer [Lum87a] empirically. In this 

context, using mass-scaling factors as high as 3.0 should not introduce remarkable model inac-

curacies. 

 An example for the simulated response of the customized and tuned model of the nonlinear 

mechanical filtering and that of the mechanoelectrical transduction is given in Figure 4.14. 
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4.4 Stimulus coder 

While the auditory model is generalized to mimic an average human ear, the coder must pro-

duce stimuli that uniquely fit the needs of each CI user. In addition, the large amount of output 

data from the auditory model must be decimated in a meaningful way to produce the sparse CI 

stimulation pattern. This section describes how the stimulation pattern is calculated in SAM. 

An overview of the processing steps is shown on the right-hand side of Figure 4.1 on page 43. 

Coder parameters are summarized in Table A.2 on page 133. 

4.4.1 Interfacing to the auditory filter bank 

First, the multi-channel output signal of the auditory model is resampled to the intended total 

rate of the stimulation. Considering that the auditory model includes low-pass filtering, a 

maximum-preserving decimation can also be used for typical target rates (like 9000 pps) at 

much lower computational costs than a full-featured resampling. Equation 4.6 explains the 

decimation for a one-second piece of data. nC  denotes the nth channel of the auditory model 

output, nĈ  is the decimated data and TPR is the total pulse rate. 
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4.4.2 Frequency and amplitude mapping 

Desired electrode frequencies may be different from user to user. One possible cause is the 

varying insertion depth of the electrode array. To match frequencies, model channels have to 

be mapped to the electrodes. In SAM, mapping is fairly straightforward, because the auditory 

model provides enough channels to choose from. These have large bandwidths (see Figure 

4.15, bottom), which allow all frequencies to be present even after discarding approx. 80 % of 

the channels. Moreover, since the position of the electrode array inside the cochlea is typically 

not exactly registered (see e. g. [Cla03: 612-618, 623]), the mapping does not need to be exact to 

the Hertz either. The characteristic frequency (CF) of each auditory model channel is known 

for any input level. Our algorithm looks for the channels with CFs nearest to the desired elec-

trode frequencies at the input level of 55 dB SPL in the initialization phase and uses this map-

ping further on. The output of this stage is denoted by Am, m=1, 2, ..., MCI, where MCI is the 

number of CI electrodes. Am has the same data rate as nĈ . (Center frequencies of a typical elec-

trode configuration are shown in the bottom part of Figure A.1 on page 139.) 
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 To fit the huge dynamic range of the modeled ear into the operational range of the cochlear 

implant, a loudness mapping has also to be done. Am is fitted to the input dynamic range (IDR) 

of the CI in a way that very soft signal parts are dropped and very loud parts get limited. IDR is 

the difference between the so-called T-SPL (threshold input intensity that results in electrical 

stimulation) and C-SPL (comfortable listening level), which are typically set to 25 dB SPL and 

65 dB SPL, respectively [PBG06]. For this step, the algorithm determines model output levels 

for each channel for pure tones at the level of T-SPL and C-SPL in its initialization phase, and 

uses these magnitudes further on for comparison. This is necessary, since the model is nonlin-

ear and channels may vary quite a lot in terms of dynamics. Then, the data range of IDR is line-

arly mapped to the output range of [0.0, 1.0]. The result is denoted by mA


. Frequency re-

sponses of the ACE and SAM filter banks are presented for comparison in Figure 4.15. 
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Figure 4.15: Normalized filter bank frequency responses showing the 22 electrode 

channels for ACE (top) and SAM with the same electrode frequency con-

figuration. SAM response is measured at 55 dB SPL at the calculation stage 

of mA


. 
 

 SAM does not use fixed channel stimulation rates by design (see also section 6.1.3 in the dis-

cussion on page 110), but it provides a mechanism to control the extent of repeated stimulation 

through the same electrode. This can be seen as a basic refractory model and the present calcu-

lation stage offers a very simple and efficient way to implement it. The mechanism is called 

“repetition penalty”; every time an electrode would be activated in two consecutive cycles, the 

corresponding model channel gets attenuated by Rm . If Rm  is low, the channel may still remain 

attractive for the coder. If Rm  is high, another channel may be picked to determine the current 
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stimulus. Obviously, Rm=0 turns the repetition penalty off, while Rm→∞ does not allow any 

electrode to be stimulated more frequently than TPR/2. The output of this stage is denoted by 

mÂ . 

 Finally, the loudness growth function is applied. The LGF was introduced in cochlear im-

plants with linear filter banks to better mimic the nonlinearities of loudness perception (see 

page 17 of section 2.2.4.1). Since the SAM strategy mimics the ear closer, the use of an LGF is 

not obligatory and is only required if the loudness growth should resemble other characteristic 

(like that of another CI strategy). LGF is applied as shown in Equation 4.7. 
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 In Equation 4.7, cm is the curve-shaping factor, with which the steepness of the loudness 

growth can be varied. For cm→0 the mapping is linear. For cm>0 or -1< cm<0 the effect is 

compression or expansion, respectively. 

 Since it was intended to test SAM on CI users with ACE experience, the default SAM con-

figuration was set to use a curve-shaping factor of 1.95, with which the loudness growth was 

very similar to that of ACE (see also section 5.1.3.3). 

4.4.3 Electrical stimulus rendering 

The presented implementation of SAM is not designated for parallel electrode stimulation. 

Hence, in each cycle, the algorithm has to select an electrode to be activated. The decision is 

based on the momentary channel magnitudes. Given that M1, M2 and M3 denote indices of 

channels with the 1st, 2nd and 3rd highest momentary magnitudes, respectively, the probability of 

any of the three channels to be selected is given by Equation 4.8. 
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The operation is deterministic if ξ p=0 and stochastic if ξ p>0. For example, ξ p=0.1 would 

mean that M1, M2 and M3 are selected with 90 %, 9 % and 1 % probability, which would allow 

less-dominant frequencies to be present in the stimulation pattern. This effect is even stronger 

if repetition penalty is enabled, i. e., if Rm >0. 
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 Next, the magnitude of the selected channel is translated into current level Y, as described in 

Equation 4.9. Y has no physical unit; it is used as an index to look up implant-typical currents 

in µA. 
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In Equation 4.9, THLm, MCLm and Vg denote the threshold level, most comfortable level and 

global volume ( 0 1gV≤ ≤ ), respectively. THLm and MCLm are determined for each channel 

for each CI user during the fitting sessions. The fitting procedure for the SAM strategy will be 

explained in section 4.6.  

 As an example for the implant driving currents, the conversion from current level to µA 

with the Cochlear Nucleus Freedom with Contour Advance electrode is given by Equation 

4.10. 
 

 [ ] [ ]/25517.5 100 μA.Y iI i = ⋅  (4.10) 

 

 As a final step, other parameters like phase width and phase gap (i. e., pause between posi-

tive and negative parts of a biphasic stimulus) can be set for each stimulus in the pattern. Since 

there is evidence that jitter can enhance perception [CR01] and sound source localization abili-

ties [LM08], we have introduced ξ j , with which the possibility is given to vary the phase gap 

duration of a biphasic stimulus in a stochastic manner, as shown in Equation 4.11. This random 

variation adds some irregularity to the stimulation signal, which reduces periodic characteristic, 

while preserving fine temporal structures. 

 

 ( ) ( )( )1 , 1 .gap j pg j pgt T Tξ ξ∈ − ⋅ + ⋅  (4.11) 

 

In Equation 4.11,  denotes uniform distribution and Tpg is the standard phase gap value (typi-

cally around 8 µs). The phase gap duration used in the current stimulation cycle is denoted by 

tgap. This value may also be limited by the CI hardware used. If ξ j  is zero, then tgap=Tpg holds 

for the whole duration of the stimulation. 

 In each cycle, the output of the coder is comprised of the following data: the identifier of 

the electrode to be activated, the amplitude of the stimulus that should be applied, and the du-

ration of the phase gap. This set of information is denoted by P. 
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Figure 4.16: SAM stimulation pattern for the utterance “choice” (presented at 65 dB SPL) gen-

erated using the default parameters (as shown in Table A.1 and Table A.2, starting 

on page 131). The electrodogram on the top shows electrical discharges for the 

whole duration of the utterance, while the plot on the bottom visualizes data for 

only 50 ms (vertical dashed lines in the top plot define the time range of the bot-

tom plot). 
 

 The presented stimulus rendering has similarities with both the CIS and N-of-M strategies 

(see section 2.2.4.1): The presented coder also works in an interleaved manner (no parallel 

stimulation of electrodes) and at a high total pulse rate (typically used in CIS strategies). But in 

contrast to CIS (and as is usual in N-of-M strategies), it selects the electrodes to be stimulated 

in its stimulation cycles. As opposed to ACE, however, each cycle in SAM consists of only one 

stimulus. This way, the destination of each stimulating pulse is determined by the SAM coder 

primarily based on the momentary output of the auditory model, complemented by the infor-

mation about the previously stimulated electrode and by the repetition penalty and randomiza-

tion settings. An example for the SAM coder output is presented in Figure 4.16. 
 

4.5 Implementation details 

Previous sections of this chapter have provided information about the SAM strategy from a 

scientific point of view. Since implementing the required software has been a significant part of 
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my work, this section is meant to reveal more details on that. Section 4.5.1 presents basic con-

cepts of the software architecture and data flow, while section 4.5.2 elaborates on the safety 

measures that have been taken to minimize the chance of injury or discomfort of implantees 

caused by the developed software. 
 

4.5.1 Software framework 

The SAM strategy has been implemented in C/C++. Current version (v2.21) of the core soft-

ware consists of approximately 13000 lines of source code (auditory model: 3300 lines, coder: 

2700 lines, interfacing with OS and CI-hardware: 7000 lines). Since we intended to use this 

software in tests with CI users, a significant part of the code was about to serve the safety of 

the test subjects. SAM has been embedded into a proprietary software framework called CIX, 

which is an acronym for Cochlear Implant eXperimental software. 

 

Input/output module
 Config parser module
Error handler module

 Sound processing module
Auditory filter bank module

Stimulus coder module

Cochlear (NIC)
DLLs

Logger
DLLs

System + other
DLLsCIX interface DLL

(with pure C interface functions)

Common.cfg
configuration file

EarMap.cfg
configuration file

Logger.cfg
configuration file

CIX.log, NreSystems.log etc.
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Sound
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Figure 4.17: Schematic representation of the architecture of the CIX-based system. Boxes 

with edgy and round corners represent human-readable text files and software 

entities, respectively. The dotted line connecting “Cochlear DLLs” to the “CI 

hardware” illustrates galvanic isolation between the PC and the stimulation 

hardware. 
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 The main concept is to keep all the functionality connected to the SAM strategy (including 

the auditory filter bank, the coder, and all related tools like sound file I/O, configuration man-

agement and error management) in a single DLL (dynamic-link library) file, which we call the 

“CIX interface”. Through this interface, all relevant SAM functions can easily be used by many 

applications from various environments. The encapsulation of the functionality has several ad-

vantages. Most importantly, in the design phase, we were compelled to consider very carefully 

what SAM-related functionality we would make available through the DLL. We ended up hav-

ing only a couple of functions (having pure C syntax) provided by the interface, which allowed 

us to test the system exhaustively and in a controlled manner from a MATLAB environment. 

See Appendix A.2 for an excerpt of the CIX interface DLL functions. 

 The CIX interface DLL solely depends on system DLLs (Windows and C++ development 

tool libraries), the Cochlear NIC (Nucleus Implant Communicator) libraries, and on the 

Log4CPlus DLL. Applications employing the CIX interface DLL, however, may have further 

dependencies. An overview of the CIX-based system architecture is shown in Figure 4.17. 

 As shown in Figure 4.17, the CIX interface DLL relies on three configuration files: the 

EarMap.cfg (short name for “ear model, CI user’s map, and session configuration”), the Com-

mon.cfg and the Logger.cfg. The first two must be present and valid to initiate any calculation or 

stimulation. 

 The EarMap.cfg is always specific to a CI user. It contains strategy fitting parameters (like 

threshold and comfort levels, pulse width, pulse rate, etc.) and may include personal informa-

tion about the user it belongs to. There is also a possibility to individualize any auditory model 

parameter via this configuration file. 

 The Common.cfg includes information about the software environment, the CI hardware to 

be used, and the default sound pre-processing parameters. In short, common configuration is 

specific to the test setup and can be left unchanged as long as the test environment remains the 

same. Sample configuration files can be found in Appendix A.4 and A.5 starting on page 136. 

 The Logger.cfg describes the requested thoroughness and format of the log. More informa-

tion on logging is provided in section 4.5.2.2. 
 

4.5.2 Safety measures 

During the implementation work, we needed to keep in mind the high expectations on safety, 

as placed in requirement R1 listed in section 4.1. Fortunately, one derivative of the centralized 

DLL concept is that if the functionality provided by the CIX interface library is safe, then all 

applications using this DLL are inherently a lot safer than otherwise. The CIX interface in-

cludes a set of measures to increase safety, and methods to determine and log the exact cause 
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of the error, if an error happens. These safety measures are listed and explained through the 

following sections. 

4.5.2.1 Emergency stop 

In spite of all precautions, testees may still encounter inconvenient auditory percepts for certain 

electrical stimuli. To ensure that the stimulation can be stopped at any time, the CIX interface 

DLL provides a function called emergencyStopAndDisconnect(). Even though the DLL is sup-

posed to be used from a single program thread, it is compiled as a multi-threaded library to en-

sure that this function can always be called. The function stops the on-going stimulation (if any) 

at the next time instance provided by the operating system (i. e., practically immediately) and 

disconnects the CI hardware. All CIX applications provide a large stop button in their graphical 

user interfaces to facilitate the emergency stop feature. 

4.5.2.2 Logger 

The CIX interface DLL and all its modules contain a sophisticated logger [Smi13]. The logger 

gets initialized with the DLL and records all important events up to the point where the DLL 

gets unloaded. We defined six distinct log levels at the beginning of the project: 
 

- Trace: is placed in the first line of each important function call (and in the last 

line of each destructor), so that the whole program run can be traced, if required. 

- Debug: is used to monitor the behavior of critical variables, which may be cru-

cial for the error-free run of the program. 

- Info: is used to inform the user or developer about entering/leaving important 

sections of the program, and providing verbose information about processes. 

- Warning: is used in "almost error" cases, from which the system can be recov-

ered safely. For example, a less important configuration entry that is missing can 

be substituted safely by a default value. In this case, a warning message will be 

logged, but the execution will not be aborted. (However, we tried to avoid the 

use of this debug level as far as possible due to the critical nature of the project.) 

- Error: is used in any software error case, which prevents the program from run-

ning correctly or safely. After encountering (and logging) an error, the program 

must be terminated in a safe way. 

- Fatal: is used if a hardware error (NIC, soundcard, I/O, etc.) occurs. After en-

countering (and logging) a fatal error, the program must be terminated safely. 
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Even though the logger does not increase safety directly, it provides information on the pro-

gram flow, which, in case of a failure, can turn to precious information to quickly resolve the 

situation. A sample logger output file (CIX.log ) is listed in Appendix A.6 on page 138.  

4.5.2.3 Exception handling and error codes 

Even though the CIX interface DLL uses strict C syntax towards the “outer world”, C++ is 

used inside it. One big advantage of C++ is its built-in capability for exception handling. Ac-

cordingly, critical sections of the CIX software (especially within the interface DLL) had been 

encapsulated into try-catch blocks. In this way, even errors that are very unlikely (memory allo-

cation error, arithmetic errors, etc.) are handled properly without endangering the stability of 

the whole system. As a result, should a critical error occur, the system can be shut down safely 

and the appropriate lines can be added to the log file. 

4.5.2.4 Configuration and data range checks 

The only way to make the CIX interface calculate stimuli and communicate with a CI hardware 

is to set up its modules beforehand. This can be done solely by assigning the configuration files. 

Each configuration file that the CIX interface opens has to pass a sequence of checks before it 

will actually be used. The following general checks are done upon opening a configuration file: 
 

- Does the specified file exist? Does it contain any characters at all? 

- Can the whole file be read into a buffer? 

- Do all the lines in the file have the required syntax? 

 

Once these checks have passed, the configuration file is parsed and the data is supplied to all 

CIX modules that are affected by the given type of configuration file. Then, the modules do 

their own checks: 
 

- Are all key-value pairs present that have no default definition in the given module? 

- Are the values plausible (within a pre-defined range)? 

- Are the values consistent with each other (e. g. pulse rate and phase width)? 

 

Only if all modules report that the passed configuration data is valid will the CIX interface al-

low the use of the given configuration file. 

 Furthermore, since the software contains a large number of mathematical operations, we 

have spent much time ensuring that the implemented calculations would not yield domain er-
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rors (e. g. logarithm of non-positive numbers) or arithmetic errors (e. g. division by zero). Criti-

cal program sections are guarded by exception handling to allow for smooth and safe termina-

tion of the program if an error should happen despite all precautions. In such a case, the log-

ging feature would help identify the origin of the error. 

4.5.2.5 Watchdog timer 

We have witnessed that certain system configurations exist (like when parts of the software re-

side on a network drive), where the link between the host software and the NIC libraries is dis-

turbed. This manifests itself in stuck function calls (e. g. never returning calls to the very impor-

tant nscStopStream() and nscGetStreamStatus() functions) when targeting an emulated L34 proc-

essor. Even though conditions have been changed to avoid problematic system configurations, 

a safety measure has been taken to prevent this kind of failure making the whole software 

framework unresponsive: A watchdog timer has been built into the CIX function responsible 

for stimulation via NIC. This timer allows the stimulation loop to take only a certain time span 

to finish. The allowed duration is calculated from the length of the stimulus sequence by adding 

a given amount of tolerance (by default 200 ms + 50 % of the duration of the sequence, the lat-

ter can be set from the Common.cfg file, see STIM_DUR_TOL key in Appendix A.5). If the 

stimulation is not finished after the given amount of time, a fatal error is logged and the CIX 

interface DLL disconnects the CI hardware and requests the application to shut down. 
 

4.5.3 Applications 

We have also developed a series of CIX applications to support testing and evaluation of the 

SAM strategy. An incomplete list of these applications along with their short description is pro-

vided below: 
 

- CIX Fitter: is a JAVA application with which the SAM strategy can easily be fit-

ted. Its look and feel is similar to those of the CI fitting software of well-known 

manufacturers. This application is the only one that can not only read but also 

edit and save an EarMap.cfg file. 

- WavStim Player: is a program written in C++. It provides a simple graphical 

user interface (GUI), where sound files can be chosen from a previously loaded 

database and streamed to the CI hardware. A special feature of this application is 

the precalculation feature: all sound files loaded in the GUI can be converted to 

SAM stimuli prior to the testing. In this way, the chosen stimulus can be streamed 

to the CI almost instantaneously, without having to wait for calculations. 
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- OLSA Player: is a C++ program providing a simple GUI to play back and 

stream any of the OLSA16 [WKK99, WBK99a, WBK99b] sentences. A further 

feature of this application is the “three word only” mode, in which only the last 

three of the five words of each OLSA sentence will be used for the stimuli. 

- OLSA Tester: is a JAVA application implementing the measurement method of 

the Oldenburg sentence test. It provides a simple GUI to control the test proce-

dure and to view the results once the test has finished. 

- Real-time Audio Slicer: is a C++ program providing a GUI and acting as a 

communication bridge between the audiologist and the CI user being connected 

to the clinical test processor (not transmitting sounds from the environment). 

The aim of this application is to monitor the input of the PC sound card con-

tinuously and to crop sentences (i. e., remove preceding and trailing silence) on 

the fly. Once a speech snippet is isolated, it gets pre-processed (high-pass filter, 

fade-in and fade-out, amplitude normalization) and streamed to the cochlear im-

plant. In that way, the audiologist (or test leader) is able to communicate with the 

CI user in “almost real-time” without having to replace the clinical sound proces-

sor with the everyday processor of the implantee. 

- Sine Sequencer: is a C++ program providing a GUI to specify sequences of 

pure tones. Duration, frequency and loudness of each tone as well as the pause 

between the tones can be specified. The parameters can also be randomized. The 

generated sequences can be played back and/or streamed to the cochlear im-

plant. 

- Auralizer: is a C++ program providing a simple GUI. With its help, wave files 

specified by the user can be turned to CI stimuli (using either the SAM or the 

ACE strategy) and then back to audio. For the latter, an acoustic simulation de-

scribed in [CBH12] is used (see also section 5.4 for more details). This application 

helps get an impression how a CI user with a given configuration may perceive 

sound. 

- Real-time Visualizer: is a C++ program providing real-time SAM calculation 

and visualization of the electrical stimuli. Its GUI allows for changing various 

auditory model and stimulus coder parameters on the fly. This application helps 

investigate many properties of SAM and is a good tool to study the effects of al-

tering the parameters of the strategy. 

                                                
16 Oldenburg sentence test (German: Oldenburger Satztest), see also page 95. 
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- Pitch Tester: is a MATLAB script to test pitch perception abilities of CI users. 

The script employs an adaptive three-alternative forced choice method to vary 

frequency and is able to use various test signals like pure tones or sung vowels. 

- Delay Tester: is a MATLAB script to find the just noticeable difference in trav-

eling wave delay by adaptively changing SAM coder parameters. The script uses a 

three-alternative forced choice method to find the smallest difference that the CI 

user perceives as different (as compared to the physiological delay that SAM in-

corporates by default). 

 

All the applications listed above depend on the CIX interface, so all of them benefit from the 

safety measures implemented in the DLL. Furthermore, all the applications do logging and ap-

pend their log entries to the log file of the CIX interface DLL. Screenshots are presented in 

Appendix A.7 starting on page 139. 
 

4.6 Fitting 

The procedure of finding the threshold and most comfortable stimulation levels for each elec-

trode is called fitting. This needs to be done with each CI recipient on a regular basis to ensure 

maximum benefit from the CI. The result of the fitting (i. e., the sum of all THL and MCL val-

ues plus other strategy parameters) is called a map. Allowedly, threshold levels of a map should 

be as high as possible but low enough to just not create auditory sensation, whereas stimuli at 

the most comfortable levels should be perceived as loud but still comfortable sounds. Depend-

ing on the subject and on the available objective measurement methods (ECAP17, EABR18, 

stapedius reflex, etc.) there may be several ways of fitting. The classical and (to date) most pre-

cise way is the behavioral one, where the clinician aims to find optimal settings based on audi-

tory sensations reported by the CI recipient. 

 

 A behavioral fitting procedure for the SAM strategy contains the following steps: 
 

1. Set all THL and MCL levels to zero and only disable faulty electrodes (if any).  

2. Pick about six electrodes (preferably evenly distributed). 

                                                
17 Electrically Evoked Compound Action Potential 
18 Electrically Evoked Auditory Brainstem Response 
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3. Find threshold levels for the chosen electrodes and interpolate THL for the others. 

Then, for the previously selected electrodes, find MCL values that correspond to 

“medium loud” percept and interpolate MCL for the other ones. 

4. Verify THL for all electrodes. Make adjustments if necessary. 

5. Verify MCL for all electrodes. Make adjustments to achieve “loud but comfort-

able” percept, if necessary. 

6. Test with real-life stimuli. Make changes if necessary. 

7. A balancing procedure may be performed to make sure that MCLs generate ap-

proximately the same perceived loudness on all electrodes. (Balancing is usually car-

ried out by stimulating four to five consecutive electrodes in turn at MCL and ask-

ing the CI user if any stimulus appears softer or louder than the others do.) 

 

The repeated adjustments to the threshold and most comfortable levels are necessary, since 

SAM may induce stronger summation effects than conventional CI strategies. This can be at-

tributed to two specific properties of SAM. First, there is no fixed channel stimulation rate, 

which means that the same electrode may be activated in quick succession. Second, SAM in-

corporates traveling wave delay, which makes the successive activation of neighboring elec-

trodes probable, which may lead to higher charge densities. 

 The fitting method described above can be carried out efficiently with the CIX Fitter soft-

ware (see Figure A.1 on page 139, please note that in the software THR and MCL are denoted 

by TL and CL, respectively). The software also supports many keyboard shortcuts and hotkeys 

to speed up the fitting procedure. 
 

4.7 Summary 

This chapter elaborated on the design, structure, implementation, and parameterization of the 

SAM strategy. Beyond posing basic requirements meant to steer own development work, a fo-

cus was placed on the two main building blocks of SAM: the auditory filter bank along with its 

multidimensional parameterization and customization, and the stimulus coder. The second fo-

cus was on the implementation of the strategy and related applications, as well as on safety 

measures that were required due to the nature of the project. Finally, yet importantly, the SAM 

fitting procedure was discussed, which is essential to actually put the strategy to work. 



 

 

 Chapter 5 
 

 

 Analysis of  the SAM signal processing strategy 
 

 

A lot of research, development, and implementation work were needed to move from a naive 

idea to the safe prototype implementation of SAM. The details of this transition were summa-

rized in the previous chapter. However, to see if the new signal processing strategy makes any 

difference, it also needed to be evaluated. 

 This chapter first elaborates on the design requirements including safety, stability, psycho-

acoustic properties, and speed of the implementation, and checks if they have been met. Then, 

section 5.2 investigates the effects of changing key parameters of the processing strategy. 

 Next, section 5.3 focuses on the simulation studies that have shed light on some of the 

strengths and potentials of SAM. 

 Subsequently, section 5.4 reviews the most important test scenario: the evaluation with co-

chlear implant users. This section first describes materials and methods including detailed in-

formation about the measurements done. Then it elaborates on the results and draws compari-

sons between the measured performance with ACE and SAM. 

 Section 5.5 presents the evaluation with normal-hearing listeners along with a newly devel-

oped acoustic simulation algorithm, which has been used in these tests. 

 Finally, the chapter provides a recapitulation of the results and a general conclusion for the 

analysis of the new signal processing strategy. 
 

5.1 Validation against requirements 

5.1.1 Safety 

We dedicated a great amount of time to make the prototype implementation of SAM safe. We 

implemented all properties proposed in section 4.1, including interruptibility and responsive-

ness of the user interface. As for the core component of the software, we developed our own 

safety measures as listed in section 4.5.1, including range checks, logging and exception han-

dling. Furthermore, we have also followed the “NIC application hazard control recommenda-

tions” listed in [Coc10b]. We did not encounter any safety problem during the tests described 

later in this chapter.  
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5.1.2 Stability 

During the development and evaluation of SAM we used a great number of various input sig-

nals and many different configurations of the system. As already addressed on page 42, some 

doubts emerged about stable operation over a large input dynamic range, considering that the 

filter bank consisted of cascaded nonlinear models of the auditory system. However, we did not 

find any irregularities regarding the stability of the auditory model embedded in SAM. 
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Figure 5.1: Calculated SAM stimulation pattern for a 3 seconds long Gaussian white noise 

signal with logarithmically increasing (0 to 1.5 s) and then decreasing (1.5 to 3 s) 

amplitude. The corresponding model loudness ranges from -10 to 140 dB SPL. 

The gray vertical lines mark the 25 to 65 dB SPL ranges, within which the CI 

signal processing strategy (excluding preprocessing and preconditioning algo-

rithms) is typically required to operate. 
 

 Still, to make sure that requirement R2 (stability over the normal hearing range of 0 to 

120 dB SPL, see page 42) is met, we have created a special test scenario, for which the SAM 

stimulation pattern is shown in Figure 5.1. During this test, a Gaussian white noise signal with 

logarithmically increasing and then decreasing amplitude is processed by SAM. The model 

loudness corresponding to the input amplitudes ranges from -10 to 140 dB SPL. Since the 

simulation is executed in one run, this test captures instabilities (if any) introduced by excep-

tionally high model loudness levels. As the resulting stimulation pattern shown in Figure 5.1 

exhibits symmetry about the t=1.5 s axis, it can be stated that the system remains stable over 

the required loudness range. 
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 Note that while the 25 to 65 dB SPL range in Figure 5.1 looks as expected, stimuli on elec-

trodes corresponding to frequencies around 1 kHz tend to dominate for input levels over 

80 dB SPL. This is not an error, but rather a characteristic feature of the auditory model em-

phasized by the coder. However, this feature would probably not be retained when inserting 

the SAM strategy into a complete CI speech processing chain. That is, because in real CI sys-

tems neither the microphone pre-amplifier nor the preprocessing algorithms (like automatic 

gain and sensitivity control) would allow for such large dynamic range. Systems from Cochlear 

typically omit signals softer than 25 dB SPL and limit loud signal parts to 65 dB SPL.  
 

5.1.3 Features (psychoacoustic properties) 

This section elaborates on the psychoacoustics properties of SAM. These are introduced by the 

auditory model and are meant to be preserved by the stimulus coder. Most of the contents pre-

sented in the remaining parts of section 5.1 and section 5.2 have already been published in 

[HCH12]. Their reuse was permitted by the coauthors.  
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Figure 5.2: Example showing the waveform (first row), the ACE coder output (second 

row), and the SAM coder output (third row) for the word “choice”. Left col-

umn shows data for the whole duration of the utterance, while the right col-

umn visualizes data for 15 ms only. While both SAM and ACE feature place 

coding, the temporal code is only present with SAM. 
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5.1.3.1 Cochlear delays 

SAM stimulation patterns show realistic hyperbolic delay characteristic, which is caused by fre-

quency specific group delays along the simulated cochlear partition. Delays range from about 

0.2 ms (most basal electrode) to about 9.1 ms (most apical electrode) using the default parame-

ters (as shown in Table A.1 and Table A.2, starting on page 131) in the presented 22-electrode 

setup. A positive side effect of these delays is to draw spectrally rich components of the input 

sound apart, so that they can be mapped better to the sequential stimulation pattern.  
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Figure 5.3: Comparison of delay characteristics of ACE, TW-ACE and SAM. Using the 

same basic parameterization (pulse rate, channel frequencies, etc.) for all three 

strategies, stimulation patterns show responses to a pulse (200 μs, 65 dB SPL). 

While ACE produces linear across-frequency delays, TW-ACE spreads the tra-

jectory of pulses over time better. SAM produces well-defined hyperbolic delay 

trajectories corresponding well to the cochlear delays of the calibrated auditory 

model. 
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See Figure 5.3 for a comparison of cochlear delays in stimulation patterns of various CI signal 

processing strategies including SAM. As shown in Figure 5.3, SAM reflects the delay character-

istics of the tuned hydromechanical model well (even though the stochastic coder adds a large 

amount of variation) and replicates physiological cochlear delays most appropriately (as given in 

[EDCS07]). For a direct comparison of the coder output of ACE and SAM for a speech signal, 

see Figure 5.2 on page 75. Cochlear delays with the SAM strategy can also be observed in e. g. 

Figure 3.1 and Figure 4.16. 

5.1.3.2 Adaptation 

Another psychoacoustic property of SAM is adaptation. It is induced by the saturating dynam-

ics of the neurotransmitter pools of the simulated IHCs and can be observed as dynamic varia-

tion in response to constant-intensity input. The effect is most pronounced upon a sudden 

change of the input signal intensity. To demonstrate this property, the amplitude of a 500 Hz 

pure tone was scaled in a way that four abrupt changes would occur during the CI signal proc-

essing. Activation of the corresponding electrode was captured (see Figure 5.4).  
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Figure 5.4: Comparison of adaptation characteristics of ACE and SAM. The intensity of a 

500 Hz pure tone is abruptly varied from 0 to 30 to 45 to 60 and back to 

0 dB SPL. The current level is captured on electrode 3, which has a characteris-

tic frequency of approx. 500 Hz. With SAM, overshoot and subsequent adap-

tation can be observed upon each input intensity change. (For the sake of bet-

ter visualization, peak selection randomness and repetition penalty have been 

turned off.) ACE does not show adaptation dynamics. 
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As expected, different current levels show up in the output for different input intensities. With 

SAM, however, every time the intensity suddenly increases there is also an overshoot, which is 

followed by subsequent adaptation to lower current levels until reaching the steady-state value. 

This phenomenon supports the detection of onsets, which can be very useful in consonant dis-

crimination. Results also show that adaptation characteristic depends on both input intensity 

and stimulation history. ACE, in contrast to SAM, does not feature adaptation effects on its 

own. In CI systems, however, it is often combined with pre-processing methods incorporating 

simple types of adaptation to improve user experience mainly in noisy environments [PBG06]. 

5.1.3.3 Compression 

In cochlear implants, compression of acoustic amplitudes is necessary to fit within the electrical 

dynamic range. Equation 4.7 on page 62 describes the loudness growth function, which is typi-

cally used for this purpose. SAM inherently includes compression due to the nonlinearities of 

the cochlear mechanics, and uses the function described in Equation 4.7 only to (almost per-

fectly) match the default loudness growth function of ACE. The achieved similarity varies 

slightly across frequencies and is presented for 1000 Hz in Figure 5.5. The plotted data was de-

termined by finding the maximum stimulation level on the corresponding electrode for pure 

tones (with 300 ms fade-in) presented at various sound pressure levels. 
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Figure 5.5: Loudness growth with SAM and ACE for a 1000 Hz pure tone at increasing 

sound pressure levels. The maximum stimulation level measured on electrode 

7 (center frequencies: approx. 1016 Hz at 55 dB SPL with SAM, and 1000 Hz 

with ACE) is plotted. For the ACE processing an LGF setting of Q=20 (see 

section 3.1.4 of [Nog08]) was used, which translates to a curve shaping factor 

of approximately ρ=416 (see section 2.2.4.1 on page 15). 
 



Analysis of the SAM speech processing strategy  79 

5.1.3.4 Phase-locking 

The tendency of the auditory nerve fibers to fire at a particular phase of the stimulating tone is 

called phase-locking. In normal hearing, it plays an important role in pitch perception and in 

fine discrimination of frequencies. It is known that in electrical hearing ANFs are capable of fir-

ing in phase with stimulation pulses. Therefore, frequency information can be transmitted by 

varying the rate of stimulation according to the pitch cues provided by the temporal fine struc-

ture. However, most contemporary CI signal processing strategies (including ACE) use con-

stant rate pulse carriers that contain no temporal information (cf. Figure 3.1 on page 33). By 

contrast, SAM is not restricted to a specific channel stimulation rate; hence, its coder is able to 

transmit temporal fine structure well: The distance between the pulse bursts on each apical 

electrode represents the fundamental frequency or its harmonics of the input signal. 

 A measure used in neurobiological studies to assess how well ANFs synchronize to stimuli is 

the synchronization index (SI). It can be calculated from the spike trains using DFT as de-

scribed in [MM00]. We have adapted this term to measure how well the fundamental frequency 

of the electrical stimuli represents the frequency of a pure tone input. A value near 1 indicates 

high synchronization to the input frequency, whereas a value of 0 means no synchronization. 
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Figure 5.6: Synchronization index trends for SAM and ACE. Higher values indicate better 

synchronization to the frequency of the pure tone input. While ACE cannot 

temporally code frequencies above 200 Hz, SAM features noticeable temporal 

coding up to frequencies well above 1 kHz depending on configuration. 

Dashed line (SAM) shows results with default parameters, while dashed-dotted 

line (SAM*) illustrates the case when peak selection randomness and repetition 

penalty are turned off. 
 

SI can be calculated based on the stimulation pattern for a pure tone with known frequency as 

follows. First, the power spectrum of the zero-mean stimulation pattern is estimated via DFT. 

The value of SI is then defined as the sum of the normalized absolute values of the frequency 
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bins that correspond to whole-number multiples of the pure tone frequency. Since the harmon-

ics of the fundamental frequency are included in the SI calculation, this measure is independent 

of the envelope of the stimulation pattern. To avoid inaccuracies in the SI calculation due to 

spectral leakage, two conditions regarding the pure tone frequency have to be fulfilled. First, it 

has to be a divisor of the stimulation rate. Second, it must be divisible by the frequency resolu-

tion of the DFT spectrum. Considering these conditions, SI values were calculated using SAM 

and ACE for pure tones with 65 dB SPL intensity, about 1 s duration, and frequencies ranging 

from 10 Hz to 4.5 kHz. Results are presented above. As shown in Figure 5.6, synchronization 

index always falls consistently with increasing input frequency. SAM locks to stimulus phase for 

frequencies up to ca. 2 kHz, which complies with knowledge about phase-locking [SLOM02]. 

This limit extends to approx. 4 kHz with peak selection randomness and repetition penalty 

turned off. In ACE, however, no considerable encoding of phase can be observed for over 

100 Hz. 

5.1.4 Speed 

As already stated in section 4.5.1, SAM has been implemented in C/C++ and embedded into 

the Fraunhofer IDMT proprietary software framework called CIX. The C/C++ based imple-

mentation appeared to be the best choice to support real-time and continuous operation. These 

latter features were meant to support mobile operation of the strategy (e. g. running it on a net-

book or a tablet PC, which can be used for at least several hours uninterruptedly). Unfortu-

nately, because of limitations imposed by the Cochlear hardware/software, this was not possi-

ble at the time of the study19. Nonetheless, we still put emphasis on meeting requirement R4 

(see page 42) to ensure that SAM can be probed in other (possibly real-time) systems with ease. 

 Using the real-time implementations of ACE and SAM, computations required to process a 

given piece of audio data take about 30 times longer with SAM than with ACE. However, the 

time required to process an input sound of linearly increasing length is also increasing linearly 

for both strategies. A comparison is presented in Figure 5.7. Calculations were done on the 

same mid-range computer (Dell Opti-Plex 760, Intel® Core™ 2 Duo processor E8500, 3.16 

GHz) under the same conditions. The two implementations (SAM and ACE) were optimized 

at about the same level for the target PC. 

 

                                                
19 In the summer of 2013, Cochlear announced a new release of the Nucleus Implant Communicator that supports continu-

ous streaming. 
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Figure 5.7: Run time (including initialization of variables and memory space of the given 

strategy, but excluding other overheads like process creation and file I/O 

times) as a function of input length.  
 

As shown in Figure 5.7, strategy initialization overheads (around 50 to 70 ms on the test PC) 

dominate for short input signals, but this would not be an issue in a system that operates in a 

real-time and continuous manner. 

 We have also looked into the distribution of relative computational times within the SAM 

strategy. The result of the profiling is presented in Figure 5.8, which immediately reveals the 

most important targets for optimization: the building blocks of the auditory model. See sections 

6.1.2, 6.1.4, and 7.1.2 for further information on this issue. 

 

 
Figure 5.8: Relative computational times (excluding framework and other overheads) of 

the main building blocks of SAM, with default parameters. 
 

5.2 Effects of changing coder parameters 

In addition to the individually fitted physiologically induced parameters like THLm and MCLm 

there are several parameters in SAM that significantly affect coder behavior and may, thereby, 

affect perception. The next subsections illustrate how the stimulation pattern changes as an ef-

fect of varying three of those parameters, namely TPR, ξ p  and Rm. 
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5.2.1 Pulse rate 

One of the key parameters in SAM is the total pulse rate. Lower rates allow for longer phase 

widths, through which the same charges can be delivered employing lower electrical currents. 

In contrast, higher rates enable the coder to map temporally high-resolution parts of the audi-

tory model output to the CI electrodes better. CI users seem to have their preferred stimulation 

rate for any given strategy, which may have various physiological reasons. A typical total pulse 

rate with the ACE strategy is 9000 pps, which we have adopted as default TPR for SAM. In 

Figure 5.9, direct comparisons of SAM and ACE stimulation patterns for lower (7200 pps) and 

higher (14400 pps) rates are given. 
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Figure 5.9: Comparison of coder outputs (first row: ACE, second row: SAM) for a short 

snippet of the word “choice” for total pulse rates of 7200 and 14400 pps (left and 

right columns, respectively). For a clearer view, only the discharges of the 11 most 

apical electrodes are shown. With SAM, cochlear delays and phase-locking effects 

are preserved over various total pulse rates. The amount of temporal information 

provided by ACE does not remarkably increase with higher rates. 
 

During the ACE calculations with various total pulse rates, the number of peaks selected in 

each stimulation cycle was kept at 10. Note that the panels of the right column of Figure 5.2 

can be used as reference with default parameter values. Figure 5.9 confirms that the fundamen-

tal structure of the stimulation pattern is stable across various stimulation rates for both strate-

gies. With SAM, cochlear delays and phase-locking, though less precise, remain present at lower 

rates like TPR=7200 pps. 
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5.2.2 Peak selection and repetition 

The other two parameters fine-shaping the stimulation pattern are peak selection randomness 

and repetition penalty. The former can enable less dominant spectral components to be coded, 

while the latter controls the likelihood of stimulating through the same electrode in two con-

secutive cycles. The two parameters are connected to some degree, since the peak selection can 

be more random if repetition is disallowed. 

 Figure 5.10 shows a comparison for two distinct settings. ξ p=0 and Rm=0 (Figure 5.10 , 

left), and ξ p=0.2 and Rm=40 dB (Figure 5.10, right) represent deterministic and stochastic op-

erational modes of SAM, respectively. Panels of the right column of Figure 5.2 can, again, be 

used as a reference with default parameter values. Note that with Rm=0 electrodes are often se-

lected in consecutive stimulation cycles (highest momentary magnitude always “wins”). In the 

other case, no electrode is active in two successive cycles and the variance of the stimulation is 

much larger. 

 Since every CI electrode addresses hundreds or even thousands of neurons (depending on 

the individual configuration and circumstances), the reality (and hence the best configuration of 

SAM) may lie between the two depicted cases: A single neuron will never be able to fire con-

tinuously as a result of electrical stimulation, but a plurality of neurons –in total– might be. 
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Figure 5.10: Comparison of SAM stimulation patterns for a short snippet of the word 

“choice” with different peak selection randomness and repetition penalty set-

tings. Left: ξ p =0 and Rm=0, right: ξ p =0.2 and Rm=40 dB. For a clearer view, 

only the discharges of the 11 most apical electrodes are shown. While in the 

first case (left) the same electrodes are often selected in consecutive stimulation 

cycles, in the other case case (right) no electrode is active in two successive cy-

cles. 
 

Conclusion 

It seems that with SAM, aspects of normal cochlear processing that are missing in common 

strategies can be replicated by the auditory model and preserved by the stimulus coder. This 

holds for a broad range of key parameter settings. 
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5.3 Computational evaluation 

Beyond the evaluation work presented in sections 0 and 5.2, additional aspects of SAM have al-

ready been explored and studied, of which two will be outlined here: Model-based estimation 

of speech reception threshold and simulations to explore horizontal-plane sound source local-

ization ability with SAM. Please note that most of the contents presented in the subsections of 

5.3.1 and 5.3.2 have already been published in [HFHK11] and [HCK11], respectively. Their re-

use was permitted by the coauthors. 
 

5.3.1 Evaluation with a model of the human auditory speech processing 

Traditional cochlear implant coding strategies (like ACE) present some information about the 

waveform or spectral features of the speech signal to the electrodes. However, neither of these 

approaches takes the cochlear traveling wave or the auditory nerve cell response into account, 

though these are given in acoustic hearing. To predict if the use of SAM would make a differ-

ence, we have compared the simulated electrical output of the SAM and ACE strategies by em-

ploying a modified version of the Hamacher model [Ham03] of the electrically stimulated audi-

tory system. The model consisted of an auditory nerve cell population and included effects of 

the current spread and spatial and temporal integration (forward masking). The nerve cells gen-

erated pulses as action potentials in dependence on the spatial and temporal properties of the 

electric field produced by the electric stimuli. This model in combination with a dynamic time 

warping (DTW) speech recognizer was used to predict CI user performance in terms of speech 

intelligibility (with an approach similar to that proposed by Jürgens et al. [JFM+10]) for both 

coding strategies. The model is described in detail by Fredelake [Fre12]. 

5.3.1.1 Materials and methods 

A model of the electrically stimulated auditory nerve by Hamacher [Ham03] has been adapted. 

Electric pulses, encoding a speech signal with a simulated CI, are multiplied with a spatial cur-

rent function modeling the current spread inside the cochlea. A population of auditory nerve 

cells, which are based on the leaky-integrate-and-fire model, generates spikes, which are further 

processed to internal representations by modeling convergence and adaptation. An overview is 

presented in Figure 5.11. The model includes parts of both the peripheral and central auditory 

processing, which are abbreviated as PAP and CAP, respectively, throughout section 5.3.1. The 

joint model of auditory processing (PAP+CAP) will be referred to as MAP. 
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Figure 5.11: Overview of the model of auditory processing. Adapted from [Fre12]. 
 

 In order to simulate different neural degeneration, the number of auditory nerve cells (NC ) 

is decreased, while the variable (λC ) of the spatial current function (i. e., current spread, see also 

Equation 5.1 on page 89) is increased in a way that the total number of action potentials (APs) 

is kept constant for a given input current amplitude. For the threshold current level, the total 

number of APs was arbitrarily set to approximately 30 and for most comfortable level to 300, 

respectively. The PAP model configurations used in this study are listed in Table 5.1. 

 

Table 5.1: Configurations of the model of auditory processing. 

Configuration v1 v2 v3 v4 v5 v6 

NC 10000 5000 2500 2000 1000 500 

λC 0.25 mm 0.5 mm 1 mm 1.33 mm 2.5 mm 5 mm 

 

 For the speech reception threshold (SRT) estimation, the OLSA corpus [WKK99, WBK99a, 

WBK99b] in combination with stationary noise (“OLnoise”, included in OLSA) is used with a 

limited vocabulary (50 words). The background noise level is fixed at 65 dB SPL and single 

words are mixed with OLnoise with SNRs ranging from -15 to 25 dB in 5 dB steps. For each 

word and each SNR the internal representations (INRs) are calculated via MAP. Afterwards, 

the INRs are classified with a dynamic time warping algorithm and therefrom the speech intel-

ligibility function with the parameters SRT and slopes is calculated. The DTW speech recog-

nizer has a speech memory consisting of pre-calculated INRs, called response alternatives. For 

every input word, it calculates the “perceptive distance” between the unknown INR and each 
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response alternative. A multiplicative internal noise (σ int ) simulates limited resolution (“cogni-

tive factor”). An overview is presented in Figure 5.12. 
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Figure 5.12: Overview of the system used for the evaluation with a model of the human auditory 

speech processing. 
 

5.3.1.2 Results 

The outcomes of the simulation study in terms of the modeled SRT and of speech intelligibility 

versus SNR is summarized in Table 5.2 and in Figure 5.13, respectively. 

 

Table 5.2: Modeled SRT values (in dB SNR, lower is better) with OLSA for various model con-

figurations, strategies and standard deviations σ int  of the internal noise. SRT values 

with gray background color indicate cases where the ACE strategy performed better. 

σ int =0 σ int =0.15 σ int =0.25 σ int =0.35 Model  
configuration ACE SAM ACE SAM ACE SAM ACE SAM 

v1 -1.6 -1.9 -1.9 -2.1 -2.0 -2.2 -1.7 -1.6 

v2 -1.7 -1.9 -2.1 -2.2 -2.0 -2.4 -1.3 -1.8 

v3 -2.9 -2.5 -2.9 -2.9 -1.8 -2.7 0.6 -1.2 

v4 -3.3 -2.9 -3.0 -3.0 -1.7 -2.5 2.1 0.1 

v5 -3.9 -3.3 -2.8 -3.1 1.0 -1.2 10.1 7.0 

v6 -4.4 -3.6 -1.1 -2.5 10.2 8.6 25.2 28.2 

 

Table 5.2 reveals for both strategies increasing SRTs with increased σ int . The SRT increases 

with decreased cognitive performance especially in model configurations with few auditory 

nerve cells. Values with gray background color indicate lower SRTs for ACE in comparison to 

SAM, which means that ACE outperforms SAM in those cases. 
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Figure 5.13: Modeled speech intelligibility with OLSA plotted against the SNR for various 

model configurations and σ int =0.3. 
 

However, differences are only little in most cases. Nevertheless, σ int =0.35 led to lower SRTs 

for SAM than for the ACE strategy in model configurations v2–v5. Model configuration v6, 

however, could not be well fitted, because the SRT exceeded the highest SNR of 25 dB. 
 

Conclusion 

SAM is expected to mimic normal hearing processes in a more realistic way than the ACE 

strategy does. Still, the modeled SRTs show only little differences between the performance of 

SAM and ACE. With increasing internal noise (worse simulated cognitive condition), however, 

SAM outperforms ACE, especially in model configurations with fewer auditory nerve cells. 

Further investigations (not presented here, but included in [HFHK11]) show that while the two 

strategies deliver about the same amount of place pitch cues, SAM provides more temporal 

pitch cues, which may also contribute to better speech and pitch perception. 
 

5.3.2 Simulation of sound source localization performance in bilateral use 

Sound source localization capability of cochlear implant (CI) users has been a popular research 

topic over the past few years, because it has both social and safety implications. While it is 

widely accepted that unilateral implantation (witout contralateral hearing) does not provide 

enough information for localizing sound sources, conditions, algorithms and their parameteri-

zation for the best performance in the binaural case are still a focus of current research. 

 While bilateral cochlear implantation is offered to a growing number of individuals, not all 

bilaterally implanted CI-users are fully satisfied. One possible cause for the dissatisfaction is the 

missing ability to localize sound sources reliably. The trend is to use <1 kpps channel stimula-

tion rate and ≤9 kpps total pulse rate with n-of-m strategies like ACE, which, in fact, allows for 

only very limited localization performance based on temporal cues, as shown e. g. in 

[HWSB10]. Furthermore, the most common (and generally only) aim of CI fitting is to yield 
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better speech perception rates. Still, most bilateral recipients can localize sound sources to some 

extent, but only few can localize well [GAR+07, SBF04]. 

 The primary goal of this study is to evaluate horizontal-plane localization with the SAM 

strategy, taking only interaural time differences (ITDs) into account. These have long been 

deemed unusable by CI recipients, but recent studies (see e. g. [DM10]) suggest otherwise. Fur-

thermore, factors responsible for fair or poor localization ability with SAM are explored, and a 

performance-comparison between SAM and ACE is given. Full details can be found in 

[HCK11]. 

5.3.2.1 Materials and methods 

This section describes the design of the experiments done for this study. The framework for 

the tests was built in MATLAB; calculations were done under Linux on a Dell Precision Work-

Station 490. An overview of the processing steps is presented in Figure 5.14. 

 

auralization +
SNR adjustment

model of
current spread

extraction of 
binaural cues

model of
current spread

CI strategy
left

CI strategy
right  

Figure 5.14: Overview of the system used for the evaluation of sound source localization per-

formance in a bilateral simulation. 
 

 Test sounds 

 Two distinct test sounds are used: a speech recording and a noise signal. Both test sounds 

are sampled at 16 ksps with 16-bit resolution and are normalized to 0 dB FS peak value. The 

speech recording is a 1.34 s long part of a randomly picked wave file from the DARPA TIMIT 

Acoustic-Phonetic Continuous Speech Corpus [LKS86, ZSG90], where a male speaker utters 

“to open the store by eight” (TIMIT file train/dr4/mbma0/sx232, 0.77-2.11 s). This test signal 

will be referred to as the Timit signal. The noise signal is very similar to that used by Seeber and 

Fastl [SBF04] in their localization study. It contains 15 white noise pulses (pulse duration is 

25 ms with 2 ms linear fade-in and fade-out) divided into 3 groups (pause between groups is 

65 ms, pause between pulses within a group is 35 ms). This signal will be referred to as the 

Pulses signal. 
 

 Auralization and SNR adjustment 

 Auralization is done via the fast image method described by McGovern [McG09]. The dis-

tance between the sound source and the microphones (i. e., simulated ear positions) is fixed at 
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3.0 m. Reverberation conditions are listed in Table 5.3. RT60 and STI mean reverberation time 

and speech transmission index [SH80], respectively. The former is the time required for reflec-

tions of the direct sound to decay by 60 dB, whereas the latter is a well-established objective 

measurement predictor of how well a listener may understand speech using the given transmis-

sion channel. STI may vary between 0 (bad) and 1 (excellent). STI values presented in Table 5.3 

were calculated for the Timit signal at 65 dB SPL presentation level after applying the given re-

verberation effect.  

 The added noise of the SNR adjustment step can be white noise (WN) or babble noise re-

corded at a train station (TS). Possible SNR settings are 5 dB, 20 dB and clean (no noise at all). 

 

Table 5.3: Summary of reverberation conditions and related parameters. 

Referred to as Anechoic Office Corridor 

Simulated 
environment 

original room 
of recording 

furnished 
office 

narrow 
corridor 

RT60 70 ms 220 ms 530 ms 

STI 0.986 0.96 0.467 

 

 CI strategy 

 The CI strategy used can be ACE or SAM. Tested channel stimulation rates of ACE are 

720, 900, 1200, 1800, 2400, 3200 and 3500 pps, and the number of selected spectral peaks (N) 

is varied between 1 and 8. During comparisons, SAM’s total stimulation rate is always picked to 

be equal to that of ACE. 
 

 Current spread model 

 A simple model of current spread is used to simulate the electrode-to-nerve interface by ap-

proximating the excitation along the cochlea (as shown in Nog08). An exponential decay func-

tion models the current density in the proximity of a stimulating pulse: 

 

 ( ) ( ) ,CX n x /
nJ x e λ− −=  (5.1) 

 

where n is the number and X(n) is the position of the stimulating electrode, x is the position 

on the cochlea where current density is to be measured, and λC represents the extent of current 

spread. Parameters x , X(n) , λC  are measured in millimeter. Settings for current spread extent in 

this study are 0 (no current spread), 0.5 mm and 2.0 mm. 
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 Extraction of binaural cues and statistics 

 The localization itself happens through generalized cross-correlation (GCC), using 30 ms 

window size, without overlapping. Mean and standard deviation of the localized degrees per 

window are calculated for each test file and used for further statistics. For each sound source 

position, the difference between the measured mean direction and the real direction is evalu-

ated as the mean error. Similarly, the magnitude of the standard deviation over a test file reveals 

whether the localization has high certainty or high ambiguity. 
 

 Electrodograms 

 In this study, the output of the cochlear implant speech processing algorithms is always 

stored in the same matrix format, where the y dimension represents the CI electrodes, and the 

x dimension provides the time slots for possible pulses at the given total stimulation rate. (The 

matrix storage format ignores pulse-specific information like pulse shape, pulse width, and 

phase gap, but they are assumed to be identical among the strategies to be compared.) An ACE 

vs. SAM comparison is presented in Figure 5.15. It can be seen that due to the strict stimulation 

regime, most electrode channels of ACE contribute only little to the ITD-based binaural cues. 
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Figure 5.15: Electrodograms showing 45 ms of the CI stimulation patterns for the utterance 

“choice”. The source was lateralized 65 °. (Other conditions: Anechoic room, no 

added noise, TPR=9 kpps, λ=0, specific to ACE: N=10, CSR=900 pps.) 
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5.3.2.2 Results 

This section presents the most important outcomes of the study. These are all based on the as-

sumption that left and right CI processors are perfectly synchronized (which today is typically 

not the case). Estimations of the effects of missing synchronization to the localization per-

formance are presented at the end of this section. 

 Localization performance can be best characterized by the error between the real and the lo-

calized directions of the sound source. Measured discrepancies for a predefined set of angles 

within a quadrant of the localization plane are used to yield a performance measure related to a 

specific setup. Figure 5.16 shows such comparisons between ACE and SAM. 

 In Figure 5.16, the central marks of the boxes indicate the medians. The 25th and 75th per-

centiles are represented by the bottom and the top edges of the boxes, respectively. The whisk-

ers extend to the extreme data points, which are not yet considered outliers. Outliers are at least 

1.5 interquartile ranges away from either end of the box. These are the default conventions re-

garding box-whisker plots all through this thesis. 

 The Shapiro-Wilk [SW65] test was run on groups of the results to be compared. It indicated 

for several groups that the data varied significantly (α=0.05, p<0.001) from the pattern ex-

pected if it was drawn from a population with a normal distribution. Therefore, the non-

parametric Wilcoxon two-sided rank sum test [Wil45, MW47] was employed to check subsets 

of the results for significant differences.  
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Figure 5.16: Box-whisker plots of absolute localization errors for signals played back from a dis-

tance of 3 meters at angles [5 °, 10 °, …, 90 °]. Current spread λC was set to 0.5 mm. 

For ACE, N=8 was fixed. 
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The null hypothesis was that compared data sets were independent samples from identical con-

tinuous distributions with equal medians, against the alternative that they did not have equal 

medians. Figure 5.16 presents the most influential effects on localization performance: pulse 

rate, amount of reverberation, noise level, and the type of the sound to be localized. 

 As expected, higher pulse rates allow for better resolution of ITDs, thus leading to smaller 

localization errors. Sound source localization using the ACE strategy at a channel stimulation 

rate of 900 pps (TPR=7200 pps) is practically impossible. There is a statistically significant dif-

ference (see p-values in Figure 5.16)20 between the results obtained at TPR=7200 pps and at 

any other listed pulse rate. By contrast, the SAM strategy is barely affected by the pulse rate (at 

least within the tested boundaries). At each of the presented total pulse rates there is a signifi-

cant difference (p=0.004 at TPR=19200 pps and p<0.001 in all other cases)20 between the re-

sults obtained with ACE and SAM. 

 Reverberation and noise have similar effects on SAM as on ACE, but the magnitude of deg-

radation is generally smaller with SAM. Between the reverberation conditions Anechoic and Of-

fice there is only 0.026 difference in STI (and 150 ms difference in RT60), but, there is a signifi-

cant difference (see p-values in Figure 5.16)20 in the medians of the absolute localization errors 

measured in the two virtual environments. Raising the reverberation to the Corridor level results 

in further increase of errors. Though the medians of the localization errors in the presence of 

reverberation or noise seem smaller with SAM than with ACE, the Wilcoxon test rates the dif-

ference between the groups not great enough (α=0.05) to exclude the possibility that the dif-

ference is due to random sampling variability. That is, from the statistical point of view, ACE 

and SAM perform similarly bad under heavy noise or reverberation. 

 As for the effect of the choice of signal to be localized, the SAM strategy works similarly 

well with both the speech signal (Timit ) and the pulse bursts (Pulses ), whereas ACE performs 

significantly (p<0.001)20 worse with Pulses. 

 The amount of current spread (at least the three settings tested) shows little to no effect on 

the localization performance (neither with ACE nor with SAM).  
 

 Asynchronous processors 

 Because of the block-by-block processing in ACE, the lag between the (unsynchronized) left 

and right processors may exceed one millisecond. This leads to huge ITD-based localization er-

rors. The filter bank in SAM is based on the time domain simulation of the auditory system and 

processes input sound on a sample-by-sample basis. This method yields a maximum lag-range 

                                                
20 The test rejects the null hypothesis of equal medians at the 5% significance level with the given p-value. 
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of ±½·TPR -1 seconds (about ten times shorter than in ACE), which leads to less localization 

errors even in unsynchronized systems. 

 However, a general problem with unsynchronized CI processors is as follows. Given that 

the internal clock speed of the two CI devices differ only a little, the direction of a fixed sound 

source may be perceived as continuously changing in a slow and periodical manner. This ever-

changing percept of the sound direction may eventually lead to ignoring ITDs at neural level. 
 

Conclusion 

This study has shown that horizontal-plane localization of sound sources works well with SAM 

over a wide range of SAM’s possible parameterization. The amount of cues for ITD-based lo-

calization preserved by SAM clearly exceeds that preserved by ACE, when compared using the 

same total pulse rate. Noise and reverberation seem to have less negative impact on the local-

ization performance with SAM, but the difference is not significant. Furthermore, if the CI 

processors are not synchronized, time-domain filtering and sample-based processing in SAM 

makes the lag between the left and right devices less critical. 

 Nevertheless, these results are based on computer models and simulations thus completely 

ignoring real-world details as well as intraindividual differences in CI subjects. 

 

5.4 Evaluation with cochlear implant users 

In cooperation with the Cochlear-Implant Rehabilitationszentrum Thüringen (Erfurt, Ger-

many) and with Cochlear Ltd., SAM was also tested in a pilot study with a group of five CI us-

ers. We investigated speech perception in quiet and in the presence of noise or reverberation, 

pitch discrimination abilities (for pure tones and sung vowels), and consonant discrimination. 

We also asked for subjective quality rating of speech and music snippets. Tests were repeated 

with the everyday strategy of the implantees and results were compared. Additionally, cognitive 

and linguistic skills were assessed, irrespective of hearing capabilities, by means of the visual 

text reception threshold test. Please note that most of the contents presented in this section 

have already been published in [HCK+14]. Their reuse was permitted by the coauthors. 
 

5.4.1 Materials and methods 

5.4.1.1 Subjects 

Five post-lingually deafened adult CI users participated in the study. They were all native speak-

ers of German and had at least two years of CI experience at the commencement of the study. 

Every subject had a Nucleus Freedom implant with a Contour Advance electrode together with 
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a Freedom sound processor from Cochlear. ACE was the everyday strategy of all study partici-

pants. More detailed demographic information is presented in Table 5.4. Bilateral (CI in both 

ears) users were tested only unilaterally by ignoring the later implanted side. Bimodal (CI in one 

ear, hearing aid in the other) users were tested exactly as unilateral implantees, since stimuli 

were streamed directly without the signal actually being played back aloud (see also section 

5.4.1.5 on page 98). 

 

Table 5.4: Subject demographics. Deaf denotes the duration in years the subject has spent un-

aided with practically zero bilateral speech intelligibility. CI shows amount of years 

since the first CI fitting. CSR and N denote the ACE parameters channel stimula-

tion rate and number of selected spectral peaks, respectively. 

Subject 
Age 
(yr) 

Deaf 
(yr) 

CI 
(yr) 

Most probable cause of 
hearing impairment 

Lateralization
CSR 
(pps) 

N 

S1 37 3 4 Circulatory disorder Bimodal 900 11 

S2 70 1 5 Genetic Unilateral 900 9 

S3 69 15 2 Diphtheria Bimodal 900 8 

S4 50 1 5 Genetic / Traumatic Bilateral 1200 10 

S5 27 3 13 Meningitis Bilateral 900 8 
 

5.4.1.2 Fitting 

All subjects were fitted with the SAM strategy as described in section 4.6 on page 71 at three 

different total pulse rates. After some exercise with each of these maps, every participant de-

cided individually on which one to keep. Interestingly, all participants chose a map with a total 

pulse rate higher21 than that of their everyday ACE map. For all presented ACE-SAM compari-

sons the chosen SAM map and the latest individual clinical ACE map was used. 

5.4.1.3 Tests 

Since as much as 10 hours per subject were allocated for fitting and testing (divided into five 

sessions), the performance of the implantees could be measured in various ways with a number 

of tests as follows. All comparative tests (ACE vs. SAM) of a given category were conducted 

on the same day, but separated by a 15-minute break. 
 

 Speech intelligibility in quiet 

 Speech intelligibility in quiet was planned to be assessed by means of the Freiburg monosyl-

labic test (German: Freiburger Einsilbertest [Hah53]). However, the first few tests with two sub-

                                                
21 In average about 60% higher. 
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jects indicated saturation of results (using both ACE and SAM), so that a meaningful compari-

son could not have been done. Therefore, this test was aborted. 
 

 Speech intelligibility in noise 

 Speech intelligibility in speech-shaped noise was assessed with the OLSA test [WKK99, 

WBK99a, WBK99b]. The Oldenburg sentence test is a well-established sentence test in Ger-

man language using the 50 % speech reception threshold scheme. The sentences are composed 

in a random fashion but always with the same structure (name, verb, numeral, adjective, object). 

The testee hears a five-word sentence with added noise and then repeats as much of the words 

as possible. Depending on the number of correctly recognized words, the level of the noise 

may be changed. The noise eventually reaches a level at which the subject is able to understand 

and quote two and a half words in average. 

 After only 20 sentences (about 4 minutes), the 90 % confidence region of the measured SRT 

value is shown to be ±0.82 dB [KLW+11]. The words are taken from a database (10 words per 

category), the modest size of which is responsible for some proven learning effects up to 2 dB 

after 120 sentences [WBK99b]. Despite that, the test-retest stability of SRTs has been shown to 

be high (0.7 dB) and learning effects to be low when using two training lists before testing 

[HHM+12]. 

 We used two lists (one without and one with noise) for training purposes first and then pre-

sented 22 sentences in average to measure the SRTs. 
 

 Speech intelligibility in simulated reverberant environments 

 We also tested speech intelligibility in simulated reverberant environments using clean but 

reverberated OLSA sentences with four distinct magnitudes of reverberation. Twenty sen-

tences were played back for each reverberation setting and the subject was asked to repeat 

them. The percentage of correctly repeated words was computed, whereas the first two words 

(of five in each sentence) were ignored, because these were not fully covered by reverberation, 

i. e., masked by reflected sounds. 

 

Table 5.5: Summary of reverberation conditions and related parameters. 

Configuration Reverb-1 Reverb-2 Reverb-3 Reverb-4 

Simulated 
environment 

large 
living room empty office train station 

wide stairwell 
(concrete walls)

RT60 935 ms 1440 ms 1380 ms 2700 ms 

STI 0.988 0.897 0.745 0.467 
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 Reverberation conditions are listed in Table 5.5. STI values were calculated for the same 

(randomly selected) OLSA sentence at 65 dB SPL presentation level after applying the given 

reverberation effect. (For more information on STI see page 89 of section 5.3.2.1.) 

 

 Pitch discrimination thresholds with pure tones and sung vowels 

 We also measured pitch discrimination thresholds for pure tones and two sung vowels (an 

open central unrounded vowel with the IPA22 notation “Λ”, and a close front unrounded 

vowel wit the IPA notation “iː”). We measured in an adaptive three-interval three-alternative 

forced-choice (“3I-3AFC”) procedure using the 1-up 2-down paradigm (see [Lev71]). Each 

presented sequence consisted of three tones (two identical reference and an odd one, each 

600 ms long) separated by 400 ms pause. The F0-distance between the differing and the refer-

ence tones was varied adaptively with a quantization of one semitone. Frequencies (or funda-

mental frequencies in the case of sung vowels) of the tones, as expressed in notes, were deter-

mined to be symmetrical around the centre of the valid range for the given test variant (see 

Table 5.6). The initial distance was six semitones. The intensity of each tone was randomized 

by ±3 dB to reduce any unwanted effects of loudness variations on the subjects’ ranking of 

pitches. Subjects were instructed to ignore loudness variations, if they perceived any. The task 

was to identify the tone that was different in pitch (“odd-one-out”), without having to tell 

which one was lower or higher in frequency. The discrimination threshold was then computed 

for each test tone type. 

 

Table 5.6: Summary of conditions for the pitch discrimination test. 

Tone class 
Pure tones 

(C5) 
Pure tones 

(C6) 
Pure tones 

(C7) 
Female sung 
“Λ” and “iː” 

Male sung 
“Λ” and “iː” 

Range 
 C4 (262 Hz) – 
C6 (1046 Hz) 

 C5 (523 Hz) –
C7 (2093 Hz) 

  C6 (1046 Hz) –
C8 (4186 Hz)  

  C4 (262 Hz) – 
F5 (698 Hz)  

  G2 (98 Hz) –
A#3 (233 Hz) 

Center 
of range 

C5 (523 Hz) C6 (1046 Hz) C7 (2093 Hz) G#4 (415 Hz) D#3 (156 Hz) 

 

 Vandali et al. used sung vowels for pitch discrimination tests in an earlier study [VST+05] 

because of their relation to tonal languages. Won et al. states that for a pitch test very similar to 

ours the test-retest reliability was demonstrated to be good (intraclass correlation coefficient 

0.85) [WDKR10]. 
 

                                                
22 International Phonetic Alphabet 
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 Consonant discrimination 

 We also assessed the discrimination ability of four consonant pairs (b/p, m/n, n/l, and k/t) 

using German minimal pair words. In each trial, either two similarly sounding (example in Eng-

lish: bark/park) or two identical words were played back in a sequence. There were 15 trials per 

consonant pair. The subject was asked to tell if the two words were the same or not. Percentage 

of correct answers was computed for each consonant pair. 
 

 Subjective quality rating 

 We also asked participants to rate the quality of speech and music in a double-blind experi-

ment. A small inventory of five high-quality recorded sentences (three spoken by a female and 

two by a male colleague of the Cochlear-Implant Rehabilitationszentrum Thüringen, Erfurt, 

Germany) and five music snippets (each between 10 and 30 seconds long, from The Beatles, 

Brahms, Dire Straits, Spieltrieb [ST14], and Suzanne Vega) was prepared. 

 Our first approach was to play back the items in a random order (processed by either ACE 

or SAM) and ask the subjects to judge and score 18 pre-defined attributes (like warm, bright, 

strong, rough, firm, etc.) thus leading to a mean opinion score. However, the first tests made it 

clear that this kind of questioning was too complicated for the subjects. This was probably be-

cause subjects were not familiar with most of the attributes listed. 

 In the alternative approach a PC program shuffled an item, which was then played back 

twice (once with each CI strategy, the order of which was randomized). The subject’s task was 

to express his or her preference for either the first or the second one. A neutral response was 

also possible. Subjects were instructed to pay attention to clarity, naturality and in case of 

speech to intelligibility. The test ended as soon as all items were played back once. The pre-

ferred strategy for speech and music was then determined for each subject by counting prefer-

ences and comparing the number of them. 
 

 Text reception threshold 

 The text reception threshold (TRT) test, developed by Zekveld et al. [ZGK+07], is a visual 

analogue of the widely used speech reception threshold test [PM79]. TRT “enables the quanti-

fication of modality-aspecific variance in speech-in-noise comprehension to obtain more in-

sight into interindividual differences in this ability” [ZGK+07]. Meaningful use of TRT as a 

cognitive test has been demonstrated in several studies (see e. g. [BZK+12, HHM+12]) and 

Zekveld et al. found its test-retest reliability to be acceptable with an intraclass correlation coef-

ficient of 0.74 [ZGK+07]. 
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 In our testing, the idea was to check whether TRT results (as a measure of cognitive and lin-

guistic skills irrespective of hearing capabilities) would be in line with SRT results. Subjects had 

no known visual problem (by self-report) that would have deteriorated their reading capabili-

ties. Participants started with two training lists in which the sentences were masked with dots or 

periodic bars, and the degree of masking was fixed at 15 %. The results of these were discarded. 

The actual measurement of the TRT took about 10 to 15 minutes and consisted of three differ-

ent lists (20 sentences each) combined with three different maskers [HHM+12] as shown in 

Figure 5.17. For better visual comparability, TRT results are listed together with the measured 

SRT values in Table 5.7 on page 99. 

 

 

 

 
Figure 5.17: Three types of masking used in the TRT test. (From top to bottom: 

random dots, periodic bars, and random bars.) 
 

5.4.1.4 Assessment procedure 

Within five sessions (each 90 minutes plus breaks), all tests were conducted with each partici-

pant using both the ACE and the SAM strategies. Subjects were provided a SAM-processed 10-

minute excerpt of an audio book (Paulo Coelho's The Alchemist, in German language) prior to 

the measurement blocks (but at most once per session) to get accustomed to the new strategy. 

The text of the novel was available in printed form so that CI users could read along. Except 

for the duration of fitting and initial practice with SAM, subjects were blinded to the choice of 

processing strategy used in any test. As already mentioned on page 97, the subjective quality as-

sessment procedure was even double blinded. 

5.4.1.5 System setup 

The Nucleus Implant Communicator (NIC) version 2 from Cochlear [Coc06, SM06] was em-

ployed to stream the stimuli directly from the PC to the CI. All computer programs developed 

and used during this study were able to process sounds by both the ACE and the SAM strategy 

(cf. section 4.5.1). This way, switching between strategies was easy for the operator and without 

attracting subjects’ attention. 
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5.4.2 Results 

This section summarizes the results of the tests listed in section 5.4.1.3. Nevertheless, before 

looking into the specific categories, one particular outcome needs to be emphasized: even 

though the stimulation patterns of ACE and SAM differ radically (cf. Figure 5.2 on page 75), 

every subject demonstrated good speech perception with SAM after only two to three minutes 

of use. Three of five subjects expressed acceptance of the new strategy after about 30 minutes 

of listening with it. This outcome is particularly important considering that CI users often re-

quire several weeks to get accustomed to a new strategy. 

5.4.2.1 Tests based on the OLSA corpus 

The standard OLSA test revealed that implant users S4 and S5 (already high-performer with the 

ACE strategy, i. e., OLSA SRT < 0 dB) could not benefit from switching to the SAM strategy in 

terms of speech intelligibility in speech-shaped noise [WKK99]. For the other three subjects 

(having about 10-15 dB worse speech reception thresholds using ACE than S4 and S5) the 

switch to SAM contributed to better SRTs. Results based on the reverberant OLSA corpus 

show similar trends: S4 and S5 did not gain performance with SAM, while the other three sub-

jects achieved slightly better scores in at least two tests. For detailed results, see Table 5.7. 

 

Table 5.7: Results of tests with the OLSA corpus. The first row shows speech reception thresh-

olds (in dB SNR, lower is better) measured with the standard OLSA test procedure 

with speech-shaped noise. Rows two to five show percentage of correctly identified 

words of reverberant OLSA sentences at four fixed reverberation magnitudes (higher is 

better). Cells with gray background denote cases where the ACE strategy performed 

better. The last three rows show text reception thresholds (in degree of masking in per-

cent, higher is better) measured with three kinds of maskers (random dots, periodic 

bars, and random bars, respectively). 

S1 S2 S3 S4 S5 Test  
configuration ACE SAM ACE SAM ACE SAM ACE SAM ACE SAM

SRT (Standard) 4.9 dB 1.9 dB 6.3 dB 5.2 dB 10.9 dB 7.6 dB -5.9 dB -3.6 dB -4.1 dB -2.3 dB

Reverb-1 85 % 91.7 % 86.7 % 86.7 % 55 % 80 % 100 % 96.7 % 100 % 100 %

Reverb-2 83.3 % 80 % 75 % 81.7 % 51.7 % 48.3 % 100 % 100 % 100 % 100 %

Reverb-3 70 % 73.3 % 55 % 70 % 36.7 % 36.7 % 100 % 93.3 % 100 % 95 % 

Reverb-4 20 % 33.3 % 15 % 8.3 % 18.3 % 3.3 % 71.7 % 60 % 61.7 % 50 % 

TRT (Rnd. dots) 64.8 % 53.5 % 44.1 % 61.9 % 62.9 % 

TRT (Per. bars) 61.9 % 57.3 % 53.3 % 62 % 55.5 % 

TRT (Rnd. bars) 64.6 % 54.2 % 52 % 60.9 % 62.7 % 
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 The given sample size (from five subjects only) does not allow for reliable analysis of covari-

ance between SRT, reverberation, and TRT results. Still, it can be stated that the worst and sec-

ond worst SRT results coincide with the worst and second worst TRT results, respectively. This 

may indicate cognitive factors being responsible for worse than average speech perception of 

subjects S2 and S3. By contrast, S1 reached best TRTs, whereas his SRTs are 5 to 10 dB worse 

than those of S4 and S5. This may indicate suboptimal parameters of the CI system and/or 

worse than average state of the auditory pathway. 

 As suggested by the results in section 5.3.1.2 on page 86, it is also possible that SAM’s closer 

to natural processing helps the most in subjects with suboptimal cognitive states. There is, 

however, still insufficient evidence for or against this hypothesis. 

5.4.2.2 Pitch discrimination 

The SAM strategy was designed to provide a considerably amount more temporal pitch infor-

mation than ACE does. Therefore, cochlear implant users were expected to discriminate 

smaller differences in pitch with SAM than with ACE. Test results showed that this expectation 

was reasonable: except for isolated cases, tests delivered better discrimination with the pro-

posed new signal processing strategy. Table 5.8 shows 70.7 % discrimination thresholds (in 

semitones) as measured with the adaptive 3I-3AFC procedure for various signal types. 

 

Table 5.8: Pitch discrimination thresholds in semitones (lower is better) measured using the adap-

tive 3I-3AFC procedure (with 1-up 2-down rule) that targeted 70.7 % correct discrimi-

nation level. Cells with gray background denote cases where ACE performed better. 

S1 S2 S3 S4 S5 
Signal type 

ACE SAM ACE SAM ACE SAM ACE SAM ACE SAM

Pure tones (C5) 8.5 2.3 2 4.6 3.9 2.2 2.3 1.4 2.5 1.5 

Pure tones (C6) 8.7 3.3 2.5 3.3 2.5 1.8 1.7 1.5 1 1.3 

Pure tones (C7) 4.1 2.8 2.7 1.5 3 1.5 3.5 3 2.3 1.8 

Female sung “Λ” 6 10.3 5 6.4 7.4 6.2 6.6 4.3 7.5 5.9 

Female sung “iː” 10.7 7.8 3.3 2.5 6.5 3.4 3.8 2 4 1.8 

Male sung “Λ” 6.5 6 12.5 6 6.4 3.5 7.4 6.1 6.3 6.2 

Male sung “iː” 7.7 4.5 13.5 7.7 10.4 4.8 6.6 4.8 7 6 

 

 Because the small number of samples does not allow for robust estimation of the distribu-

tion, the Wilcoxon two-sided rank sum test is employed to check subsets of the results for sig-

nificant differences. The null hypothesis is that compared data sets are independent samples 

from identical continuous distributions with equal medians, against the alternative that they do 

not have equal medians. 
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 There is a statistically significant difference (p=0.013)23 between the results obtained with 

ACE and SAM: the difference of the medians indicates a benefit of 2.6 semitones (ST) with the 

SAM strategy. (In addition, Wilcoxon matched-pairs signed rank tests reject the null hypothesis 

of zero medians for the difference in discrimination thresholds between paired samples, i. e., 

ACE vs. SAM for a given subject, at the 5 % significance level for subjects S3, S4, and S5 with 

p-values of 0.016, 0.016, and 0.047, respectively.) This clearly shows that CI users are able to 

utilize the additional temporal information provided by the new strategy. 

 There is also a significant difference (p=4.12 e-8)23 between the discrimination thresholds of 

pure tones and sung vowels: the difference of the medians indicates that sung vowels need an 

extra of 3.8 ST pitch difference to be discriminated at the same level as pure tones. 

5.4.2.3 Consonant discrimination 

Results of the consonant discrimination tests did not deliver clear trends. As shown in Table 

5.9, CI users’ performance was at about the same level with both strategies. The only notable 

outcome is that most of the results are better than chance level. 

 

Table 5.9: Percentages of correct answers in the consonant discrimination test. Cells with gray 

background denote cases where the ACE strategy performed better. 

S1 S2 S3 S4 S5 Consonant 
pair ACE SAM ACE SAM ACE SAM ACE SAM ACE SAM

b / p 86.7 % 100 % 100 % 100 % 86.7 % 93.3 % 66.7 % 73.3 % 100 % 100 %

m / n 33.3 % 26.7 % 66.7 % 40 % 40 % 73.3 % 80 % 86.7 % 67.7 % 73.3 %

n / l 40 % 66.7 % 60 % 66.7 % 66.7 % 53.3 % 80 % 80 % 60 % 86.7 %

k / t 93.3 % 73.3 % 80 % 80 % 86.7 % 86.7 % 80 % 80 % 100 % 80 % 
 

5.4.2.4 Subjective quality rating 

The results of the quality rating yielded some interesting findings. Subjects S2 and S4 preferred 

ACE to SAM for listening to speech. When listening to music, they did not favor either strategy 

(S4 even stated several times that “they all sounded awful” to him and expressed no preference 

among differently processed music snippets). S5 liked to hear speech coded with SAM more 

than coded with ACE, but had no preference with music, either. However, the answers of the 

two bimodal users (S1 and S3) were remarkable. They both perceived SAM stimuli to be more 

pleasant and natural, irrespective of the signal type (S3 actually “wanted to keep” this strategy). 

                                                
23 The Wilcoxon two-sided rank sum test rejects the null hypothesis of equal medians at the 5% significance level with the 

given p-value. 
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Since these subjects still had a more or less natural contralateral auditory perception to compare 

with (hearing aid in the contralateral ear), results suggest that stimulation via SAM elicits a 

closer to natural sensation. 

 Outcomes also indicated that the classical piece from Brahms was too complex for the par-

ticipants. On the other hand, the music snippets from Spieltrieb and Susanne Vega were the 

most likeable items, probably because in these pieces a singing voice dominated while only a 

few instruments played. 

 

Table 5.10: Number of times a subject preferred either of the processing strategies when listen-

ing to the specified signal. No preference appears as zero score for both strategies. 

Cells with gray background denote cases where ACE was the preferred strategy. 

S1 S2 S3 S4 S5 
Signal 

ACE SAM ACE SAM ACE SAM ACE SAM ACE SAM

Female speech (3 sentences) 0 2 2 1 0 3 1 0 0 3 

Male speech (2 sentences) 0 1 2 0 0 2 1 0 0 0 

Music (The Beatles) 0 1 1 0 0 1 0 0 1 0 

Music (Brahms) 0 0 1 0 0 1 0 0 0 0 

Music (Dire Straits) 0 1 0 0 1 0 0 0 1 0 

Music (Spieltrieb) 0 1 0 1 0 1 0 0 0 1 

Music (Susanne Vega) 0 1 0 1 0 1 0 0 0 1 

Speech (total) 0 3 4 1 0 5 2 0 0 3 

Music (total) 0 4 2 2 1 4 0 0 2 2 

 

5.5 Evaluation with normal-hearing listeners 

Clinical evaluation of new cochlear implant signal processing strategies can be very time-

consuming and expensive. In addition, intra- and interindividual variability has to be taken into 

account. A simpler way to evaluate and compare CI strategies can be the acoustic simulation 

(also referred to as auralization) of cochlear implant hearing. These simulations generate an 

acoustic signal, which is similarly degraded as the signal presented through a CI. Hence, nor-

mal-hearing listeners can be used to gain insight into the sound perception of implantees. 

However, CI users report a dramatical change in perceived quality over time. A phenomenon 

made available by the plasticity of the brain. Therefore, an auralization is always just a rough 

approximation of what a CI user may hear. 

 Typical approaches of acoustic simulations of cochlear implant hearing were described by 

Shannon et al. [SZK+95] and Dorman et al. [DLR97]. In their algorithms, the input audio sig-

nal is band-pass filtered into m frequency bands. The temporal envelope is extracted from each 
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band and is subsequently used to modulate m carrier signals. The modulated carrier signals are 

finally recombined to generate an acoustic waveform. In numerous studies, the vocoder ap-

proach has been used with normal-hearing listeners to compare the performance of new signal 

processing strategies. However, this is often impractical, because current acoustic simulations 

with one specific parameterization generally mimic one specific CI strategy. 

 In our approach, we use a more general algorithm of acoustic simulation. Instead of extract-

ing features from an audio signal and using them to synthesize a CI-like sound, we directly use 

the pulses generated by any CI signal processing strategy to modulate carrier signals. Since the 

algorithm uses a CI stimulation pattern as input, the algorithm is independent of the CI strategy 

used for generating the stimulation pattern. Furthermore, different technical and physiological 

aspects are modeled including current spread, loudness perception and frequency perception. 

(A more detailed description of the algorithm follows in section 5.5.1.2.) The auralization algo-

rithm is used to evaluate and compare the ACE and SAM signal processing strategies in terms 

of speech intelligibility and pitch discrimination. 

 Please note that most of the contents presented in this section and its subsections originate 

from independent research of Anja Chilian and Elisabeth Braun, two former students super-

vised by me, see [Chi10b, Bra11]. We have also released a joint publication [CBH12] in 2012. 

The presented contents are reused with their permissions. 
 

5.5.1 Materials and methods 

5.5.1.1 Subjects 

Twelve women and eighteen men were invited to participate in the study. Their ages ranged 

from 19 to 30 years. They all reported themselves normal hearing. Prior to the listening tests, 

they underwent a pure tone audiometry, regardless. Two subjects exhibited over 25 dB HL 

hearing threshold within the 250 Hz to 4 kHz range, bilaterally. A third subject had thresholds 

as high as 60 dB HL at specific frequencies. The answers of these three subjects were excluded 

from the results of the study. 

 The pure tone audiometry was performed by air conduction using an Oscilla® USB-300 de-

vice from Inmedico A/S running a semi-automatic test based on the Hughson-Westlake 

method [TW80]. The latter determines hearing threshold levels at 11 frequencies with 5 dB ac-

curacy in about 5 to 10 minutes per ear. The results of the 27 participants (excluding the three 

subjects with worse than normal hearing) are shown in Figure 5.18. Please note that a small 

amount of uniformly distributed random jitter (in the range of ±1 dB) has been added to the 

plotted values for better visibility of the medians. 
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Figure 5.18: Box-whisker plots of the measured hearing thresholds of the participants. 
 

5.5.1.2 Acoustic simulation 

The acoustic simulation algorithm transforms a CI stimulation pattern directly into an audio 

signal. Different steps of signal processing mimic technical and physiological phenomena influ-

encing speech perception in CI users. A block diagram of the main components of the algo-

rithm is shown in Figure 5.19. 

 A stimulation pattern, which can be generated using any signal processing strategy, serves as 

input to the algorithm. First, based on the stimulation pattern, effects at the interface between 

the electrodes and the cochlear tissue are modeled. Stimulation current of the active electrode is 

spread widely along the cochlea due to the good conductivity of cochlear fluids. This limits the 

frequency resolution and therefore can degrade speech recognition abilities of CI users. The 

current spread λC  is modeled as an exponential decay function as detailed on page 89. 

 Afterwards, simplified models of loudness and frequency perception are applied. First, cur-

rent amplitudes are converted to simulate loudness perception in CI users. Second, transformed 

values are used for amplitude modulation of band-pass filtered carrier signals to simulate fre-

quency perception and synthesize an audio signal. In addition, several simulation parameters can 

be adjusted to simulate different situations regarding speech perception of a CI listener. 

 

 

Figure 5.19: Overview of the acoustic simulation algorithm. 
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 Model of loudness perception 

 Loudness perception in electrical stimulation depends on the stimulation current and the 

pulse width of the stimuli. We assume a constant pulse width of all electrical stimuli so that 

loudness perception is modeled to depend only on the current level. Calculated values of cur-

rent spread for each cochlear section are therefore transformed using a function based on 

physiological data of loudness perception. 

 Fu and Shannon related the loudness function in acoustic hearing to the loudness function 

in electrical hearing [FS98]. The combination of their equations (1) and (2) yields the following 

relation between sound pressure level PS and current level I : 

 

 4 53,.
S pP k I= ⋅ 

 (5.2) 

 

where kp  is an individual proportionality factor. In our model, the power function in Equation 

5.2 is used to transform the calculated values of current spread into a value proportional to 

sound pressure. 
 

 Model of frequency perception 

 After transformation of the given stimulation current according to the current spread and to 

the loudness perception, an audio signal is synthesized simulating the frequency perception. 

Frequency information in electrical stimulation can be coded by both place and rate of stimula-

tion. To simulate these two mechanisms, we extend the signal synthesis of the general vocoder 

approach by combining two different carrier signals. This approach is analogous to that by de la 

Torre Vega et al. discussed in [TMTQ04]. 

 In common with the vocoder approach, modulation and band-pass filtering of carrier signals 

is applied. However, the present algorithm consists of two parallel synthesis paths, the results 

of which are combined. The first path simulates place pitch perception by using white noise as 

carrier. It is first band-pass filtered and then amplitude modulated using calculated values from 

previous stages of the simulation. In the second synthesis path, pulse trains are used as carrier 

to simulate temporal pitch perception. For this carrier, amplitude modulation is applied before 

band-pass filtering. The output values of the first and second paths are multiplied with the fac-

tors (1-s) and s , respectively, and then added together. 

 The filter bank consists of Butterworth band-pass filters. The center frequencies of the fil-

ters are consistent with the center frequencies of the CI electrodes. To determine edge frequen-

cies of the filters, the center frequency f c  is first transformed into a position xc  along the coch-

lea using the following equation: 
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with a=0.06, A=165.4, and k=0.88 [Gre90]. Then, two simulation parameters αp and αs are 

implemented to determine filter bandwidths. Parameter αp determines the distance between 

positions along the cochlea associated with upper and lower passband frequencies around the 

position of the center frequency xc , whereas αs defines the distance between positions along 

the cochlea associated with upper and lower stopband frequencies. The calculated positions of 

the edge frequencies are subsequently transformed into frequency values using the inversion of 

Equation 5.3 (see Equation 2.1 on page 6). For sufficient overlapping of the filter bands, the 

parameter values should be αp=0.75 mm and αs=4.5 mm, which results in fourth-order But-

terworth filters. 

 Temporal pitch perception with cochlear implants is additionally limited. Most CI users can-

not discriminate changes above the so-called phase-locking limit. Therefore, we use an addi-

tional simulation parameter, which determines the phase locking limit (PLL). Up to this fre-

quency, temporal pitch perception, i. e., synchronization with the rate of stimulation, is possible. 

For electrodes with center frequencies above PLL, the sound signal is generated using only 

white noise as carrier signal (i. e., s=0). Below PLL, both synthesis paths are used, the output 

values of which are combined according to the synchronization factor s . 

 Please refer to [CBH12] for more details and illustrations on the model of the frequency 

perception. 

5.5.1.3 Tests 

The presented algorithm of acoustic simulation was used to compare the CI signal processing 

strategies ACE and SAM. The strategies produced the stimulation patterns, which were proc-

essed by the acoustic simulation algorithm to synthesized sounds. These latter were presented 

to the normal-hearing listeners described in section 5.5.1.1. 

 Two of the tests described in section 5.4.1.3 were selected to be conducted with the normal-

hearing listeners: the Freiburg monosyllabic test to measure speech intelligibility and the pitch 

discrimination test using the sung vowel “Λ” by both a female and a male singer. The former 

was conducted two times: once without added noise (clean ) and once with speech-shaped noise 

[WKK99] from OLSA at 5 dB SNR. Each subject was presented with 15 monosyllables per 

noise condition and the percentage of correctly repeated words was determined. The pitch dis-

crimination test was a 3I-3AFC test using the 1-up 2-down paradigm with one difference to 
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that described on page 96: subjects were not only asked to spot the tone different in pitch, but 

they also needed to specify if its pitch was higher or lower than the others’. 

5.5.1.4 Assessment procedure 

A test session took about 35 to 45 minutes per participant. At the beginning, each subject was 

briefly informed about cochlear implants, the aim of the measurement, and the tests to be con-

ducted. Participants also had the opportunity to ask questions and to report their music listen-

ing habits. Then, hearing thresholds were determined by pure tone audiometry. Subsequently, 

two short excerpts of an audio book were played back (one minute acoustic simulation of ACE 

and one minute of SAM). Participants were allowed to adjust the loudness of the headphone to 

a comfortable level. This level was then maintained during the tests. Afterwards, the measure-

ments began. 

5.5.1.5 System setup 

We used a beyerdynamic DT 770 headphone for playing back the signals. In the DT 770, the 

range of the variance in the frequency response is approximately 15 dB between 5 Hz and 

35 kHz. Total harmonic distortion is below 0.2 %. The headphone was driven by an SB0490 ex-

ternal sound card from Creative Labs. It had linear frequency response between 8 Hz and 

17.5 kHz (discrepancies smaller than 1 dB), which, considering the center frequencies of the 

simulated CI, was satisfactory for the task at hand.  

 Acoustic simulation parameters were λC =0.5 mm, PLL=3000 Hz, s =0.9, αp=0.75 mm, 

and αs=4.5 mm. Strategy parameters were as follows: number of simulated CI electrodes 

M=22, TPR=9000 pps. THL i =90 and MCL i =170 for i =1, 2, …, M. For the ACE calcula-

tions, the number of selected spectral peaks N=10 was set. 
 

5.5.2 Results 

Speech intelligibility tests showed a general increase of word recognition scores when compar-

ing SAM to ACE. Further analysis (see next paragraph) indicated that this increase was statisti-

cally significant in the case of no added noise. Pitch discrimination thresholds were in all cases 

smaller with SAM than with ACE. Results show significant difference with both vowels. See 

Figure 5.20 for details. Please note that a small amount of uniformly distributed random jitter 

(in the range of ±1 % and ±0.1 semitone, respectively) has been added to the plotted values for 

better visibility of the medians. 

 The Shapiro-Wilk test was run on groups of the results to be compared. Except for the 

groups associated with the 1st, 3rd, and 4th (from left to right) box-whisker plots in Figure 5.20, 

the test indicated that the data varied significantly (α=0.05, p<0.007) from the pattern ex-
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pected if it was drawn from a population with a normal distribution. Therefore, the non-

parametric Wilcoxon rank sum test was employed to check subsets of the results for significant 

differences. The null hypothesis was that compared data sets were independent samples from 

identical continuous distributions with equal medians, against the alternative that they did not 

have equal medians. In the indicated cases, the test rejected the null hypothesis of equal medi-

ans at the 5 % significance level with the given p-values as shown in Figure 5.20. 
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Figure 5.20: Box-whisker plots of the results of the speech intelligibility tests (on the left, 

higher is better) and of the pitch discrimination tests (on the right, lower is better). 
 

5.6 Conclusions 

In this chapter, a comprehensive analysis of the SAM strategy was presented. In addition to a 

system analytical approach, miscellaneous methods of performance evaluation via simulations 

and via listening tests with CI users and normal-hearing listeners were presented. 

 Independently of the choice of evaluation method, results are more than encouraging for 

SAM. Comparisons between results obtained using ACE and SAM reveal major advantages of 

the latter strategy. Much better pitch discrimination and sound source localization performance 

are two examples. Simulations also indicated that SAM may help implantees with impaired cog-

nitive performance currently using ACE understand better. 

 Notwithstanding the above, the most important measure of success is the actual test with 

cochlear implant users. This test showed good quantitative results and good perceived quality, 

even though there was no possibility to give implantees enough time to get accustomed to the 

new processing algorithm. Further particularly important outcomes were the very quickly de-

veloping speech comprehension upon the first activation of SAM and the fast acceptance of 

the new strategy. 



 

 

 Chapter 6 
 

 

 Discussion 
 

 

At the beginning of the work on SAM, there was one well-defined goal: make an auditory 

model based signal processing strategy and show it is better than others. During the develop-

ment and evaluation process, I often had to make assumptions and simplifications, and also de-

cisions on methods and procedures without knowing exactly what the opposite decision would 

have changed. As time passed, I noticed that all these uncertainties possibly could have made 

differences. Because of time and financial constraints, it is up to future research to follow up all 

these issues and to make use of the connection points left over for further investigation. 

 This chapter recapitulates key assumptions and their possible consequences as well as open 

questions related to the development (section 6.1) and analysis (section 6.2) of the SAM strat-

egy, whereas Chapter 7 discloses plans of and shows directions for future research. 
 

6.1 Issues related to the development of SAM 

6.1.1 Requirements 

As presented in section 4.1 starting on page 41, we declared main concepts and imposed high 

requirements on the SAM strategy and on its PC implementation. For the strategy, these were 

stability of the nonlinear auditory model over a large range of input levels and the presence of 

psychoacoustic features including cochlear delays, adaptation, compression and phase-locking. For 

the PC implementation, special emphasis was placed on safety, speed, adaptability, and modularity. 

 Section 5.1 provided evidence that all the requirements were fulfilled. Nevertheless, one 

could have put other requirements like real-time executability on a cochlear implant processor, 

limited power consumption, high-level individualization of the processing parameters, or the 

generation of as sparse as possible stimulation patterns minimizing the amount of “wasted” 

electrical pulses applied during refractory periods of the nerve fibers. None of these is currently 

featured in the implemented strategy, but all these possible future requirements are currently 

being worked towards, as discussed in Chapter 7. 
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6.1.2 Auditory model 

As described in section 4.3.2, the auditory model used in SAM consists of models of the pe-

ripheral ear, the nonlinear mechanical filtering, and of the mechanoelectrical transduction. For 

the former two we employ models developed by Baumgarte [Bau00], whereas for the latter we 

use models developed by Sumner, Lopez-Poveda, O’Mard and Meddis [SLOM02]. 

 Basically, it would be possible to use any combination of auditory submodels, as long as the 

compound model meets the requirements posed in section 4.1. We have chosen Baumgarte’s 

model of nonlinear mechanical filtering, because it is based on cochlear hydromechanics, has 

had 40 years to mature (see section 2.3.1.1 on page 24), and promises great richness of detail. 

This choice has also implicated to use Baumgarte’s outer and middle ear filter, which is fine-

tuned to the subsequent basilar membrane model. The choice of the mechanoelectrical trans-

duction model of Sumner et al. was based on the fact that it is widely accepted (as well as its 

predecessor by Meddis [Med86]) and almost ubiquitous in the field of auditory modeling.  

 Of course, there may be better and/or simpler (and computationally faster) models, but, un-

fortunately, no comprehensive comparison of auditory models exists (to my knowledge), which 

would declare one or the other model as best suited for use in cochlear implants. However, 

there are published studies comparing some specific aspects of auditory models (like masking 

[HC99], or compression [HE05]), or auditory models for other specific purposes (like for 

automatic speech recognition [Ste12]). A now outdated but extensive comparison of inner hair 

cell models was published by Hewitt and Meddis [HM91], which confirmed the advantages of 

the Meddis model. Some examples of more recent but not necessarily well-established inner 

hair cell models are those from Nam et al. [Nam05, NCG07] and by Lopez-Poveda and Eusta-

quio-Martín [LE06]. 

 Eventually, key components and parameters of the SAM strategy responsible for good or 

bad performance of CI users need to be found (see also page 115 of section 6.2.3) to be able to 

decide if a better or a computationally faster auditory model would be more appropriate. For 

the meantime, the DRNL filter bank [MOL01] could be a candidate to substitute the nonlinear 

mechanical filtering part of the auditory model of SAM, because it offers a range of supported 

psychoacoustic features while it also promises a considerable optimization potential. For more 

information on this, see section 7.1.2.1.  
 

6.1.3 Channel stimulation rate 

Unlike ACE and other common strategies, SAM is not restricted to a pre-defined channel 

stimulation rate and it may activate electrodes in a stochastic manner. This mechanism allows 

the coder to distribute electrical stimuli among electrode channels as required, which we as-
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sumed would better represent salient temporal features of the auditory model output in the 

stimulation pattern. As a side effect, however, channel stimulation rate may vary over time and 

might yield several thousand pulses per second (using the default parameters as shown in Table 

A.1 and Table A.2, starting on page 131). The refractory property of auditory nerve fibers 

would not justify the use of such high channel stimulation rate (see e. g. [Cla03: 212-216]). This 

has at least been shown several times in combination with common strategies, see e. g. [FSC05]. 

However, the situation may be different with algorithms making use of the temporal fine struc-

ture. We hypothesize that even if auditory nerve fibers near to the place of stimulation are in 

the refractory state, distant ANFs may still react to the stimuli due to the current spread in the 

cochlea. Since SAM provides a lot of phase information, these “distant stimulus pick-ups” may 

still be useful for pitch discrimination and contribute to speech perception. Future work should 

investigate this assumption. [HCH12] 

 The lack of a fixed channel stimulation rate in combination with a peak picking algorithm in 

the stimulus coder may also lead to a problem: A dominating static background signal (like a 

pure tone or a mixture of them) can make the transmission of speech impossible, because 

dominant spectral peaks are more likely to be selected by the stimulus renderer. While ACE, 

CIS, or FSP ensure the transmission of a given minimum number of spectral channels, SAM 

does not. Although the SAM strategy employs the “repetition penalty” mechanism (see page 61 

of section 4.4.2) as a workaround for this issue, the use of a preprocessing algorithm to remove 

static background noise may be beneficial for speech understanding in noise. 

 Some studies (e. g. [BDG04, HK07]) have identified high channel stimulation rates as a pos-

sible source of fluctuations in perceived loudness. However, it was unclear if and how this arti-

fact depended on the CI processing strategy under investigation. During our tests with cochlear 

implant users, we found no evidence of loudness fluctuation. 

 A positive side effect of high channel stimulation rates is the increasingly stochastic behavior 

of the peripheral auditory processing, since only a subset of the applied electrical currents will 

elicit time-correlated excitation of nearby nerve fibers. Such stochastic behavior in the electrical 

stimulation of the cochlea has been shown to have advantages [RWFA99, ZFM00, Wes04, 

LM08]. 
 

6.1.4 Hardware requirements 

This thesis has illustrated that the SAM strategy is more complex than ACE. However, section 

5.1.4 demonstrated that both strategies are real-time capable, and that for an input signal of 

linearly increasing length the required computational time is also increasing linearly, which gives 

a hint about the underlying time complexity. Further analysis also reveals that the amounts of 



112  Discussion 

required working memory (related to space complexity) of the two strategies are in a compara-

ble range. 

 Nevertheless, the most efficient implementations of ACE and SAM currently available re-

quire radically different amounts of computational power to run in real-time. Even though 

ACE computes a 128-point DFT 900 times a second (with CSR=900) using Fast Fourier 

Transform (FFT), it is able to run continuously on a Cochlear CI processor for about 24 hours 

powered by two button cells only (consuming about 1.7 Wh energy). Making SAM run on an 

energy-efficient PC for the same duration would consume about a thousand times more energy. 

 These facts underline the importance of properly matched hardware and software. ACE 

could not operate as energy efficiently if the algorithm was not executed on a customized piece 

of hardware. Conversely, SAM could operate approximately as energy efficiently as ACE does 

if it had its own customized hardware to run on. 

Seen from this perspective, if SAM can prevail against other strategies in future studies, then 

it will be necessary to implement SAM on its own customized hardware to make it as efficient 

as possible. See section 7.1.2 on page 123 for an outlook related to this idea. 
 

6.2 Issues related to the validation and evaluation of SAM 

6.2.1 SAM vs. ACE: a fair comparison? 

Contemporary auditory prostheses use various sound processing strategies. The most wide-

spread are CIS, ACE, HiRes, and FSP as well as their variants (see section 2.2.4.2 on page 19). 

Even though it would have been much fairer to compare SAM with other experimental CI 

strategies (making use of auditory models or coding temporal fine structures), we have used 

ACE in comparison to SAM throughout this study. There are two reasons. First, ACE is cur-

rently the most prevalent CI signal processing strategy worldwide. Second, information on ex-

perimental strategies is generally scarcely available. Comparison against such a strategy would 

make it more difficult for the reader to understand differences between algorithms and to 

compare and reproduce results. Nevertheless, it is up to future studies to compare SAM to 

other strategies. Two interesting “opponents” would be FS4 and FAST (Fundamental Asyn-

chronous Stimulus Timing) [SKJ+14], because both of them utilize phase information of the 

input signal and are likely to yield better results in pitch discrimination tests than ACE does. 

 As mentioned on page 16 of section 2.2.4.1, the standard ACE implementation employs a 

pre-emphasis filter as well as an automatic gain control circuitry at its input. We considered 

these stages as optional preprocessing and bypassed them consistently during testing, because 

the test sounds we used were recorded under ideal conditions and at a pre-defined constant 
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level. Ideally, all testing should have been repeated with the mentioned preprocessing methods 

turned on to see if they have an effect on the results. This is now up to future trials. 
 

6.2.2 Computational evaluation 

We believe that computational evaluation was an important step in the analysis of the SAM 

strategy. Although it could not fully predict CI user performance with the new strategy, it could 

contribute to more realistic expectations. Furthermore, it revealed properties of the strategies 

that would need more investigation. 

 The analysis of the features of the CI processing strategies (see sections 5.1.3 and 5.2) has 

shown that SAM clearly outperforms ACE in terms of psychoacoustic properties. To assess if 

these differences also make a difference in speech perception, we have chosen to use a modi-

fied version of the Hamacher model [Ham03] of the electrically stimulated auditory system to 

obtain a prediction of differences in speech reception threshold. I have witnessed some criti-

cism of this model for its sometimes inexplicable results (like the tendency of values in the 

σ int =0.15 column of Table 5.2 on page 86), but the general trends of the outcomes have been 

shown to be in line with expectations [Fre12]. The model results, in our case, showed only little 

differences between the performance of SAM and ACE in terms of speech reception threshold. 

However, with increased internal noise (a simulated condition for bad cognitive state) SAM 

gains the advantage. It would be inappropriate to state that the pilot study (with only five sub-

jects) has proven this, but its outcomes did not refute the hypothesis, either. 

 Another outcome of the computational evaluation was the finding that SAM holds great po-

tential for bilateral use. However, this conclusion is solely based on simulations and should 

definitely be verified with cochlear implant users as discussed in section 6.2.5. 

 Of course, neither the computational analysis of strategy features nor the use of methods of 

computational evaluation could substitute tests with CI users. On the downside, testing of CI 

signal processing strategies with implantees is expensive (patients’ insurance and ethics ap-

proval), because of the inherent danger related to the direct in-vivo electrical stimulation of the 

human cochlea using non-certified software (and/or hardware). That is why developers of 

other new CI strategies also prefer to first use computational methods of evaluation. 

 Taft, for example, compares the number and level of pulse and noise stimuli between CI 

stimulation patterns generated either by the standard ACE strategy or by his ACE-based strat-

egy using across-frequency delays [Taf09, TGB10]. (For details, see section 3.1.2 on page 32.) 

He also states that “Predictions of speech perception cannot be easily drawn from observations 

of stimulation patterns alone; such conclusions are best drawn from tests in patients. The met-
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rics here only aim to quantify how different two stimuli are. This will guide the choice of pa-

rameters to test with patients in future chapters.” [Taf09: 85] 

 Nogueira employed a vocoder interface for the evaluation with normal-hearing listeners as 

well as an acoustic model interface to be used with an automatic speech recognition system to 

evaluate his proposed CI strategies [Nog08]. The ASR system he used had been developed 

jointly and was used in several studies [HNSK07, NHE+07, SHKW09a, SHKW09b]. Nogueira 

justifies the use of computational evaluation methods as follows: “Results from CI subjects are 

generally subject to inter- and intra-subject variability. Results obtained from an objective 

method to measure speech intelligibility with signal processing strategies for cochlear implants 

would give more robustness to these studies.” [Nog08: 87] 

 Kim et al. only performed acoustic simulation based evaluation with normal-hearing listen-

ers [KCKK09]. This is definitely better than not involving listeners (whether CI users or nor-

mal hearing subjects) at all, but the lack of purely computational evaluation means that their 

sole results are prone to inter- and intra-subject variability. 

 Altogether, I think that computational evaluation methods are a meaningful addition to the 

experimental investigations. Although simulations are always based on models, which may miss 

important properties of the modeled entity, they are objective in a sense that subject variability 

is minimized and that they can be repeated any time yielding the same result. 
 

6.2.3 Shortcomings of the pilot study 

The most obvious shortcoming of the pilot study with CI listeners is the low number of par-

ticipants. This is, however, not a flaw of the study design, but rather due to the lack of financial 

support. (As discussed on page 113, patients’ insurance and ethics approval do represent sig-

nificant costs.) It would definitely be desirable to expand on the original study by recruiting 

more participants, which could substantially improve the quality of the resulting statistics. 

 Should the pilot study be repeated or extended, a few things need to be revised. First, con-

sonant discrimination tests need much more items to have a chance to yield significant results. 

Second, reverberation magnitudes listed in Table 5.5 on page 95 were poorly chosen (as we 

learnt during the tests): the difference between the configurations “Reverb-3” and “Reverb-4” 

should have been smaller. We have also learnt that trends in speech transmission index corre-

late well with trends in speech intelligibility of CI users under reverberant conditions, but there 

seems to hold a substantially different categorization of STI values for CI users from that valid 

for normal-hearing listeners. 

 A major factor definitely having influenced the results was the lack of time for the subjects 

to get accustomed to SAM. At the time of the study, all subjects had had at least two years of 
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experience with ACE. According to Rouger et al. [RLF+07], CI users generally need several 

months to develop good speech perception, and about two years to get fully accustomed to the 

signal processing strategy and reach their peak potential with the CI system (see also Figure 2.8 

on page 22). By contrast, participants of the pilot study were only given 10 minutes per session 

to get accustomed to the new strategy, which, by all means, was too little. As already mentioned 

in section 5.1.4, the developed SAM software was meant to support mobile operation of the 

strategy. We planned to run it on a netbook (or a tablet PC), which could have been used for at 

least several hours uninterruptedly. (This would also have allowed for a more sophisticated A-

B-A study design [HH76, HB78].) Even though that would not have been a “take home sys-

tem”, CI users could have used it inside the rehabilitation center hosting the experiments. Such 

an extended training with SAM could have had a positive effect on the results obtained with 

SAM. Unfortunately, because of limitations imposed by NIC v2 [Coc06], this was not possible 

at the time of the study. Now, it is up to future research to find the extent and course of the 

training effect with SAM. 

 Furthermore, it would also be interesting to conduct the same tests with users of cochlear 

implants of another manufacturer. Previous experience with a CI strategy that provides more 

temporal information than ACE could make a major difference in how well CI users can utilize 

the fine temporal structures provided in the SAM stimulation patterns. At the same time, it is 

also possible that implantees with no experience at all would benefit most from or improve at a 

faster rate after a treatment with SAM. To test these hypotheses, one should conduct a cohort 

study later on, once the advantages of SAM via acute tests are proven. 

 Critics say we have changed too much at once, so that causes for benefits with SAM cannot 

be identified unambiguously. As Zachary Smith (Coding Research Director at Cochlear Ameri-

cas) once noted: “It seems that the biggest limitations of SAM are the unknowns. […] We do 

not know […] which parts are critical for its success.” While this argumentation is true, this 

study has deliberately aimed towards a paradigm shift disregarding many traditions and limita-

tions of previous signal processing strategies. In fact, it should be one of the next steps to iden-

tify key components and parameters of the SAM algorithm. This could most efficiently be done 

by combining computational and experimental studies with an in-depth analysis of the SAM 

strategy. 
 

6.2.4 Psychoacoustic features 

The compound auditory model embedded in SAM exhibits a number of properties known 

from the human auditory system (including psychoacoustic properties), which had been ex-
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plored by the authors of the corresponding submodels (see e. g. [Bau99, Bau00, Med86, 

SLOM02, SLOM03]). 

 The first question is which of these features are still present in the output of the SAM strat-

egy? We have managed to assess at least some of them during our investigations (as shown in 

section 5.1.3) and have found that tonotopy, group delays, adaptation, compression, and phase-

locking are definitely present. The properties that are incorporated (at least in a simplified form) 

in all commercial CI strategies are place pitch cues (tonotopy), compression (loudness growth 

or map law function), and adaptation (multi-loop AGC). Features that are specific to some of 

the commercial strategies are temporal pitch cues (or phase-locking, in FSP/FS4/FS4p) and 

simultaneous masking (in MP3000). 

 As for masking, we recently started an investigation to see the extent to which masking ef-

fects of the auditory model are still present in the stimulation patterns generated by SAM. This 

work is still in progress, and, until now, we have found that simultaneous masking features 

(pure tones in white or filtered noise) are well preserved by SAM. Temporal masking (pre- and 

postmasking) has not yet been evaluated in-depth. 

 The second question related to psychoacoustic features of CI strategies, however, is, if CI 

users can make use of these. Even though some recent studies (like [WDKR10]) addressed this 

question, there does not seem to be a definite answer yet. Unfortunately, this thesis does not 

deliver the answer, either. However, it can be concluded that the question is relevant and that 

the clarification should be one of the next steps in future research. 
 

6.2.5 Bilateral and bimodal use of SAM 

Bilateral implantation is offered to a growing number of individuals in order to provide benefits 

of binaural hearing. One of these is the ability to localize sound sources. It has been shown, 

however, that localization performance with CIs is limited [GAR+07]. Depending on the strat-

egy and its settings, localization can also be completely impossible [HWSB10]. The most com-

mon causes for difficulties are missing phase information and independent (asynchronous) op-

eration of the CI processors (further worsened by block-by-block audio processing). As shown 

in section 5.3.2, SAM could also be employed in bilateral configurations, providing all known 

benefits of bilateral CI use, but showing superiority in terms of delivering cues for sound 

source localization. Because SAM is based on the time domain simulation of the auditory 

model, input data can be (and is) processed on a sample-by-sample basis. A positive side effect 

of this is that the largest possible lag between the two unsynchronized processors is TPR -1 sec-

ond, which is only a fragment of that of ACE [HWSB10]. In addition, SAM provides a lot 

more phase information, which is crucial for localization tasks. [HCH12] 
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 Given all these advantages and the promising simulation results presented in section 5.3.2.2, 

it would be useful to conduct binaural experiments with SAM. 

 Furthermore, it should be noted once more that both bimodal (unilateral CI and contralat-

eral hearing aid) participants of the pilot study reported a more natural percept through their 

implant when using the SAM strategy. That makes SAM a perfect candidate for further bi-

modal tests. Considering that SAM also models cochlear delay trajectories, it would not be un-

expected if bimodal use in the same ear (electric-acoustic stimulation, see page 10 of section 

2.1.2.2) would also elicit percepts better than ACE could produce in combination with the 

hearing aid. 





 

 

 Chapter 7 
 

 

 Future research and conclusions 
 

 

Previous chapters showed the development of an idea motivated by normal hearing, auditory 

modeling and state of the art of auditory prostheses towards the working and safe prototype 

implementation of the SAM signal processing strategy. Even though the development and 

evaluation work might seem finished, it is not. As already mentioned on page 109, time con-

straints forced us to ignore some particularly interesting ideas, questions, and scenarios, which 

arose throughout the course of the research. These are reviewed in the following section. 

 Subsequently, the chapter sums up the main research contributions of this dissertation and 

then ends with a few personal closing remarks. 
 

7.1 Plans and directions for future research 

While the proposed SAM strategy is a progression compared to the state of the art technology, 

there is still potential for improvement. Section 6.2 has already suggested further steps of 

evaluation, which may provide indications of strengths and weaknesses of SAM. This section 

also presents a number of worthwhile starting points for future research. These are divided into 

three categories as follows. Section 7.1.1 summarizes possibilities to make the strategy better in 

terms of energy efficiency and quality-related features. Section 7.1.2 is dedicated to ideas on 

how to make the calculation of SAM faster, without removing components or important prop-

erties. Finally, section 7.1.3 presents two new concepts possibly useful in future approaches of 

computational auditory processing, also applicable to SAM. 

 Some of the above directions represent ongoing research in our lab and they are identified as 

such in their respective sections. Regardless, I would be honored to be informed about and to 

provide help with research related to any aspect of the SAM strategy. 
 

7.1.1 Enhancements 

7.1.1.1 Sparse coding 

One field of ongoing research in our laboratory is making the SAM stimulation patterns 

sparser. Sparser stimulation can conserve energy by eliminating electrical pulses that would 



120  Future research and conclusions 

normally be applied during refractory periods of surrounding nerve fibers. For that, we con-

structed a function (see Figure 7.1) that is used to control the probability that the coder chooses 

an electrode in subsequent stimulation cycles that has just fired. We call it the electrode selec-

tion probability control (ESPC) function. 
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Figure 7.1: Illustration of the ESPC function currently used to control the probability of subse-

quent activation of an electrode in the sparse SAM strategy. T0 , TR , r , p0 , and p1 de-

note dead time, reduced activation probability time, the exponent of the power func-

tion, and the minimum and maximum probabilities, respectively.  
 

 This enhancement is very easy to insert into the current SAM implementation. A perform-

ance decrease as compared to the standard SAM strategy can also be prevented by using lookup 

tables. A current implementation (under testing) uses TR=1 ms, r =10, p 0=0, p 1=1, whereas 

repetition penalty (section 4.4.2) and peak selection randomness (section 4.4.3) are turned off. 

The values of the function shown in Figure 7.1 are calculated and updated for each electrode in 

every stimulation cycle and used to weight filter bank values Lm [i ] (see Equation 4.7 on page 

62) just before peak selection takes place. The results for various T0  values are compared in 

Figure 7.2. However, both the approach and the results are preliminary. 

 The members of our lab are currently in the process of finding the most suitable spot of the 

stimulus coder to apply the weighting. Additionally, it is in discussion how the approach should 

include effects of neighboring electrodes and electrical pulses with amplitudes near to threshold 

level. To find answers to the above questions, we plan to create a more sophisticated model of 

the electrode-tissue interface along with the connected nerve fibers. Its (obviously computa-

tionally intensive) simulation will be used to find the effects of various conditions regarding 

electrical stimulation with SAM and to deduce a simple, yet improved, model and its optimal 

parameters to make stimulation patterns sparser, while keeping useful features of SAM. 

 Furthermore, it would be possible to have differently tuned ESPC functions per electrode. 

For that, however, it would be necessary to know the individual cochlear anatomy and status of 
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the auditory pathway as well as the exact intracochlear position of the CI electrode array of a 

given implantee. See also section 7.1.1.3 for ideas related to models of the three dimensional 

cochlea. 
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Figure 7.2: Electrodograms of sparse SAM stimulation patterns generated using TR =1 ms, r =10, 

p0=0, p1=1, and 0.125 ms, 0.25 ms, and 0.5 ms dead time, respectively. Repetition 

penalty and peak selection randomness were turned off. 
 

7.1.1.2 Parallel stimulation 

The comparison of Figures 4.14 and 4.16 (on pages 59 and 64, respectively) makes it clear that 

only a highly simplified version of the auditory model output reaches the cochlear implant elec-

trodes. The information mapping would be more precise if CI electrodes could be activated si-

multaneously. This would not only help represent spectrally complex scenes better, but could 

potentially counteract spectral smearing caused by current spread in the cochlea. The idea is not 

new and its mathematical background has also been established lately [Zie01, BDG04, HK07, 

ZRH+08]. Of relevance are the hardware and the insufficiently researched consequences of 

this kind of stimulation. 

 Current CIs from Cochlear do not feature multiple current sources [ZRH+08], which means 

that simultaneous activation of multiple electrodes is not possible. Although MED-EL implants 

do have multiple current sources, the system is restricted to eliciting electrical stimuli with com-
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mon polarity [Zie01]. “With this constraint a flanker electrode cannot deliver an inverted cur-

rent to cancel the skirt from an adjacent center electrode. Therefore, no stimulus voltage profile 

can ever be made narrower than the original monopolar spread function, and no focusing can 

be achieved” [HK07: 3713]. 

 Van den Honert and Kelsall experimented with a modified system from Cochlear [HK07]. 

They replaced the transmitting coils (a bottleneck regarding implant power and available band-

width for data to be transmitted) with a transcutaneous connector in two CI users to gain direct 

and unlimited access to the electrodes. They showed that simultaneous stimulation could in-

deed be used to defeat current spread and achieve focusing. However, they also found that per-

ceived loudness decreased when stimulus focusing increased. Consequently, impracticably high 

currents would have been required to maintain comfortably loud perception. Furthermore, it 

can be speculated that damaged cochlear regions become more important when applying fo-

cused stimulation. 

 A different but related approach is the incremental encoder by Blamey and colleagues 

[BDG04]. They conclude that there is “considerable evidence that the neural excitation evoked 

by a single pulse is spread spatially along the cochlea, and that specific loudness is summed 

across auditory channels within a time window of the order of milliseconds” [BDG04: 50]. 

Consequently, a truly parallel activation of electrodes is not necessary to give rise to “virtual 

electrodes”. At the same time, focusing is not possible without simultaneous stimulation. 

 Work is ongoing in our lab to check which of the above-mentioned methods would best 

map the auditory model output to the CI electrodes while preserving more details than the cur-

rent system does. 

7.1.1.3 Effects of the 3D cochlea 

The intracochlear current spread is generally approximated by an exponential decay function as 

shown on page 89. A 3D model of the implanted cochlea could help estimate the error of such 

a simple approximation. 

 Recently, a detailed 3D model of the implanted human cochlea was developed by Chilian 

[Chi13] at the Fraunhofer IDMT. The development of the geometrical model of the cochlea 

and of the implanted electrode array was based on histological cross sections and on publicly 

available specifications of the Nucleus straight electrode array by Cochlear, respectively. The 

3D model was then transformed into a volume conduction model so that electrical potential 

distribution could be estimated by the finite element method. Beyond that, Chilian also man-

aged to couple this model with a model of the electrically stimulated auditory nerve fibers, 
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through which the neural excitation patterns elicited by the cochlear implant stimulation can be 

simulated. 

 Currently, the model by Chilian is based on generalized parameter values. Outcomes of the 

simulations (like the extent of the current spread and its effects on refractoriness of nerve fi-

bers) are incorporated in the early version of the sparse SAM strategy discussed in section 

7.1.1.1. There are, however, approaches to parameterize 3D models of the cochlea based on 

measurements of single CI users (see e. g. [Mal09]). As a result of this individualization, the 

model would reproduce cochlear features of the given CI user much more faithfully and could 

provide valuable information for the CI fitting on a completely different (and higher) level. 

Should post-operative imaging become routine in cochlear implant treatment one day 

[CCA+14], so could CI strategies and CI fitting based on individualized cochlea models quickly 

become reality. 
 

7.1.2 Ways of boosting the calculation speed 

7.1.2.1 Complexity reduction 

From Figure 5.8 (page 81) it is obvious that the auditory model simulation takes more than 50 

times as long as the calculations comprising the stimulus coder. This also means that the AM is 

the most complex part of the SAM strategy and hence a perfect candidate for optimization. As 

discussed in section 6.1.2, the widespread DRNL model could be a promising alternative to the 

Baumgarte model. 

 The Baumgarte model evolved from the early hydromechanical laws laid down by Peterson 

and Bogert [PB50], Ranke [Ran50], and Oetinger and Hauser [OH61]. Its maturation required 

about 40 years and involved contributions from numerous scientists (see page 24 of section 

2.3.1.1), which makes it reasonably trustworthy. However, since it is a transmission line model, 

the whole length of the cochlea needs to be simulated with a given minimum resolution even if 

the velocities only at some specific BM sections need to be processed further. For 22 (or less) 

such places, a phenomenological point model (like DRNL) might be more efficient. A point 

model does not have connections between the individual filter units tuned to different charac-

teristic frequencies. This is different from the ear (and from the Baumgarte model) where dif-

ferent points on the basilar membrane are coupled. This also means that with a point model 

one can calculate the velocity of specific BM sections without having to calculate more than 

that. Kim et al. suggest that a simplified version of the DRNL filter bank could also be imple-

mented in current CI processors [KCKK09: 835]. 

 Work is ongoing in our lab to see if DRNL can effectively replace the current model of 

nonlinear mechanical filtering in SAM while being computationally more efficient. 
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 As for the model of mechanoelectrical transduction, it is quite difficult to find a suitable al-

ternative to the model of Sumner et al. Although alternatives do exist (see page 29 of section 

2.3.2), most of them seem to be more complex than the currently employed model. The most 

promising (and probably the computationally least intensive) alternative may be the model of 

Lopez-Poveda and Eustaquio-Martín [LE06], which they also offer to provide as MATLAB 

source code. However, one drawback of this model is that its published parameters are based 

on guinea pig experimental data. 

 An alternative to reducing complexity is to “let physics do the computing” 24 and implement 

parts of the SAM strategy (that are computationally expensive on a microprocessor) on a more 

suitable piece of hardware. For more information on hardware implementation please read on 

to the next section. 

7.1.2.2 Hardware implementation 

As discussed in the previous section, hardware implementation of (parts of) the auditory model 

could significantly reduce the time needed to compute SAM stimulation patterns. That is be-

cause the AM represents sections of the cochlear structure, and, ideally, the simulation of the 

processes within each of these sections could be computed in parallel. 

 The above also implies that a “simple” DSP port of the auditory model code will not exe-

cute substantially faster on a single (or few) core digital signal processor. We thought it could be 

different with a general multiprocessor architecture. Our first target platform was an NVIDIA 

GeForce GTX 480 (1.4 GHz engine clock, 480 cores, 1536 MB GDDR5 memory with a 

bandwidth of 177.4 GB/s) using CUDA25. We started by executing the simulations related to 

the (uncoupled) inner hair cells in parallel, but found that managing the threads consumes al-

most as much time as the time benefit from the parallelization. As a consequence, a reasonable 

performance gain could only have been achieved if the entire auditory model (including nonlin-

ear mechanical filtering) was parallelized. Unfortunately, we have found that the Baumgarte 

model is not well suited for parallelization on the GPU26 architecture, because it incorporates 

lateral coupling between BM sections, which implies massive communication between threads, 

which is very time expensive. (By contrast, the DRNL filter bank can in fact be parallelized ef-

ficiently [San12], because its bands are not coupled to each other.) 

 A feasible solution could be to create a VLSI implementation of the auditory model, for ex-

ample on a field-programmable gate array (FPGA). There are already numerous examples of 

                                                
24 A favorite saying of my former professor and supervisor, Tamás Roska, who I admired very much. 
25 Compute Unified Device Architecture 
26 Graphics Processing Unit 
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VLSI cochlea models [Wat93, HJST08, WB09], which could serve as a useful base for the im-

plementation work. 
 

7.1.3 Two new concepts to be used in computational auditory modeling 

7.1.3.1 CNN universal machine 

Cellular neural networks (CNN) are a parallel computing paradigm allowing direct communica-

tion between neighboring units only, as shown in Figure 7.3. The paradigm and its use in signal 

processing scenarios (initially image processing) are well described by Chua et al. [CYK91], who 

have also proposed an efficient VLSI implementation. All the units (or cells) of a CNN consist 

of the same circuit containing linear and nonlinear elements (capacitors, resistors, controlled 

and independent sources). The interconnection is realized by controlled sources, the weights of 

which can be split into two groups: feedback weights (called template A) and control weights 

(template B ). The global behavior (or the “program”) of a CNN is characterized by templates A 

and B and a bias I. Cells not directly connected may still affect each other’s state indirectly 

through the propagation dynamics of the network. 

 

 
Figure 7.3: A 5x11 segment of a two-dimensional cellular neural network. As an illustrative 

example, one cell (dark gray) and its “3*3-neighborhood” (the cell itself and its 

light gray colored neighbors) have been emphasized. 
 

 In 1993, Roska and Chua introduced the CNN universal machine (CNN-UM) [RC93], in 

which analog (CNN) and digital circuitry (handling program logic) coexist, hence the alias 

analogic array computer. CNN-UMs have been shown to be Turing equivalent [CC96], which 

means that they can simulate any other real-world general-purpose computer or computer lan-

guage. 

 Although CNNs were initially introduced as real-time image processors, they have been suc-

cessfully used in subsequent studies related to complex spatio-temporal dynamics, self-
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organization, and simulations of biological neural networks. The first publication (and the only 

one I am aware of) on CNNs in the field of cochlear implants originates from Zadák and Un-

behauen [ZU93]. They managed to use CNNs to extract LPC-features from speech, which 

were meant to be used in a “hypothetical 22-channel cochlear implant system”. Five years later, 

CNNs were also shown to efficiently compute the Discrete Fourier Transform [PFTP98]. 

 I first heard about CNNs during my master studies at the University of Veszprém (Hun-

gary). Later on, at the Pázmány Péter Catholic University in Budapest, I designed my first tem-

plates and CNN-UM analogic algorithms for simple image processing tasks, but remained quite 

inexperienced in the field. Still, considering the advantages of CNNs as outlined in the previous 

paragraphs and taking into account the properties (like wave propagation, nonlinearity, and inter-

connectedness) of the components of the auditory system, it seems apparent that CNNs could be 

used for tasks related to auditory simulations. 

 In 2007, Pazienza and Karacs published a method to automatically generate CNN-UM pro-

grams for given input-output pairs [PK07]. Encouraged by this possibility, I contacted the au-

thors to clarify if CNN-UM-based simulation of parts of our auditory model would be feasible 

[PK08]. The outcomes of first considerations looked promising, but, unfortunately, our com-

munications faded. The idea, however, to use cellular neural networks to efficiently simulate 

auditory processing is still there waiting to be explored. 

7.1.3.2 Hough-transform 

The Hough-transform is a feature extraction method generally used as part of a larger proce-

dure to find imperfect instances of predefined shapes or objects within digital images. The algo-

rithm uses a voting technique in a parameter space. Object candidates are determined as local 

maxima within the so-called accumulator space. The Hough-transform was generalized by Bal-

lard [Bal81] after the related patent and paper of Paul Hough [Hou59]. 

 Hubel and Wiesel demonstrated the existence of orientation columns in the visual cortex of 

the macaque brain [HWS78]. These structures are believed to perform a kind of parallel 

Hough-transform to extract shapes in real-time to serve the orientation of the monkey [Bla92].  

 We hypothesize that through the functional conservation property of the brain a similar 

function to that of the orientation columns exists in the auditory cortex to classify various co-

chlear delay trajectory shapes (and patterns) [HSK08]. The existence of structural conservation 

is already supported by the fact that columnar organization has also been found in the auditory 

cortex of cat and monkey [GC02]. 

 We have experimented with various cochlear modeling stages to generate auditory images 

(AI) of individual phones [HSKK06, HKK06, HWS08] and, in later studies, complete utter-
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ances [HSK08, SHKW09a, SHKW09b]. After an (optional) image stabilization step, which re-

moved group delays (see section 4.3.3.3 on 56), a proprietary implementation of the generalized 

(parallel) Hough-transform was used to extract curvature information from the auditory im-

ages. Subsequently, we employed different classification methods to assess vowel or speech 

recognition rates. 

 Figure 7.4 shows the waveform, the stabilized auditory image of the basilar membrane dis-

placement, and the accumulator space calculated via Hough-transforming the AI. Local 

maxima (darkest points within shaded areas) in the latter correspond to the most dominant 

curvatures occurring in the auditory image. In the depicted configuration, a local maximum at a 

normalized curvature value of 0.5 means a straight vertical line segment at the corresponding 

time instance in the AI. Curvatures of zero and one correspond to the steepest hyperbolic tra-

jectories to the left and to the right, respectively, which the Hough-transform has been config-

ured for. 

 

 
Figure 7.4: Different representations of the phone “ɑː” spoken in the word “harm”: 

waveform (top), stabilized image of the basilar membrane model output 

(middle), and a time-aligned representation of the Hough-transform’s ac-

cumulator space (bottom). 
 

 Our experiments confirm that cochlear delay trajectories contain features that can be ex-

tracted by the Hough-transform and be used in speech recognition tasks. Even though auto-

matic speech recognition based on MFCCs (Mel-frequency cepstral coefficients) yields gener-
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ally higher scores, ASR results using the extracted curvature information are more noise robust 

[HSK08]. Szepannek et al. showed that features acquired from the Hough-transformed audi-

tory images could be used complementary to MFCCs to achieve higher ASR scores than with 

MFCCs alone [SHKW09a, SHKW09b]. 

 Unfortunately, we have not been able to follow up with research on Hough-transform based 

speech recognition since 2009, but the approach still seems to be promising and possibly also 

useful in other fields of computational neuroscience. 

 

7.2 Summary 

This dissertation set out to investigate how a model of the human auditory system can play an 

important role in the signal processing of cochlear implants. Beyond the physiological and 

technological basis, the development and evaluation of the SAM strategy have been discussed 

in detail. The final chapters also showed room for improvement as well as possible starting 

points for future research. The main outcomes of this work can be summarized as follows: 

 

• SAM came into being as a real-time capable PC implementation along with a variety 

of software tools for evaluation of CI signal processing strategies; 

• SAM proved to have the potential to get accustomed to in a very short period of 

time (see section 5.4.2) and to provide good results even in acute tests; 

• SAM was shown to provide significantly more pitch cues than the reference strategy, 

leading to much better pitch discrimination (see section 5.4.2.2); 

• SAM was shown to provide significantly more interaural time difference cues than 

the reference strategy (see section 5.3.2.2), which may lead to substantial binaural 

benefit in CI hearing; 

• Model results hinted that SAM might help subjects with impaired cognitive state un-

derstand speech better (see section 5.3.1.2). 

 

Although the development and evaluation of SAM are complete within the scope of this thesis, 

SAM still offers a huge potential for further research. 
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7.3 Closing remarks 

First, a remark I often miss from other scientific publications, which is related to resources not 

publicly available and utilized during the work: Upon request I can provide signal databases 

(e. g. the impulse responses used in the experiment explained on page 95 or the sung vowels 

mentioned on page 96 of section 5.4.1.3), SAM-processed signals, and –in specific cases– also 

executable SAM code. We are also currently working on a MATLAB version of the auditory 

model employed in SAM, which we plan to release as soon as practicable. I would be happy to 

support any research using these resources. 

 Finally, some personal remarks: At the beginning of my PhD studies, I wanted to learn as 

much as possible about cochlear implants. I would never have thought that working in an in-

ternational and multidisciplinary scientific team at Fraunhofer IDMT would broaden my hori-

zons in such a diverse way. Beyond the expert knowledge of cochlear implant related signal 

processing I gathered, I learned how to design, perform, and evaluate listening experiments. I 

even discovered statistics (and related software packages) to assess correlations and significance 

of the results. I substantially improved my programming skills (including coding style and ver-

sion controlling) and acquired extensive experience with commercial software tools (examples 

include Adobe Creative Suite, Mathworks MATLAB, Microsoft Office, National Instruments 

LabVIEW, and Sony Sound Forge, just to name a few). I also recognized the importance of ref-

erence and knowledge management and imported about 400 of my favorite papers into Citavi, 

a reference management program by Swiss Academic Software. Furthermore, I rediscovered 

the Library of the Ilmenau University of Technology as the perfect place to write my thesis. 

 

 To sum up, I think I grew a lot during the SAM project, for which I am deeply grateful. 





 

Appendices 
 

A.1 SAM parameters 
 

Table A.1. Parameters of the auditory model used in SAM. Parameters marked with a hash sym-

bol (#) are not explicitly referred to in this thesis. Parameters marked with a circle (○) 

have been tuned. “Model of the nonlinear mechanical filtering”, “inner hair cell”, and 

“neurotransmitter” are abbreviated as NLM, IHC, and NT, respectively. 

 Parameter description Symbol Value(s) Ref. 

 

Outer ear model resistor RO 6.35 Ω [Bau00] 

Outer ear model capacitor CO 1.575 µF 

Outer ear model inductor LO 1.7875 mH 

Middle ear model resistor 1 RM1 12.7 Ω 

Middle ear model resistor 2 RM2 31.75 Ω 

O
ut

er
 a

nd
 m

id
dl

e 
ea

r 

Middle ear model inductor LM 3.175 mH 

  

Number of NLM sections ○ NBM 101 [Bau00] 

Resolution of the NLM ○ Δz 0.25 Bark [Bau00] 

NLM pre-amplification ○ gpre -42 dB - 

NLM post-amplification ○ gpost -86 dB - 

NLM friction loss resistor Rq 400 kΩ [Bau00] 

NLM endolymph mass scaling factor ○ gCq 0.6 [Chi10a] 

NLM endolymph mass capacitor ○ Cq 18.75 nF [Bau00] 

NLM section n scaling factor ○ gCn 3.0 [Chi10a] 

NLM section n mass capacitor ○ Cn (4.2·n+310) nF [Bau00] 

NLM helicotrema resistor RH 281.1 kΩ 

NLM helicotrema capacitor CH 56.6 nF 

NLM amplification factor 1 g1 100 

NLM amplification factor 2 g2 20 

NLM saturation factor 1 ○ gs1 5 

NLM saturation factor 2 ○ gs2 200 

  

NLM to IHC cilia coupling gain #○ Ccilia -65 dB - 

N
on

lin
ea

r 
m

ec
ha

ni
ca

l f
ilt

er
in

g 

NLM to IHC cilia time constant # τc 2.13 ms [Med06a]
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 Parameter description Symbol Value(s) Ref. 
 

Max. mechanical conductance # max
ciliaG  8 nS [Med06a]

Apical resting conductance Ga 1.974 nS 

Displacement sensitivity 1 # s0 85 e-9 m-1 

Displacement offset 1 # u0 7 nm 

Displacement sensitivity 2 # s1 5 e-9 m-1 

Displacement offset 2 # u1 7 nm 

  

Cell capacitance CM (=CA+CB) 15 pF [WM04] 

Potassium conductance Gk 18 nS [Med06a]

Endocochlear potential Et 100 mV 

Potassium reversal potential Ek -70.45 mV 

B
io

ph
ys

ic
al

 m
od

el
 

Resistance of the supporting cell Rp =Rt 40 mΩ 

  

Calcium reversal potential # ECa 66 mV [Med06a]

Maximum calcium conductance # Ca
maxG  7.2 nS 

Calcium current constant 1 # βCa 400 

Calcium current constant 2 # γCa 130 

Calcium current time constant # τICa 100 µs 

Calcium diffusion time constant # τ[Ca] 100 µs 

Calcium concentration threshold # [Ca2+]thr 0 mol 

  

C
al

ci
um

 k
in

et
ic

s 

Release rate conversion scalar # z 2 e32 [SLOM02]

NT loss rate l 2580 s-1 [Med06a]

NT recovery rate r 6580 s-1 

Maximum free NT quanta # M 10 

  

NT reprocessing rate x 66.3 s-1 [SLOM02]T
ra

ns
m

itt
er

 
dy

na
m

ic
s 

NT replenishment rate y 10 s-1 [SLOM02]

 Time step of the simulation ○ ts  (=1/fs )  1/44100≈22.68 µs - 
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Table A.2. Default parameters of the stimulus coder. Parameters marked with asterisk 

(*) share the same default value for all electrode channels even though they 

can be configured for each channel independently. 

Parameter description Symbol Value(s) 

Number of CI electrodes MCI 22 

Total pulse rate TPR 9000 pps 

Threshold level * THLM 100 

Most comfortable level * MCLM 200 

Curve-shaping factor * cm 1.95 

Phase width Tpw 25 µs 

Phase gap Tpg 8 µs 

Phase gap variance jξ  0 

Peak selection randomness pξ  0.1 

Repetition penalty * Rm 10 dB 

Global volume Vg 1 

 

A.2 CIX interface documentation (excerpt) 
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A.3 CIX error codes documentation (excerpt) 
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A.4 Sample EarMap configuration file (excerpt) 
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A.5 Sample Common configuration file (excerpt) 
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A.6 Sample CIX.log file (excerpt) 
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A.7 Screenshots of CIX applications 

 

 
Figure A.1: CIX Fitter. 

 

 
Figure A.2: WavStim Player. 
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Figure A.3: OLSA Player. 

 

 
Figure A.4: Real-time Audio Slicer. 
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Figure A.5: OLSA Tester. 

 

 
Figure A.6: Real-time Visualizer. 
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Figure A.7: Sine Sequenceer. 
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