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Deutsche Zusammenfassung

Wir leben in einer Hybridgesellschaft, in der Menschen und Maschinen co-
existieren, voneinander abhéngig sind und héufig nicht einmal wissen ob sie
gerade mit einer Maschine oder einem Menschen interagieren. Diese Behaup-
tung mag zunéchst nach Science-Fiction klingen, doch schauen wir uns bei-
spielsweise Diskussionen in Internetforen oder Handel an modernen Aktien-
mérkten an, sehen wir, dass Kiinstliche Intelligenzen (KIs) bereits heute Teil
unseres Alltags sind. So werden z.B. an Aktienmérkten algorithmische Trader
in ihrer Interaktion mit Menschen als eine der Hauptursachen fiir sogenannte
Blitzcrashs gesehen. Kls haben also bereits heute einen enormen 6konomischen
Einfluss. Obwohl Menschen auch zukiinftig zentrale Akteure in Hybridgesell-
schaften bleiben, wird die Hybridisierung sich auf neue Gebiete ausweiten. In
unmittelbarer Zukunft werden Kls mit uns am Straflenverkehr teilnehmen und
haben es zunehmend leichter in einer digitalen und vernetzten Welt mit uns
zu interagieren.

Die zentrale Fragestellung dieser Dissertation ist, inwiefern sich Menschen
anders verhalten wenn sie mit einem anderen Menschen oder einer KI interagie-
ren. Eine Frage, die — trotz ihrer 6konomischen Bedeutung (siehe Blitzcrashs)
und dem Interesse von Okonomen an strategischer Interaktion — bisher kaum
von Okonomen untersucht wird. Im Gegenteil, die meisten 6konomischen Mo-
delle und Paradigmen nehmen stur an, dass einzig Menschen relevante 6ko-
nomische Akteure sind. In Kapitel 2-4 beschreiben wir 3 Experimente, die
verschiedene Teilaspekte unserer Fragestellung beleuchten. Kapitel 2 ist in Zu-
sammenarbeit mit Prof. Oliver Kirchkamp entstanden, die restlichen Kapitel
in Alleinautorenschatft.

In Kapitel 2 gehen wir der Frage nach, inwiefern Menschen an Aktienmark-
ten anders handeln, wenn sie annehmen, dass ein algorithmischer Trader am
Markt mithandelt, als wenn sie annehmen, dass nur Menschen handeln. Zu
diesem Zweck benutzen wir das Standard-Design von Smith, Suchanek und
Williams (1988), in dem typischerweise die Bildung von Marktblasen unter-
sucht wird. In unserem Experiment weifl eine Gruppe, dass sie nur mit anderen
Menschen in einem Aktienmarkt handelt und eine andere Gruppe weif3, dass
die Moglichkeit besteht, dass ein algorithmischer Trader am Markt handelt.
Entscheidend in unserem Design ist, dass es Markte gibt, in denen die Ver-
suchspersonen unsicher sind ob sie mit algorithmischen Tradern oder nur mit
Menschen handeln, tatsdchlich aber kein algorithmischer Trader am Markt
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handelt. Indem wir diese Markte mit Markten vergleichen in denen die Ver-
suchspersonen wissen, dass sie nur mit Menschen handeln, kénnen wir den
Einfluss der Unsicherheit der Versuchspersonen beziiglich der Teilnahme algo-
rithmischer Trader messen, ohne dass die tatsiachliche Einflussnahme der algo-
rithmischen Trader in dem Vergleich eine Rolle spielen kann. Wir untersuchen
die Mérkte mit Blick auf die Entwicklung des Preises pro Aktie, Volatilitdt
und Handelsfrequenz und finden, dass Aktien ndher am Fundamental Wert
gehandelt werden, Markte eine hohere Volatilitdt aufweisen und die Handels-
frequenz zunimmt, wenn Menschen unsicher sind ob algorithmische Trader am
Markt partizipieren.

Kapitel 3 untersucht, ob Menschen es kontextunabhangig bevorzugen von
Menschen oder einem auf Zufall basierenden Mechanismus abhangig zu sein.
Im Experiment, das wir in diesem Kapitel présentieren, geben Versuchsper-
sonen an ob sie lieber an Lotterien teilnehmen wollen, in denen der Zufall
entscheidet ob sie die Lotterie gewinnen oder an Lotterien teilnehmen wollen,
in denen die Wahrscheinlichkeit zu gewinnen von der Entscheidung eines ande-
ren Menschen abhangt. Um einen sauberen Vergleich zwischen Praferenzen in
beiden Lotterien zu gewéhrleisten, wurde die Lotterie, in der eine menschliche
Entscheidung iiber das Gewinnen der Lotterie entscheidet, so konzipiert, dass
keine strategische Abhangigkeit zwischen dem Entscheider fiir/gegen die Lot-
terie (Entscheider A) und dem Entscheider (B) iiber das Gewinnen/Verlieren
der Lotterie besteht. Entscheider B wusste nicht, dass jemand von seiner Wahl
abhangig sein wiirde und es wurde sichergestellt, dass die Entscheidung von
Spieler B moralisch neutral ist. Des Weiteren wurden die Lotterien so be-
schrieben, dass sie sich moglichst dhneln (z.B. in Bezug auf Komplexitat).
Wir vergleichen Préferenzen zu der Lotterie mit menschlicher Unsicherheit
mit Standardlotterien mit natiirlicher Unsicherheit und finden, dass Versuchs-
personen Lotterien mit natiirlicher Unsicherheit bevorzugen.

Einem Sprichwort nach ist Vertrauen der Klebstoff der Gesellschaft. Da wir
uns fiir Hybridgesellschaften interessieren, ist es naheliegend zu untersuchen
wie sich die Art des Agenten, mit dem man interagiert, auf die Bereitschaft
zu vertrauen auswirkt. Kapitel 4 geht dieser Frage nach und baut zu diesem
Zweck auf einer Studie von Bohnet und Zeckhauser (2004) auf, in der die Au-
toren finden, dass Menschen betrugsavers sind. In ihrem Experiment verlangen
Versuchspersonen in der Rolle von Spieler 1 in einem Vertrauensspiel eine ho-
here Risikoprdamie um einem anderen Spieler zu vertrauen, wenn der andere
Spieler selbst entscheiden darf wie Ressourcen verteilt werden, als wenn die
Entscheidung des anderen Spieler zuféllig bestimmt wird. Unser Experiment
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geht der Frage nach warum bei Vertrauensspielen, in denen man abhéngig von
einem menschlichen Spieler ist, eine hohere Risikopramie verlangt wird. Ist es
die vorweggenommene Kompensation fiir das schlechte Gefiihl zu wissen, dass
man betrogen wurde oder moégen wir die Moglichkeit nicht, dass die Person sich
aufgrund einer bewussten Entscheidung auf unsere Kosten bereichern kénnte?
Zau diesem Zweck stellen wir das Konzept einer spielbezogenen Lotterie vor.
Diese gleicht einer gewohnlichen Lotterie, allerdings hangt die Wahrscheinlich-
keit zu gewinnen von den Entscheidungen anderer in einem Vertrauensspiel ab.
Wir finden, dass verlangte Risikopramien um an den spielbezogenen Lotterien
teilzunehmen gleich sind, egal ob in dem Vertrauenspiel von dem die spiel-
bezogene Lotterie abhangt die Entscheidungen von Spieler 2 selbst getroffen
oder zufillig bestimmt wurden. Von einer Betrugsabsicht abhéngig zu sein
scheint also nicht ausreichend fiir Betrugsaversion zu sein, sondern es bedarf
auch des tatsichlichen Nutzen fiir den Betriiger. Uberraschenderweise finden
wir jedoch auch, dass Versuchspersonen in unserem Experiment eine hohere
Risikopriamie verlangen, wenn Spieler 1 ein Vertrauensspiel spielt, in dem die
Entscheidung von Spieler 2 zuféllig bestimmt wird, als wenn Spieler 2 die Ent-
scheidung selbst treffen darf. Im Gegensatz zu Bohnet und Zeckhauser finden
wir also, dass Menschen lieber auf Menschen vertrauen als auf den Zufall. Wir
entschieden uns daher eine moglichst genaue Replikation der Studie von Boh-
net und Zeckhauser durchzufithren, kommen jedoch wieder zu Ergebnissen die
ihnen widersprechen.

In Kapitel 5 fassen wir die Ergebnisse der Experimente zusammen und
setzen sie in Kontext zueinander. Gemeinsam zeichnen sie das klare Bild,
dass Menschen in 6konomisch relevanten Situationen abhéngig davon entschei-
den, ob sie mit Menschen oder kiinstlichen Agenten interagieren. Obwohl wir
in jedem Experiment klar zeigen, dass unsere Versuchspersonen sich kiinstli-
chen Agenten gegeniiber anders verhalten, zeigen die Ergebnisse keine einfache
Faustregel auf wie genau sich Verhalten gegeniiber Menschen von Verhalten
gegentiber kiinstlichen Agenten unterscheidet. Zukiinftige Experimenten miis-
sen erforschen, welche situativen Umsténde beispielsweise zu hoherer /niedriger
Riskioaversion im Umgang mit Maschinen und anderen kiinstlichen Agenten
fithren und wie man diese Erkenntnisse zum Wohle der Gesellschaft instru-
mentalisieren kann. In Anbetracht des eingangs skizzierten gesellschaftlichen
und technologischen Wandels im 21. Jahrhundert und der 6konomischen Trag-
weite dieses Wandels, wére es jedoch fahrlissig einfach anzunehmen, dass sich
menschliche Entscheidungen wahrend der Interaktion mit kiinstliche Agenten
nicht von den Entscheidungen gegeniiber Menschen unterscheiden.
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Chapter 1

General Introduction

1.1 Welcome to hybrid societies!

Nowadays artificial agents (robots, artificial intelligences, etc.) are part of our
societies; we interact with them daily, they appear in many different situations,
and sometimes we cannot even distinguish between interacting with a human
or an artificial agent. This may sound like the beginning of a science fiction
novel, but these hybrid societies, in which human and artificial agents interact
are already reality and may become the norm not the exception (Brynjolfsson
and McAfee, 2014). The basic thought that led to the research presented
in this dissertation, is that economics (and social sciences in general) are in
danger of loosing touch with reality by assuming in their theories, experiments
and models that humans are only interacting with each other.

Adam Smith defines a society as something that "may subsist among differ-
ent men, as among different merchants, from a sense of its utility without any
mutual love or affection, if only they refrain from doing injury to each other."
(Smith, 1759). His assumption that only human interaction is relevant makes
sense given that he was living in the 18th century. During his time humans
were the only relevant decision makers on the planet. Nowadays this is no
longer true. A growing number of decision makers in social and especially in
economiic life consists of artificial intelligence agents (Als).

One reason why hybrid societies have so far been studied so little by
economists and other social scientists may be that we are all used to thinking
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about ourselves as agents that only live in physical space. However, a signifi-
cant amount of interaction nowadays is taking space in virtual space (e.g. in
social networks like Facebook). In physical space, hybrid societies may not
seem such an urgent issue. If a robot enters the room, this is obvious and it
did not (yet) happen very often to most of us. In virtual space however, it
is much easier for an artificial agent to blend in with human agents and an
Al may be much harder to spot for humans. The world of the 21st century
however is becoming more and more digital and virtual. Besides our social
life taking place in virtual space, the battlefields of the future will be (at least
to some extent) digital, entire companies are built around digital goods, and
modern markets are digital markets.

Given the speed with which the societies we live in are changing to hy-
brid societies and the all-pervasing changes this could bring to all of us, very
little research has been done in general with regard to hybrid societies and
even less so by economists. With the help of the experimental method we try
to shed light on one aspect that could make hybrid societies different from
human-only societies: The expectations that humans have with regard to the
different types of agents (human or artificial) they may interact with. The ex-
periments presented in this dissertation all compare the behaviour of humans
in treatments where they expect to be relying on other humans, with treat-
ments where they rely on "non-human" mechanisms. All experiments indicate
that humans condition their behaviour on the type of agent they rely on and
that behaviour differs.

1.2 Why should an economist research hybrid
societies?

The fundamental changes that are happening during the transition from a
human-only to a hybrid society just started to draw the attention of economists.
The book The second machine age: work, progress, and prosperity in a time
of brilliant technologies (Brynjolfsson and McAfee, 2014) addressing this issue
just received the "Deutscher Wirtschaftsbuchpreis' of 2015 from the Handels-
blatt.

Why should economists be more than just interested in this change and not
just let others do the research for them and then apply the knowledge gathered
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by the experts? At least two reasons apply: First, if economists want their re-
search to be externally valid they need to predict behaviour of humans and/or
(on an aggregate level) groups of them. However, the question of how human
behaviour is affected by the growing number of artificial agents is discussed
only rarely within the economic literature. The economy is the economists
object of research, so it is probably them who can anticipate and hypothe-
size best how and where certain properties of artificial agents are relevant for
the economy. Second, compared to other social sciences, economists - based
on the traditional assumption of the homo oeconomicus - have clear norma-
tive predictions of human behaviour. This assumption has allowed economists
to develop unique experimental methods (e.g. games (in a game theoretical
sense), lottery choice experiments, etc.) which allows viewing hybrid societies
from a unique point of view.

On the philosophical side one may argue that Als do not and never will
have something like a free will and therefore cannot be considered agents in
a metaphysical sense!. Furthermore, in the end there is always a human that
programs the algorithms running on the AIl. However, on a practical side we
already see that Als take decisions autonomously. The speed at which they can
react and the quantity of data they can process often makes their behaviour
uncontrollable for humans. Because of the complexity of the environments in
which the artificial agents are intended to act and the cascade effects which
can emerge from that artificial agent interacting with other artificial or human
agents, it is impossible for the programmer to anticipate the effect of his work.
Hence artificial agents form autonomous factors in our economic exchanges.

To illustrate how artificial agents affect our economy, let us take a look at
modern stock markets. On May 6, 2010 the S&P 500 lost within 6 minutes
almost 6% of its value and the Wall Street Journal estimated that one trillion
Dollar in market value disappeared temporarily because of this crash (Kir-
ilenko et al., 2014). To date it remains unclear whether this “Flash Crash”
was intended (by humans) or not, but the U.S. Commodity Futures Trading
Commission writes in their 2014 report that High Frequency Traders (HFTs)
“did not cause the Flash Crash, but contributed to it by demanding imme-
diacy ahead of other market participants.” (Kirilenko et al., 2014). HFTs are
computer programs that sell and buy assets autonomously on modern stock
markets. Other market participants cannot distinguish between an offer made

!This remark points at the philosophical debate on agency (Juarrero, 2002). Though
extremely interesting, discussing it would go beyond the scope of this chapter.
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by a HFT or e.g. a human trader. Although these HFTs were programmed by
humans, they can lead to unpredicted behaviour especially when interacting
with other HFTs and human traders as happened on May 6 2010. Mod-
ern stock markets are thus hybrid markets which can differ substantially in
behaviour from human-only markets. Not understanding how these hybrid
markets are different from human-only markets leads to enormous financial
risks and misguided legislation of these markets.

One may think that the example of modern stock markets is a very special
case, but there are also many others. In the case of plane traffic, modern
planes are only partly controlled by humans and there are many cases when
the on-board computer overrules decisions of the human pilot. A similar case
can be made for car traffic in a few years from now. When driving a vintage
car in a few years from now, considering to cross a crossroad, one will not know
whether that other car on the other side is driven by a computer or a human.
Would humans change behaviour if they knew? Strategic interactions in game-
like settings like these (in this case the hawk-dove/chicken game (Smith and
Price, 1973)) are at the heart of what interests experimental economists.

1.3 An interdisciplinary view on artificial eco-
nomic agents

In 2002, Daniel Kahnemann — a psychologist — received the Nobel Prize in
economics for "for having integrated insights from psychological research into
economic science, especially concerning human judgment and decision-making
under uncertainty." (Sent, 2005). Kahnemann helped economists to under-
stand the special properties that humans as agents in economies have, em-
phasizing the difference between real humans and the idealized idea of the
homo oeconomicus. The new insight helped economists develop more realistic
models and new fields of research within economics evolved since. A similar
dynamic might be achieved by studying artificial economic agents and their
interaction with humans in hybrid societies.

For this purpose, economics and other social sciences have to strengthen
and develop their links with the field of Artificial Intelligence. Because of
the growing number of artificial agents in our society, these disciplines span
a research space full of highly relevant research questions. This collaboration
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will be useful as a joint venture in understanding hybrid societies and will
generate new insight within each of the disciplines. Economics and Artificial
Intelligence for example, have a common view on the agents they study. Both
rely on a formal representation of agents’ behaviour and assume (some kind of)
rationality of the agents they model. Economics and Artificial Intelligence can
learn a lot from each other’s struggles in understanding and modeling human
behaviour and emotions. Although the homo oeconomicus assumption may
be an unrealistic assumption of economists, the paradigms developed by them
may help in designing a "machina economicus" (Parkes and Wellman, 2015).
Social sciences (especially economics) see the field of Artificial Intelligence too
often as just a "toolmaker" providing them with the stuff they need to study
their research questions (e.g. agent-based computational economics). Instead,
social sciences should also view the field of Artificial Intelligence as part of
their team and the subject they study.

1.4 Important concepts

Technically, depending on an artificial intelligence (Al) is a special case of
depending on Nature (in the form of a mechanistic process). Throughout the
dissertation we will compare human behaviour towards other humans with the
behaviour towards relatively simple mechanistic processes. This comparison is
much cleaner than the comparison of differences in behaviour towards humans
and Als because it is not confounded by factors such as the uncertainty about
the sophistication of the Al or intentions of the programmer. For sure, real Als
are far more sophisticated than a simple mechanism like e.g. the toss of a coin.
Nevertheless, we expect that on a fundamental level we can learn something
about human interaction with Als, by comparing behaviour in situations where
one depends on another human, with depending on the outcome of the toss of
a coin. Furthermore, it is exactly at this fundamental level, where the research
presented in this dissertation has its comparative advantage compared to more
applied research in e.g. Human-Robot Interaction with a far higher external
validity.

Our chapters also differ in the focus of the research question. While chap-
ter 2 looks at interaction between human and artificial agents, chapters 3 and
4 look at dependence of humans on either humans or mechanistic processes.
Although depending and interacting are certainly not the same, interaction
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usually involves some kind of dependence between agents. However, inter-
action is much more complex because it also often contains features like a
common fate, moral externalities of actions and intentions, strategic consider-
ations, etc. So chapters 3 and 4 strike off these confounding factors involved
when comparing interaction with both types of agents, and look at only one
special feature of strategic interaction, while chapter 2 includes these factors
for the sake of external validity.

1.5 Overview of dissertation

Chapters 2-4 present 3 experiments. All have in common that they compare
the behaviour of subjects in a condition where they depend on other humans,
with a condition where they depend on some mechanistic process.

The experiment presented in chapter 3 makes the cleanest comparison be-
tween depending on machines versus humans. The intent was to exclude any
possible explanations for why someone would prefer the treatment where they
depend on another human to the treatment where they depend on a mecha-
nistic process, except for "I just prefer to depend on humans/mechanistic pro-
cesses". For this purpose we had to get rid of all the context usually involved
in interaction between agents, and create a very artificial setting. Chapter
2 on the other hand, looks at behaviour while one interacts with either hu-
mans or artificial agents in a very specific context (Asset markets), as close to
the real world as experimental economics usually gets. As a consequence, the
design in chapter 2 allows for many possible explanations of why behaviour
would be different while interacting with different types of agents. Chapter
4 is positioned somewhere between these two chapters regarding generalizata-
bility to the real world. It looks at preferences with regard to depending on a
mechanistic process or a human in a Trust Game. We chose to focus on trust
because according to sociologists it is "the glue of society" (Castelfranchi and
Falcone, 2010). Hence, a proper understanding of the differences in trust in
hybrid and human-only societies is essential.

Chapter 2 is based on a collaboration with Oliver Kirchkamp. It was
presented by the author of this dissertation at the Annual Congress of the
European Economic Association (2015) and the Experimental Finance (2015)
conference. The initial idea, the literature review, programming of the exper-
iment, and the collection of the data was done entirely by the author of this
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dissertation. Analysis of the data was mainly done by Oliver Kirchkamp; the
rest of the workload was shared equally by the authors. Chapters 3 and 4
are single-author projects and led to two working papers, currently reviewed
for conferences. To keep style coherent, as is common in scientific writing, all
chapters are written in the first person plural.

1.5.1 Chapter 2: Bubbles in hybrid markets

Bubbles are omnipresent in lab experiments with asset markets. Most of these
experiments are based on the experimental paradigm of Smith, Suchanek, and
Williams (1988) and were conducted in environments with only human traders.
However, a substantial portion of markets in the 21st century are determined
by algorithmic traders interacting with human and other algorithmic traders.
While there is some literature on how algorithmic traders change properties
of the market by engaging in them, there seems to be no systematic attempt
to answer the question of how the expected presence of an algorithmic trader
would affect human trading on markets. To disentangle the direct effect of
algorithmic traders we use a design where we manipulate only the expectations
of human traders, without algorithmic traders actively engaging on the market
and thereby affecting human traders. We analyze markets with respect to
mispricing, volatility and frequency of trades.

1.5.2 Chapter 3: Depending on humans vs nature

We experimentally investigate whether humans prefer to depend on the deci-
sions of other humans (social uncertainty) or states of nature (environmental
uncertainty). For both social and environmental uncertainty we either con-
trol for the probabilities (risk) or let subjects form their own expectations
regarding the probabilities (ambiguity). Different from previous research, we
designed the social uncertainty treatments such that the uncertainty does not
derive from strategic interaction. Instead, the uncertainty in the social uncer-
tainty treatments derives from decisions of others that were made in ignorance
of their consequences to someone else. Furthermore, the decisions were made
within a context where the options were not morally loaded. We argue that
this is crucial for a ceteris paribus comparison between social and environmen-
tal uncertainty and to the best of our knowledge this experimental design is
the first achieving this.
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1.5.3 Chapter 4: Betrayal aversion

A growing body of literature indicates that humans are betrayal averse, i.e.
they prefer an unfortunate outcome when it is the result of a mechanistic
process, compared to it being the intended consequence of someone’s decision.
We use the basic design of Bohnet and Zeckhauser (2004) where they compare
preferences of subjects to engage in two versions of the Trust Game. In the
standard Trust Game, Trustees decide whether to exploit the trust of a Trustor
or not. In the Risky Dictator Game the "decision" of the Trustee is determined
by the computer. Our research question is whether the mere possibility that
one’s trust may get exploited is sufficient to create disutility, even without
the intended benefits on the Trustee’s side. For this purpose we introduce
the concept of a game-related lottery, a lottery where the chance of winning
is taken from the Trust Game/Risky Dictator Game played earlier by the
decision maker. By comparing preferences in game-related lotteries, we can
see whether having ones payoff depending on a Trustee’s choice is already
sufficient to create disutility, irrespective of the Trustee’s payoft.
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Bubbles in hybrid markets —
How expectations about
algorithmic trading affect
human trading

2.1 Introduction

Experimental research on assets markets began in the mid 20th century us-
ing a stable design which has hardly changed since (see section 2.2 below).
However, if we look at real world asset markets in the 21st century, we see
great differences compared to asset markets in the 20th century. Instead of
humans bargaining with and shouting at each other, today traders interact
via computers. The use of computers on asset markets comes in many forms.
It includes simple support of human traders in e.g. the scheduling of sales
of assets without influencing the asset price in the market. It also includes
sophisticated algorithmic traders which can learn and autonomously decide
which assets they sell or buy (Kirilenko and Lo, 2013).

This chapter is co-authored with Oliver Kirchkamp from the Friedrich Schiller Univer-
sity Jena, Germany.



Chapter 2

While the markets of the 20th century were human-only markets, modern
markets are hybrid markets where computers and humans trade and where
neither party gets information whether they sold to or bought from humans
or algorithmic traders. De Luca and Cliff (2011) estimate that algorithmic
traders are involved in up to 70% of the total trading volume in major Euro-
pean and US equity exchanges. In this chapter we ask how human trading is
different in hybrid and human-only markets and whether these differences call
for a revision of the classical experimental results from the 20th century.

We will discuss the literature on hybrid markets in more detail in section
2.2.2. Most of this literature deals with optimization of algorithms in hybrid
markets or compares hybrid markets per se with human markets. Differences
between human-only markets and hybrid markets are attributed to the trading
activity of algorithmic traders and not to changes in human trading patterns.
Algorithmic traders are seen as more able than humans to discover arbitrage
possibilities than human traders. As a result we should see fewer bubbles in
hybrid than in human-only markets. In this chapter we argue that differences
between the two market types could already result only from changes in human
behaviour and without any active participation of algorithmic traders in hybrid
markets.

Expectations crucially determine the behaviour of human traders. Cheung,
Hedegaard, and Palan (2014) relate bubbles in asset markets to the expectation
that other market participants are less rational. Expecting more rationality
in hybrid markets could discipline human traders and could cause a different
performance in the two types of markets.

In section 2.2 below we will review the literature. We will see that the
presence of algorithmic traders could change the behaviour of human traders
in different ways. Do human traders trade less because algorithmic traders
leave fewer opportunities to exploit the irrationality of other traders? Or do
human traders trade more because prices are perhaps more informative in
hybrid markets?

In section 2.3 we will present the design of our laboratory experiment. We
explicitly do not focus on the properties of specific algorithmic traders used in
the real world. Instead we exploit that most humans have an intuition when
it comes to the differences between algorithmic traders and human traders. In
a first experiment we aggregate the intuition subjects have about algorithmic
traders. In a second experiment we use this information as a stimulus to control
expectations of participants. In the second experiment we also manipulate
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expectations about the presence of algorithmic traders. In sections 2.4 and
2.5 we present our results. Section 2.6 concludes by looking at the experimental
results in a broader context.

2.2 Literature

2.2.1 Experimental asset markets

Smith, Suchanek, and Williams (1988) (SSW) study a laboratory situation
where subjects trade assets which pay a random dividend per round in an
anonymized continuous double action. Subjects start with an endowment of
assets and some cash. Assets can be sold for cash and cash can be used to
buy assets offered by other subjects. Subjects know the average dividend an
asset pays per round and the number of rounds. Hence, subjects could work
out the fundamental value of an asset in SSW markets.

With common knowledge of rationality and risk neutrality one would ex-
pect no trade in these markets. Assets should be bought (and hence sold) only
at the fundamental value and since supply and demand of assets is generated
only by subjects, no transactions should take place. However, SSW find that
asset prices in the experimental markets follow a “bubble and crash” pattern
which is similar to speculative bubbles observed in real world markets. In their
experiments the price per assets starts below the fundamental value, but then
quickly exceeds it (often even above the sum of maximum possible dividends).
Towards the end the price drops again quickly, approaching the fundamental
value.

The baseline condition of our experiment (presented in section 2.3) is a close
replication of the SSW design. Since 1988 many modifications of the SSW
design have been studied to understand why people trade in these markets
and to generally test theory on market bubbles. A full survey of this literature
goes beyond the scope of this section (for a recent survey see Palan, 2013) but
the following paragraphs discuss the literature that is most relevant for our
experimental design and hypotheses.

Common knowledge of rationality: If traders have identical preferences,
access to the same information, if they are perfectly rational and if they have
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common knowledge about all this then they should trade neither in hybrid nor
in human-only markets. Akerlof (1970), Bhattacharya and Spiegel (1991) and
Morris (1994) point out conditions under which differences in prior beliefs or
information should not lead to a relaxation of the no-trade-theorem in SSW
markets.

Common knowledge of rationality is a crucial assumption. Cheung, Hede-
gaard, and Palan (2014) manipulate the expectations subjects have about the
rationality of other market participants. They ask all their subjects a large
number of control questions on how a SSW market works and which trading
strategies are rational. Subjects in one group are reminded explicitly that the
other market participants have to answer the same control questions, subjects
in the other group do not get this reminder. Cheung, Hedegaard, and Palan
(2014) find that markets in which subjects get an explicit reminder produce
smaller bubbles and that subjects trade less in these markets.

If subjects assume algorithmic traders to trade in a more rational way then
we should expect smaller bubbles in hybrid markets.

Risk-aversion and Overconfidence: Risk-aversion and overconfidence could
very well have an impact on trading in asset markets. In our experiment we
measure these traits per subjects before trading starts.

Robin, Straznicka, and Villeval (2012) and Fellner and Maciejovsky (2007)
find that risk-aversion leads to smaller bubbles and less trade in asset markets.
They follow an approach used by Holt and Laury (2002) (which we will also
use) to measure risk aversion. Keller and Siegrist (2006) use a mail survey and
find that financial risk tolerance is a predictor for the willingness to engage in
asset markets.
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