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Abstract

The tremendous growth of mobile data traffic will lead to substantial architectural changes in
wireless networks. New wireless systems need to exploit all available degrees of freedom in the
wireless channel such as wider bandwidth, multi-carrier operation, large antenna arrays, polar-
ization, and cooperation between base stations, in order to maximize the performance. The
wireless industry needs channel models that reproduce the true behavior of the radio channel in
all these use cases. However, many state-of-the-art models only support parts of the required
functionality and have not been thoroughly validated against measurements in relevant propa-
gations scenarios. It is therefore unclear if the performance predictions made by these models
are realistic.

This thesis introduces a new geometry-based stochastic channel model that creates accurate
results for two important use cases: massive multiple-input multiple-output (MIMO) and joint
transmission (JT) coordinated multi-point (CoMP). For this, the popular WINNER channel
model was extended to incorporate 3-D propagation, spherical wave propagation, spatial con-
sistency, temporal evolution of channels, and a new model for the polarization. This model was
introduced under the acronym “QuaDRiGa” - quasi deterministic radio channel generator. To
validate the model, measurements were done in downtown Dresden, Germany, and downtown
Berlin, Germany. Those were used to derive the model parameters. Then, the measurements
were resimulated with the new channel model and benchmarked against the Rayleigh i.i.d. model
and the 3GPP-3D channel model. Essential performance indicators such as path gain, shadow
fading, delay spread, angular spreads, geometry factor, single-link capacity, and the dirty-paper
coding capacity were computed from both the measured and resimulated data.

In Dresden, the resimulated channels produce almost identical results as the measured channels.
When using the resimulated channels to derive the model parameters, the same results can be
obtained as when using the measurement data. Such a direct comparison was not possible with
the previous models because they cannot produce sufficiently long sequences of channel data.
The performance predictions from the new model are more than 90% accurate whereas only
80% accuracy could be achieved with the 3GPP-3D model. In Berlin, accurate performance
predictions could also be made in a multi-cellular environment where the mutual interference
between the base stations could be studied. This confirms that it is generally sufficient to
use single-link measurements to parameterize channel models that are then used to predict the
achievable performance in wireless networks. The new model can generate channel traces with
similar characteristics as measured data. This might speed up the evaluation of new algorithms
because it is now possible to obtain realistic performance results already in an early stage of
development.
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Kurzfassung

Das enorme Wachstum des mobilen Datenaufkommens wird zu substantiellen Veränderungen in
mobilen Netzwerken führen. Neue drahtlose Funksysteme müssen alle verfügbaren Freiheitsgrade
des Übertragungskanals ausnutzen um die Kapazität zu maximieren. Dies beinhaltet die Nut-
zung größerer Bandbreiten, getrennter Übertragungskanäle, Antennenarrays, Polarisation und
Kooperation zwischen Basisstationen. Dafür benötigt die Funkindustrie Kanalmodelle, welche
das wirkliche Verhalten des Übertragungskanals in all diesen Fällen abbilden. Viele aktuelle Ka-
nalmodelle unterstützen jedoch nur einen Teil der benötigten Funktionalität und wurden nicht
ausreichend durch Messungen in relevanten Ausbreitungsszenarien validiert. Es ist somit unklar,
ob die Kapazitätsvorhersagen, welche mit diesen Modellen gemacht werden, realistisch sind.

In der vorliegenden Arbeit wird ein neuen Kanalmodell eingeführt, welches korrekte Ergebnisse
für zwei wichtige Anwendungsfälle erzeugt: Massive MIMO und Joint-Transmission (JT) Coor-
dinated Multi-Point (CoMP). Dafür wurde das häufig verwendete WINNER Kanalmodell um
neue Funktionen erweitert. Dazu zählen 3-D Ausbreitungseffekte, sphärische Wellenausbreitung,
räumliche Konsistenz, die zeitliche Entwicklung von Kanälen sowie ein neues Modell für die Pola-
risation. Das neue Kanalmodell wurde unter dem Akronym

”
QuaDRiGa“ (Quasi Deterministic

Radio Channel Generator, dt.: quasideterministischer Funkkanalgenerator) eingeführt. Um das
Modell zu validieren wurden Messungen in Dresden und Berlin durchgeführt. Die Messdaten
wurden zunächst verwendet um die Modellparameter abzuleiten. Danach wurden die Messkam-
pagnen im Modell nachgestellt um die Reproduzierbarkeit der Ergebnisse nachzuweisen. Essen-
tielle Leistungsindikatoren wie z.B. der Pfadverlust, die Laufzeitstreuung, die Winkelstreuung,
der Geometriefaktor, die MIMO Kapazität und die Dirty-Paper-Coding Kapazität wurden für
beide Datensätze berechnet. Diese wurden dann miteinander sowie mit Ergebnissen aus dem
Rayleigh i.i.d. Modell und dem 3GPP-3D Kanalmodell verglichen.

Für die Messungen in Dresden erzeugt das neue Modell nahezu identische Ergebnisse wenn die
nachsimulierten Kanäle anstatt der Messdaten für die Bestimmung der Modellparameter ver-
wendet werden. Solch ein direkter Vergleich war bisher nicht möglich, da die vorherigen Modelle
keine ausreichend langen Kanalsequenzen erzeugen können. Die Kapazitätsvorhersagen des neu-
en Modells sind zu über 90% korrekt. Im Vergleich dazu konnte das 3GPP-3D Model nur etwa
80% Genauigkeit aufweisen. Diese Vorhersagen konnten auch für das Messszenario in Berlin
gemacht werden, wo mehrere Basisstationen zeitgleich vermessen wurden. Dadurch konnten die
gegenseitigen Störungen mit in die Bewertung eingeschlossen werden. Die Ergebnisse bestätigen
die generelle Annahme, dass es möglich ist den Ausbreitungskanal sequenziell für einzelne Basis-
stationen zu vermessen und danach Kapazitätsvorhersagen für ganze Netzwerke mit der Hilfe von
Modellen zu machen. Das neue Modell erzeugt Kanalkoeffizienten welche ähnliche Eigenschaf-
ten wie Messdaten haben. Somit können neue Algorithmen in Funksystemen schneller bewertet
werden, da es nun möglich ist realistische Ergebnisse in einem frühen Entwicklungsstadium zu
erhalten.
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Thomä for his support and for giving me the opportunity to do my PhD at the Technische
Universität Ilmenau, and Claude Oestges for his time and effort to to review the thesis.

While working at the Fraunhofer HHI, I had the privilege to work with Dr. Lars Thiele. As
the leader of the system level innovations group he always found the funding for me to continue
working on the QuaDRiGa model and my thesis. Many thanks for that. I also would like to
thank my colleagues Leszek Raschkowski, Martin Kurras, Kai Börner and Johannes Dommel
for the valuable discussions and their support. It was a pleasure for me to work in this group.

My gratitude extends to Frank Burkhardt and Ernst Eberlein from the Fraunhofer IIS and Gerd
Sommerkorn, Christian Schneider and Martin Kaeske from the Technische Universität Ilmenau
for their fruitful discussions during the MIMOSA project which initiated the work on the channel
model. I also would like to thank all the colleagues that helped throughout the measurements.

Finally, my deepest gratitude goes to my wife, Valeria, for her support and her patience through-
out the past years.

Berlin, Germany, August 2016
Stephan Jaeckel

VII



VIII



Contents

Contents IX
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XI
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XIII
List of Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XIV
List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XVI
Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XIX

1 Introduction 1
1.1 MIMO Wireless Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Characterization of the MIMO Channel . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Channel Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Correlation-based Stochastic Channel Models . . . . . . . . . . . . . . . . 5
1.2.3 Geometry-based Stochastic Channel Models . . . . . . . . . . . . . . . . . 7

1.3 Objectives and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials 15
2.1 Correlated Large-Scale Parameter Maps . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Initial Delays and Normalized Path Powers . . . . . . . . . . . . . . . . . . . . . 21
2.3 Departure and Arrival Angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Drifting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Antennas and Polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.5.1 Relation between the Polarization Model and the Jones Calculus . . . . . 33
2.5.2 Changing the Orientation of Antennas . . . . . . . . . . . . . . . . . . . . 33
2.5.3 Constructing the Polarization Transfer Matrix . . . . . . . . . . . . . . . 36

2.6 Combining Sub-Paths into Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.7 Path Gain, Shadow Fading and K-Factor . . . . . . . . . . . . . . . . . . . . . . 40
2.8 Transitions between Segments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3 Channel Model Parameterization and Validation Methodology 45
3.1 Estimation of Path Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1.1 Data Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.1.2 Detection of Multipath Components in the Delay Domain . . . . . . . . . 49
3.1.3 Detection of Multipath Components in the Spatial Domain . . . . . . . . 53

3.2 Estimation of Large-Scale Parameters . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1 Path Gain and Shadow Fading . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.2 Ricean K-Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.3 Delay Spread . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.4 Angular Spread . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.5 Cross-Polarization Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2.6 Large-Scale Parameter Correlations . . . . . . . . . . . . . . . . . . . . . 63

3.3 Estimation of Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 64

IX



3.3.1 Single-User Capacity at a Fixed SNR . . . . . . . . . . . . . . . . . . . . 65
3.3.2 Geometry Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.3 Multi-User Singular Value Spread . . . . . . . . . . . . . . . . . . . . . . 66
3.3.4 Dirty-Paper Coding Capacity . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.5 Dirty-Paper Coding Capacity with Inter-Cell Interference . . . . . . . . . 71

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Validation of the Model for Massive MIMO 75
4.1 Massive MIMO Measurements in Dresden, Germany . . . . . . . . . . . . . . . . 75
4.2 Resimulation of the Measurement Campaign . . . . . . . . . . . . . . . . . . . . . 79
4.3 Large-Scale Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3.1 Effective Path Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2 Ricean K-Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3.3 RMS Delay Spread . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3.4 Azimuth of Departure Angular Spread . . . . . . . . . . . . . . . . . . . . 89
4.3.5 Azimuth of Arrival Angular Spread . . . . . . . . . . . . . . . . . . . . . . 89
4.3.6 Elevation of Arrival Angular Spread . . . . . . . . . . . . . . . . . . . . . 91
4.3.7 Cross-Polarization Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.4 Inter-Parameter Correlation Values . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Decorrelation Distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.6 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.6.1 Signal to Noise Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6.2 Single-User Capacity at a Fixed SNR . . . . . . . . . . . . . . . . . . . . 102
4.6.3 Multi-User Singular Value Spread . . . . . . . . . . . . . . . . . . . . . . 103
4.6.4 Dirty-Paper Coding Capacity . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5 Validation of the Model for Multi-Cell Transmission 113
5.1 Multi-cell Measurements in Berlin, Germany . . . . . . . . . . . . . . . . . . . . 114
5.2 Resimulation of the Measurement Campaign . . . . . . . . . . . . . . . . . . . . . 116
5.3 Large-Scale Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.3.1 Effective Path Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3.2 Ricean K-Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.3.3 RMS Delay Spread . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.4 Inter-Parameter Correlation Values and Decorrelation Distances . . . . . . . . . 121
5.5 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.5.1 Geometry Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.5.2 Single-User Capacity at a Fixed SNR . . . . . . . . . . . . . . . . . . . . 123
5.5.3 Multi-User Singular Value Spread . . . . . . . . . . . . . . . . . . . . . . 125
5.5.4 Dirty-Paper Coding Capacity . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.5.5 Dirty-Paper Coding Capacity with Inter-Cell Interference . . . . . . . . . 128

6 Conclusions 135

A Appendix 137
A.1 Departure and Arrival Angles (Adopted WINNER Method) . . . . . . . . . . . . 137
A.2 Model of the Transmit Antenna in Berlin . . . . . . . . . . . . . . . . . . . . . . 140

Bibliography 141

X



List of Figures

1.1 Simplified overview of the modeling approach used by GSCMs . . . . . . . . . . . 8
1.2 Evolution of GSCMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Steps for the calculation of time-evolving channel coefficients . . . . . . . . . . . 16
2.2 Principle of the generation of channel coefficients based on correlated LSPs . . . 19
2.3 Map-based 2-D autocorrelation shaping using FIR filters . . . . . . . . . . . . . . 20
2.4 Maximal achievable angular spread depending on the K-factor . . . . . . . . . . . 25
2.5 Scatterer positions and arrival angles (single-bounce model) . . . . . . . . . . . . 27
2.6 Scatterer positions and arrival angles (multi-bounce model) . . . . . . . . . . . . 29
2.7 Example patterns for a dipole antenna . . . . . . . . . . . . . . . . . . . . . . . . 34
2.8 Illustration of overlapping segments and variable MT speeds . . . . . . . . . . . . 42

3.1 Flow chart of the data analysis and model parameterization procedure . . . . . . 47
3.2 Iterative detection of multipath components from MIMO channels . . . . . . . . 50
3.3 Example output of the iterative tap estimation . . . . . . . . . . . . . . . . . . . 53
3.4 Illustration of the arrival angle estimation using an ULA . . . . . . . . . . . . . . 54

4.1 Transmit antenna for the Dresden measurements . . . . . . . . . . . . . . . . . . 77
4.2 Receiver configuration for the Dresden measurements . . . . . . . . . . . . . . . . 77
4.3 Receive antenna schematics for the Dresden measurements . . . . . . . . . . . . . 77
4.4 Map of the measurement area in Dresden, Germany . . . . . . . . . . . . . . . . 79
4.5 Illustration of the user placement methods . . . . . . . . . . . . . . . . . . . . . . 80
4.6 Effective path gain distributions in Dresden, Germany . . . . . . . . . . . . . . . 85
4.7 Regression fit of the measured path-gain values . . . . . . . . . . . . . . . . . . . 85
4.8 Ricean K-factor distributions in Dresden, Germany . . . . . . . . . . . . . . . . . 87
4.9 Illustration of the effect caused by using a Gaussian power angular spectrum . . 87
4.10 Illustration of the effect of the new angular mapping method . . . . . . . . . . . 87
4.11 RMS delay spread distributions in Dresden, Germany . . . . . . . . . . . . . . . 88
4.12 Azimuth spread of departure distributions in Dresden, Germany . . . . . . . . . 89
4.13 Azimuth spread of arrival distributions in Dresden, Germany . . . . . . . . . . . 90
4.14 Elevation spread of arrival distributions in Dresden, Germany . . . . . . . . . . . 91
4.15 Cross-Polarization Ratio in Dresden, Germany . . . . . . . . . . . . . . . . . . . 92
4.16 Inter-parameter correlation values in Dresden (part 1) . . . . . . . . . . . . . . . 93
4.17 Inter-parameter correlation values in Dresden (part 2) . . . . . . . . . . . . . . . 94
4.18 Inter-parameter correlation values extracted from the 3GPP-3D model (part 1) . 96
4.19 Inter-parameter correlation values extracted from the 3GPP-3D model (part 2) . 97
4.20 Decorrelation distances in Dresden, Germany . . . . . . . . . . . . . . . . . . . . 99
4.21 SNR distributions in Dresden, Germany . . . . . . . . . . . . . . . . . . . . . . . 100
4.22 Number of detected paths vs. SNR in the Dresden measurement data . . . . . . 101
4.23 Capacity distributions in Dresden, Germany . . . . . . . . . . . . . . . . . . . . . 102
4.24 Multi-user singular value spread in Dresden, Germany . . . . . . . . . . . . . . . 104
4.25 DPC capacity for the multi-antenna configuration in Dresden, Germany . . . . . 106
4.26 DPC capacity for the single-antenna configuration in Dresden, Germany . . . . . 107

XI



4.27 DPC capacity for different numbers of transmit antennas in Dresden, Germany . 110

5.1 Map of the measurement area in Berlin, Germany . . . . . . . . . . . . . . . . . 115
5.2 Effective path gain distributions in Berlin, Germany . . . . . . . . . . . . . . . . 118
5.3 Ricean K-factor distributions in Berlin, Germany . . . . . . . . . . . . . . . . . . 119
5.4 RMS delay spread distributions in Berlin, Germany . . . . . . . . . . . . . . . . . 120
5.5 Inter-parameter correlation values in Berlin, Germany . . . . . . . . . . . . . . . 121
5.6 Decorrelation distances in Berlin, Germany . . . . . . . . . . . . . . . . . . . . . 122
5.7 Geometry factor distributions in Berlin, Germany . . . . . . . . . . . . . . . . . . 123
5.8 Capacity at a fixed SNR in Berlin, Germany . . . . . . . . . . . . . . . . . . . . . 124
5.9 Singular value spread in Berlin, Germany . . . . . . . . . . . . . . . . . . . . . . 125
5.10 DPC capacity in Berlin, Germany . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.11 Massive MIMO antennas for interference mitigation in Berlin, Germany . . . . . 130
5.12 DPC capacity with different interference mitigation strategies . . . . . . . . . . . 132
5.13 Interference footprint for different transmission schemes in Berlin, Germany . . . 134

A.1 Visualization of the angular spread correction function Cφ(L,K) . . . . . . . . . 138
A.2 Synthetic and the measured antenna patterns in Berlin, Germany . . . . . . . . . 140

XII



List of Tables

1.1 Differences between various GSCMs . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1 Offset Angle of the mth Sub-Path from [47] . . . . . . . . . . . . . . . . . . . . . 26

4.1 Measurement parameters for the MIMO measurements in Dresden . . . . . . . . 76
4.2 Parameters for the Urban Macro-cell (UMa) Scenario . . . . . . . . . . . . . . . 82
4.3 Cross-Correlation Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4 DPC capacity in Dresden for a varying number of users at fixed SNR . . . . . . . 108
4.5 DPC capacity in Dresden for a varying number of users at the actual SNR . . . . 109
4.6 DPC capacity prediction for different numbers of Tx-Antennas . . . . . . . . . . 110

5.1 Parameters for the multi-cell measurements in Berlin . . . . . . . . . . . . . . . . 114
5.2 Overview of the massive MIMO antenna configurations in Berlin, Germany . . . 130
5.3 DPC capacity prediction for different transmission schemes . . . . . . . . . . . . 131

A.1 Correction values from [47] for different numbers of paths . . . . . . . . . . . . . 139
A.2 Comparison of the correction functions . . . . . . . . . . . . . . . . . . . . . . . . 139

XIII



List of Acronyms

2-D two-dimensional
3-D three-dimensional
3G third generation
3GPP 3rd generation partnership project
4G fourth generation
5G fifth generation
AoA azimuth angle of arrival
AoD azimuth angle of departure
AS angular spread
ASA azimuth spread of arrival
ASD azimuth spread of departure
AWGN additive white Gaussian noise
BC broadcast channel
BS base station
CDF cumulative distribution function
CIR channel impulse response
CoMP coordinated multi-point
COST European Cooperation in Science and Technology
CSI channel state information
DPC dirty-paper coding
DS delay spread
EoA elevation angle of arrival
EoD elevation angle of departure
ESA elevation angle spread of arrival
ESD elevation angle spread of departure
FBS first-bounce scatterer
FIR finite impulse response
FR frequency response
FR1 frequency reuse 1
FR4 frequency reuse 4
FWHM full width at half maximum
GCS global coordinate system
GF geometry factor
GPS global positioning system
GSCM geometry-based stochastic channel model
HHI Heinrich Hertz Institute
i.i.d. independent and identically distributed
ISD inter site distance
ITU International Telecommunication Union
JT joint transmission
KF Ricean K-factor
LBS last-bounce scatterer

XIV



LHCP left hand circular polarized
LOS line of sight
LSF large-scale fading
LSP large-scale parameter
LTE long term evolution
MAC multiple-access channel
MIMO multiple-input multiple-output
MPC multipath component
MRT maximum ratio transmission
MSE mean square error
MT mobile terminal
NLOS non-line of sight
O2I outdoor-to-indoor
OFDM orthogonal frequency division multiplexing
PAS power-angular spectrum
PDP power delay profile
PG path gain
QAM quadrature amplitude modulation
QuaDRiGa quasi deterministic radio channel generator
RAN radio access network
RHCP right hand circular polarized
RMS root mean square
Rx receiver
SAGE space-alternating generalized expectation-maximization
SCM spatial channel model
SF shadow fading
SIMO single input multiple output
SINR signal to interference and noise ratio
SISO single input single output
SNR signal to noise ratio
SSF small-scale-fading
STD standard deviation
SV singular value
SVD singular value decomposition
TUB Technische Universität Berlin
Tx transmitter
ULA uniform linear array
UMa urban-macrocell
UMi urban-microcell
VR visibility region
WGS world geodetic system
WINNER Wireless World Initiative for New Radio
WSS wide-sense stationary
XPD cross-polarization discrimination
XPR cross polarization ratio
ZF zero-forcing
ZoA zenith angle of arrival
ZoD zenith angle of departure
ZSA zenith angle spread of arrival
ZSD zenith angle spread of departure

XV



List of Symbols

(.)∗ Conjugate of a complex-valued scalar, vector, or matrix . . . . . . . . . . . . . . 54
(.)H Conjugate transpose (or Hermitian transpose) of a complex-valued matrix . . . . 3
(.)T Transpose of a matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
α Amplitude of a path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
χ2

2 Chi-squared distribution with 2 degrees of freedom . . . . . . . . . . . . . . . . 52
δ Dirac delta function (is zero everywhere except at zero) . . . . . . . . . . . . . . 7
` Water level (for water-filling) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
η Array gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
γ Polarization rotation angle for the linear NLOS polarization in [rad] . . . . . . . 37
κ Singular-value spread, also known as condition number . . . . . . . . . . . . . . 67
λ Wavelength in units of [m] . . . . . . . . . . . . . . . . 18, 29, 53, 59, 66, 132, 142
ν Sample of additive white Gaussian noise . . . . . . . . . . . . . . . . . . 48, 49, 52
ω Singular value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67, 69
φ Azimuth angle in [rad]. φ can be used for φd or φa . . 23, 24, 32, 110, 139, 140, 142
φa Azimuth angle of arrival (AoA) in [rad] . . . . . . . . . . . . . . . . . . . 23, 26, 28
φd Azimuth angle of departure (AoD) in [rad] . . . . . . . . . . . . . . . . . 23, 26, 27

φ̂ The offset angle between the path angle φ of the mth sub-path in [degree] . . . . 26
ψ Phase of a path in [rad] . . . . . . . . . . . . . . . . . . . . . . . . . . 7, 29, 39, 49
ρ Correlation coefficient . . . . . . . . . . . . . . . . . . . . . 21, 63, 96, 97, 99, 124
σν Standard deviation of noise amplitude . . . . . . . . . . . . . . . . . . . 48, 49, 52
σ Signal to noise ratio (linear scale) . . . . . . . . . . . . . . . . . . . . 2, 65, 69, 107
σSF The shadow fading standard deviation in [dB] . . . . . . . . . . . . . . . . . . . . 6
σφ The RMS angular spread in [rad] . . . . . . . . . . . . . . . . . . . 24, 62, 139, 140
στ The RMS delay spread in units of [s] . . . . . . . . . . . . . . . . . . . . 19, 22, 61
τ Delay of a MPC in units of [s] . . . . . . . . . . . . . . . . 7, 22, 28, 29, 48, 49, 51
θ Elevation angle in [rad]. θ can be used for θd or θa . . . . . . . . . 24, 32, 110, 142
ϑ Polarization rotation angle in [rad] . . . . . . . . . . . . . . . . . . . . . . . 35, 36
θa Elevation angle of arrival (EoA) in [rad] . . . . . . . . . . . . . . . . 23, 24, 26, 28
θd Elevation angle of departure (EoD) in [rad] . . . . . . . . . . . . . . 23, 24, 26, 27
ζ A coefficient describing additional shadowing within a PDP . . . . . . . . . . . . 22
a Vector pointing from the position of the LBS to the Rx position . . . . . . . . . 28
B Bandwidth in units of [Hz] . . . . . . . . . . . . . . . . . . . . . . . . . . 18, 48, 51
B LSP map represented as a matrix with real-valued coefficients . . . . . . . . . . 20
b Vector pointing from the Tx position to the position of the LBS . . . . . . . . . 28
C Capacity in [bps/Hz] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2, 65, 66
c Speed of Light . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28, 29
c Representation of the departure or arrival angle in Cartesian coordinates . . . . 34
cφ The scenario-dependent cluster-wise RMS angular spread in [degree] . . . . . . . 26
CN Complex normal distribution CN (µ, σ2) with mean µ and STD σ . . . . . 6, 48, 49
d Length of a propagation path in [m] . . . . . . . . . . . . . . . . 6, 28, 40, 84, 120
D Diagonal matrix of singular values; Dn = diag {ωn,1, ..., ωn,nω} . . . . . . . . 67, 69
dλ Decorrelation distance in [m] where the autocorrelation falls below e−1 . . . 20, 64

XVI



er,s Vector from the Rx position to Rx antenna element r at snapshot s . . . . . . . 28
E Expected value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6, 52, 63, 66
F Polarimetric antenna response . . . . . . . . . . . . . . . . . . . . . . 32, 35, 38, 54
fc Carrier frequency in units of [Hz] . . . . . . . . . . . . . . . . . . . . . . . . . . 12
fn Position of the nth OFDM pilot relative to the beginning of the FR in [Hz] 48, 51, 65
fS Sampling Rate in [samples per meter] . . . . . . . . . . . . . . . . . . . . . . . . 18
fT Sampling Rate in [samples per second] . . . . . . . . . . . . . . . . . . . . . . . 18
g Channel coefficient in time domain . . . . . . . . . . . . . . . . . . . . 7, 38, 51, 60
G Matrix of complex-valued channel coefficients in time domain . . . . . 7, 48, 49, 51
h Channel coefficient in frequency domain . . . . . . . . . . . . . . . . . . . 6, 7, 60
H Matrix of channel coefficients in frequency domain . . . . . . 2, 6, 7, 48, 49, 65, 71
h Vector of channel coefficients in frequency domain . . . . . . . . . . . . . . . 6, 52
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1 Introduction

There has been a tremendous growth of mobile data traffic in recent years. This is due to the
widespread use of smart phones, tablet computers and other mobile devices which are connected
to the internet everywhere and anytime. As a result, worldwide mobile data traffic is expected
to grow 10-fold from 2014 to 2019, three times faster than fixed internet traffic, reaching more
than 290 exabytes per year by the end of 2019 [42]. As a consequence, the design of future
fifth generation (5G) cellular networks will break with the conventional approaches, both on the
architectural and the component level [43]. The base station density is increasing rapidly. This
is leading to heterogeneous networks where the concept of a cell as the fundamental unit of
the radio access network starts to disappear. A mobile device will be connected to the network
through different nodes simultaneously, each having different transmit powers and coverage ar-
eas, operating at different frequencies, and using different protocols and standards. The need for
additional spectrum to satisfy the huge data rates leads to the coexistence of radically different
propagation characteristics within the same system such as at millimeter wave frequencies above
30 GHz. In order to overcome the huge propagation loss at such high frequencies, and to over-
come the tremendous inter-cell interference caused by the high base station density at centimeter
wave frequencies, massive multiple-input multiple-output (MIMO) [44, 45] proposes utilizing a
very high number of antennas (up to several hundred) to focus the radiated energy toward the
intended directions. This leads to major architectural changes and new deployment approaches
for the base stations (BSs). The performance of these emerging technologies is highly affected by
the wireless propagation channels. Therefore, understanding the properties of wireless channels
in time and space is essential in order to assess the performance of these new technologies and
guide the development of new communication standards.

There are several approaches to characterize wireless channels. Probably the best way is by
measurements. This requires that dedicated transmit and receive equipment (e.g., antennas,
channel sounders, etc.) needs to be developed. Then, measurement campaigns need to be
planned, executed and evaluated in realistic scenarios where the locations of the BSs and the
mobile terminals (MTs) match the real network setup later on. Performing such measurements
is a complicated process that requires significant financial, manpower and data-processing re-
sources. In addition, the benefit of such early trials is limited from a performance evaluation
point of view since it is only possible to characterize a few isolated links. Hence, it is difficult,
if not impossible, to correctly predict the achievable data rates for an entire network consisting
of thousands of BSs and MTs. Therefore, measurements are usually combined with simulation
studies taking the channel and interference characteristics into account. However, these so-called
system-level simulations require detailed knowledge of the underlying propagation conditions.

In order to assess the performance of the emerging 5G technologies, continuous research is needed
to develop sophisticated channel models that accurately predict the properties of the propagation
channel. This includes different propagation scenarios (e.g., indoor, outdoor, outdoor-to-indoor,
satellite, etc.), a large number of MTs and BSs, heterogeneous deployments (e.g., combina-
tions of conventional macro-cell BSs, micro-cell hotspots, and satellite overlays), massive MIMO
antenna configurations with several hundred antennas, various mobility models, and so on.
Well-established geometry-based stochastic channel models (GSCMs) such as the 3rd genera-
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tion partnership project (3GPP) spatial channel model (SCM) [46], the Wireless World Initiative
for New Radio (WINNER) model [47, 48], the 3GPP-3D model [49], and the European Coop-
eration in Science and Technology (COST) 273/2100 channel model [50, 51] have been reliable
tools for system-level studies. However, future wireless systems require a continuous evolution
of the current models in order to fulfill the design and planning requirements. According to
[45], a realistic performance assessment of massive MIMO systems requires channel models that
reflect the true behavior of the radio channel (i.e., the propagation channel including effects of
realistic antenna arrangements). State of the art GSCMs allow the separation of antenna and
propagation influences. Hence, they are ideal candidates for the evaluation of massive MIMO
systems since they are scalable in the spatial domain. However, none of the current publicly
available models has been tested against measured data in a representative setup and essential
features such as the time evolution of the channel and spherical wave propagation are missing.

In this chapter, a short introduction of MIMO wireless communications is given. Then, some
fundamental concepts for channel measurements and the ideas behind existing channel models
are presented. Lastly, the objectives and contributions of this thesis are outlined.

1.1 MIMO Wireless Communications

Multiple-input multiple-output (MIMO) involves multiple antennas, both at the transmitter
and receiver, to increase the capacity of wireless systems. Initial investigations on the increased
performance of multi-antenna systems have been published by J. Winters already in 1984 [52, 53].
Ten years later, spatial multiplexing was introduced by Telatar [54] and Foschini [55]. In these
concepts, parallel data streams are transmitted between a multi-antenna transmitter and a
multi-antenna receiver on the same time and frequency resource. The huge capacity predictions
made by those early findings made MIMO a very popular research area in the following years.

Single-user MIMO MIMO propagation channels are at the core of each MIMO system. Essen-
tially, a MIMO channel is described by a channel matrix H which contains the complex-valued
baseband channel coefficients. The relation between the inputs and the outputs of a MIMO
channel with nr receive and nt transmit antennas can be expressed as

y1

y2
...
ynr


︸ ︷︷ ︸

y

=


h1,1 h1,2 · · · h1,nt

h2,1 h2,2 · · · h2,nt
... · . . .

...
hnr,1 hnr,2 · · · hnr,nt


︸ ︷︷ ︸

H

·


x1

x2
...
xnt


︸ ︷︷ ︸

x

+


v1

v2
...
vnr


︸ ︷︷ ︸

v

, (1.1)

where the vector x contains the transmitted symbols and the vector y the received symbols. The
vector v contains additive white Gaussian noise (AWGN). The MIMO channel determines the
received signal and the performance of a multi-antenna communication system. Provided that
the channel matrix H is properly normalized with respect to the signal to noise ratio (SNR),
one can calculate the capacity C measured in units of bps/Hz as [54]

C = log2 det

(
Inr +

σ

nt
HHH

)
, (1.2)
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where Inr is the identity matrix of size nr×nr, σ is the SNR and HH is the conjugate transpose
(or Hermitian transpose) of H. In this equation, the transmitted power remains constant. Thus,
the SNR gets divided by the number of transmit antennas nt. If the propagation channel has
enough degrees of freedom (i.e., if the matrix H is well conditioned), the capacity scales linearly
with min(nt, nr) and logarithmic with σ which can lead to enormous capacity gains when the
number of antennas is large. However, the limiting factor is the propagation channel. Again,
understanding the channel is essential to bring the theoretic gains into practical systems.

Multi-user MIMO Another ten years later, a paradigm shift was needed when MIMO was
applied to multi-user channels [56]. When using spatial multiple access to serve several users on
the same time and frequency resource, the additional antennas can be used to suppress multiuser
interference. In the downlink broadcast channel (BC) there are nu multi-antenna users, each
having a receive signal

yu = Hu · xu︸ ︷︷ ︸
own signal

+

nu∑
∀ū,ū6=u

Hu · xū︸ ︷︷ ︸
interference

+ vu︸︷︷︸
noise

. (1.3)

The problem is that, unlike in conventional MIMO, each user does not only receive its own signal
but also the signals intended for the other users. The optimum transmit strategy involves a
theoretical preinterference cancellation technique known as dirty-paper coding (DPC) combined
with scheduling and power loading [57]. With DPC, the system capacity is

C = max
Pu

log2 det

(
Inr +

nu∑
u=1

Hu ·Pu ·HH
u

)
, (1.4)

where Pu is the covariance matrix of the optimal spatial transmit filter. However, this poses
some problems. Although it is possible to calculate the optimal covariance matrices Pu from the
individual user channels [58], it is generally not possible to obtain transmit filters that achieve
the DPC capacity. In addition, realizing the theoretic gains in practice requires that the BS
has knowledge of the user’s channel coefficients. To circumvent this problem and to reduce the
feedback overhead, combining simplified precoding methods (such as zero-forcing or maximum
ratio transmission) with scheduling is a promising approach. Nevertheless, comparing the per-
formance of the many heuristic approaches requires system-level simulations. As for single-user
MIMO, channel models must contain all relevant effects to correctly predict the performance of
such systems. Especially, the inter-dependency of the user channels is of importance here. For
example, physically closely spaced users often experience very similar propagation conditions.
Simple models often fail to include these effects which might lead to wrong predictions of the
capacity and system performance.

Joint transmission One problem that is not addressed by multi-user MIMO is inter-cell in-
terference. Inter-cell interference occurs when several neighboring BSs use the same time and
frequency resources. The classic approach to circumvent this problem is to use frequency-reuse
to prevent neighboring BSs from using the same frequency band. However, this dramatically
reduces the spectral efficiently in the network since only a fraction of the spectrum is available
to each BS. A frequency-reuse factor of one has been introduced in the third generation (3G)
mobile communication systems for effectively allowing all BS to use the full spectrum. On the
other hand, this comes at the price of dramatically increased interference levels at the cell-edge.
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In order to study the influence of such interference, the additional BSs must be included in the
system model. As for multi-user MIMO, there are nu multi-antenna users. However, in addition
to the intra-cell interference introduced in (1.3), there are also ni BSs operating on the same
time-frequency resource. Hence, the receive signal becomes

yu = Hu,i · xu,i︸ ︷︷ ︸
own signal

+

nu∑
∀ū,ū6=u

Hu,i · xū,i︸ ︷︷ ︸
intra-cell interference

+

ni∑
∀ī,̄i 6=i

Hu,̄i · xū,̄i︸ ︷︷ ︸
inter-cell interference

+ vu︸︷︷︸
noise

. (1.5)

In this equation the index i indicates the serving BS and the index ī the interfering ones.
When the BSs are allowed to cooperate, they can jointly process the user’s signals [59, 60].
Thus, several BSs form a cooperation cluster and serve users on the same time and frequency
resource by effectively forming a so-called distributed antenna system [61]. In this case, inter-cell
interference is transformed into intra-cell (or intra-cluster) interference which can be handled
by precoding in the same way as for multi-user MIMO. However, in a full-scale network there
will always be out-of-cluster interference that limits the achievable performance of such an
approach. Joint transmission adds additional requirements to the channel models, i.e., the
inter-dependency of the channels originating from different BSs must be correctly modeled.

Massive MIMO Another way to handle the inter-cell interference that became very popular
in the recent years is to scale up the number of antennas per BS [44, 45]. Massive MIMO uses
array antennas with an order of magnitude more elements (100 or more) than in conventional
MIMO systems. The number of users served by such a system is much smaller than the number
of transmit antenna elements. By doing so, it is possible to create narrow beams that direct
the transmit power directly to the users. This breaks with the classical MIMO approach of
having approximately the same number of transmit and receive antennas in the cell. With
massive MIMO, both inter-cell and intra-cell interference will be reduced. However, as for joint
transmission, interference is still present and needs to be included in the evaluation.

1.2 Characterization of the MIMO Channel

1.2.1 Channel Measurements

The most straightforward way to characterize the MIMO propagation channels is by channel
measurements, also known as channel sounding. A transmitter (the channel sounder) sends out
a known signal that is received by a receiver. By comparing the received signal with the known
transmit signal, one can calculate the so-called channel impulse response (CIR) which captures
the properties of the propagation channel between a single transmit and receive antenna element.
For example, one can estimate parameters such as the delay spread (DS) which is caused by
reflections of the transmitted signal at objects in the propagation environment from the CIR.

When is comes to MIMO channels, the CIRs of different pairs of transmit and receive antenna
elements are different from each other. This is caused by the multiple reflections of the trans-
mitted signal, also known as multipath propagation, and by differences in the orientation and
positions of the antenna elements. Multipath propagation is one of the major causes for the
capacity increase in MIMO systems since it is possible to use these different propagations paths

4



1.2. Characterization of the MIMO Channel

to transmit several signals simultaneously. To capture these effects accurately, one needs spe-
cially designed array antennas that can resolve signals from all directions. The antenna elements
must be arranged in a way that makes it possible to calculate the direction of departure of an
outgoing wave at the transmitter and the direction of arrival at the receiver. Thus, antenna
design is a major part of planning a MIMO channel measurement campaign.

Due to the large amount of combinations of transmit and receive antenna elements (up to several
hundred), it is practically impossible to capture all the CIRs simultaneously. Thus, each antenna
pair is measured separately. Fast switches at the transmitter and receiver are used to capture all
MIMO subchannels in fast succession. However, this poses restraints on the measurements since
switching through several hundred antenna pairs requires time. It must be ensured that the
complete MIMO channel remains reasonably static during the measurement time. A complete
set of MIMO subchannels, often measured with up to hundreds of MHz bandwidth, is called
a snapshot. This is similar to a photograph which is also a static image of a changing event.
If the transmitter, the receiver or any object in the environment that causes reflections of the
transmitted signal is moving too fast, it becomes impossible to resolve its properties (such as
the directions of departure and arrival) later on when the recorded data is analyzed. Similarly,
a photograph becomes blurry when the exposure time is too long.

Once the channel sounder parameters, the antennas and the allowable speed are fixed, a suitable
scenario has to be chosen. The term scenario refers to a specific propagation environment such
as urban-macrocell, urban satellite, indoor hotspot, etc. Usually, each propagation environment
can be further split into LOS and NLOS propagation (e.g., urban-macrocell LOS and urban-
macrocell NLOS ), both of which might have very different properties. Different scenarios often
pose specific requirements on a measurement campaign. For example, characterizing satellite
channels requires access to a satellite and suitable interfaces to the channel sounder. Urban-
macrocell scenarios require access to the rooftops of buildings in order to put the transmitter
or receiver there. Measurements in rural areas require high-power amplifiers and access to
transmit towers to cover the large distances common for such scenarios. It is not unusual that
the antennas, channel sounders and other equipment such as vans, trolleys, amplifiers, etc., are
custom-build for just one specific measurement campaign. This often results in very substantial
financial and manpower effort needed for such campaigns.

Once the measurements are finished, a substantial amount of data has been recorded (often
up to several terabytes). In the next step, relevant propagation parameters are extracted from
the raw data. This requires sophisticated algorithms such as described in [62, 63] to calculate
the departure and arrival angles, delays and polarization of individual multipath components
(MPCs). Then, these individual measures are analyzed statistically in order to find the charac-
teristic properties for the entire scenario (such as the possible range for the delay spread, etc.).
In the next step, channel models are derived in order to generalize the findings from the mea-
surements and to enable simulations studies to incorporate multiple transmitters and receivers
simultaneously.

1.2.2 Correlation-based Stochastic Channel Models

Correlation-based stochastic channel models describe wireless channels based on statistics of pa-
rameters such as path loss, correlation properties between antenna elements, etc. They simplify
the MIMO channel by using a white Gaussian channel with specific correlation properties at the
transmitter and receiver.
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Rayleigh i.i.d. model Probably the simplest MIMO channel model is the Rayleigh i.i.d. model
which assumes that the entries of the MIMO channel matrix H are independent and identically
distributed (i.i.d.). Hence, a single MIMO channel coefficient between transmit antenna element
t and receive element r is modeled as

h
[i.i.d]
r,t ∼ CN (0, 1) and E

(
HHH

)
= I (1.6)

A downside of this model is that it is only valid for narrow-band MIMO channels. For wide-
band MIMO channels one can use a collection of uncorrelated narrow-band channels. Due to its
simplicity, this model is used as a benchmark throughout this thesis.

When using the Rayleigh model, it is important to separate the spatial characteristics (i.e., the
effects caused by multipath propagation) from the influence of the received power. The received
power is mainly due to the path gain (PG) and the shadow fading (SF). Hata [64] presented
a simple model where the PG scales with the logarithm of the distance d (in units of meters)
between BS and terminal

PG[dB] = −A · log10 d[m] −B +X with X ∼ N
(
0, σSF

2
)

. (1.7)

A and B are scenario-specific coefficients that are calculated from the measurements. X is an
additional random variable that describes the SF with σSF as the SF standard deviation. The
modified Rayleigh model then follows from

hr,t =
√

100.1·PG[dB] · h[i.i.d]
r,t . (1.8)

The power directly determines the SNR σ since each communication system is limited by a
certain noise level at the receiving end. Since the channel capacity scales logarithmic with σ,
a 3 dB increase in SNR (which is equivalent to doubling the received power) adds 1 bps/Hz in
capacity. On the other side, if the channel matrix is well conditioned, the MIMO capacity (1.2)
scales linearly with min(nt, nr) while keeping the total transmit power constant. Thus, doubling
the number of antennas at the transmitting and the receiving end also doubles the capacity.
However, in reality, there is a tradeoff between the two effects. A high received power often
implies a free line of sight (LOS) propagation path in between transmitter and receiver. This
might cause the so-called Keyhole effect [65, 66] which reduces the effective rank of the MIMO
channel matrix to one (i.e., there is no capacity increase with MIMO).

Keyhole model While the Rayleigh model describes uncorrelated MIMO channels and thus
assumes optimal propagation conditions, the Keyhole model does the opposite. The Keyhole
effect [65, 66] causes all signals at the receive antennas to be fully correlated. Therefore, no
additional capacity can be realized by the additional antennas. Dmitry Chizhik [66] pictures this
by placing a screen with a small keyhole punched through it to separate the regions containing
the receiving and transmitting array antenna. The MIMO channel matrix of such a model
follows from

H[keyhole] =
√

100.1·PG[dB] · 1

2
· hr · hTt with h = N (0, 1) + jN (0, 1). (1.9)

The vector hr has nr elements obtained from a complex-valued normal distribution. Likewise,
ht has nt elements. The resulting channel matrix has only one spatial degree of freedom. As for
the Rayleigh model, it is important to include the received power (and thus the SNR) in order to
obtain meaningful results. This model also serves as a benchmark throughout this thesis since
it provides a lower bound on the achievable MIMO capacity.
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Kronecker Model Another very popular channel model is the Kronecker model [67] which adds
correlation to the transmitter and receiver side. It is thus a simple extension of the Rayleigh
i.i.d. model. The channel matrix is obtained by

H[kronecker] =
(
U[Rx]

)1/2
·H[iid] ·

(
U[Tx]

)1/2
, (1.10)

where H[iid] is the Rayleigh i.i.d. channel matrix from (1.6). The additional correlation matrices
U are estimated from the measured channel matrices with U[Rx] = E

(
HHH

)
and U[Tx] =

E
(
HHH

)T
. The Kronecker model is only applicable to narrowband channels, and M. Zhu [68]

questions if this simple model can correctly incorporate the correlations effects for large array
antennas such as used for massive MIMO. In addition, the correlation-based channel models do
not model the propagation process directly but rely on the correlation matrices obtained from
measurements. It is thus very difficult, if not impossible, to separate propagation and antenna
effects which limits the usability of such models. As a consequence, more complex models that
incorporate real-world propagation effects have been developed in the resent years. Those models
are knows under the acronym geometry-based stochastic channel models (GSCMs).

1.2.3 Geometry-based Stochastic Channel Models

Cluster Concept Clusters are at the foundation of all GSCMs. The signal that is transmitted
by a BS inevitably interacts with objects in the environment. Generally, those objects, e.g., the
foliage of trees, rough building walls, office furnishings, etc., do not simply reflect the signal but
scatter it in many directions. Hence, these so-called scatterers (the origin of MPCs) appear to
be “visible” in a relatively large area, i.e., the scattered signal can be received by a receiver that
is located within the visibility area of a scatterer. Another important aspect is that scatterers
often appear to be spread out in space [69]. Hence, a MPC does not generally come from a
single “scattering”-point but from a confined volume of space. One of the earliest well-known
cluster-based channel model that captures this was reported by Saleh-Valenzuela in 1987 [70].
In this model, the time-domain CIR g(τ) is represented by a series of infinitely short pulses that
are described by Dirac delta functions or δ-functions1.

g(τ) =

∞∑
l=0

∞∑
m=0

αl,m · exp (jψl,m) · δ(τ − τl − τl,m) (1.11)

A MPC (caused by reflections at a scattering cluster) arrives at time τl and is split into m sub-
components, each arriving at a later time τl − τl,m. The parameters α and ψ are the amplitude
and phase of the MPC. The parameters of the model are generated randomly such that the
resulting CIRs match measured data.

The Saleh-Valenzuela model only considers the arrival times of the MPCs. However, for MIMO
channels the departure and arrival directions are also important to correctly predict the channel
matrix. Hence, the entire propagation process is included in later models. This is done by
introducing paths that describe the way that a signal takes from the transmitter to the receiver.
In the models, there is usually a direct line of sight (LOS) path and several indirect non-line
of sight (NLOS) paths. This is illustrated in Figure 1.1. Indirect paths involve one or more

1Geometry-based models usually generate the CIR in the time domain by directly modeling specific aspects of
the propagation process. On the other hand, correlation-based models generate the (often narrow-band) CIR in
the frequency domain. To distinguish between the two representations, time-domain channels are denoted by the
symbol g for scalar channels and G for matrix channels. Likewise, the symbols h and H are used for frequency-
domain channels. One representation can be transformed into the other by using the Fourier transformation.
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scattering events which are described by scattering clusters. As in the Saleh-Valenzuela model,
paths do not describe single reflections but are a combination of sub-paths. The main difference
is that sub-paths cannot be separated in the delay domain, i.e., they all have the same arrival
time τl, but different arrival and departure angles.

Transmitter

Receiver

LOS Path

Scatterer

NLOS P
ath

Φd
LOS

Φd
NLOS

Φa
NLOS

Φa
LOSlength dR0

len
gth
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Power

PNLOS
PLOS

Impulse Response

Figure 1.1: Simplified overview of the modeling approach used by GSCMs

SCM(E), WINNER-I/II, and IMT-advanced models Although there were already early stud-
ies on geometric channel models, they only became widely used when the 3GPP work on the
evolution of the 3G mobile system started. The work on 3GPP-long term evolution (LTE),
also known as the fourth generation (4G) of the mobile network, was kicked off with the radio
access network (RAN) evolution work shop in November 2004 in Toronto, Canada. Later on,
the use of MIMO with up to four antennas at the mobile side and four antennas at the BS side
was agreed upon. One important requirement for this work were standardized channel models
that can be used to evaluate and compare the different proposals against each other. This was
provided with the 3GPP-SCM in 2003 [46]. In this model, BSs, MTs and scattering clusters
are in one propagation plane. Hence, the SCM is a two-dimensional (2-D) model. It further
supports six paths (each split into 20 sub-paths), 5 MHz bandwidth in the 2 GHz frequency
band and three scenarios: Suburban Macro, Urban Macro, and Urban Micro. The Urban Micro
scenario is further differentiated in LOS and NLOS propagation.

Parallel to the work in 3GPP, one of the first tasks of the Wireless World Initiative for New Radio
(WINNER) project, which started in January 2004, was to provide a reference implementation
of the SCM. This model was then extended in order to support larger bandwidths of up to 100
MHz, short-term system-level time-variability, additional parameters for the 5 GHz band, and
LOS support for macro-cell scenarios. This model was introduced in 2005 and became widely
known under the acronym SCM-E [71].

The WINNER-I model [72] was released shortly after the SCM-E. This model is antenna in-
dependent, i.e., different antenna configurations and different element patterns can be used.
Parameter tables are provided for indoor office and hotspot scenarios, stationary feeders, and
rural macro-cell scenarios. An additional model for the distance-dependent LOS probability was
introduced for all supported scenarios. However, the short-term system-level time-variability
from the SCM-E was not adopted for the WINNER models.

The WINNER-II model, a further evolution of the WINNER-I model, was released in 2007
[47]. This model supports even more propagation conditions like outdoor-to-indoor and indoor-
to-outdoor scenarios, and it supports elevation angles in indoor scenarios. The model sup-
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Figure 1.2: Evolution of GSCMs

ports scenario-dependent polarization modeling which improves the accuracy for cross-polarized
MIMO antennas. The parameter tables have been reviewed and additional measurements have
been done in order to cover the complete 1-6 GHz frequency range. In addition, large-scale pa-
rameters (LSPs) now have a spatial correlation which enables to model to be used in multi-user
MIMO scenarios.

For a long time, the SCM and WINNER models have been the de-factor standard for geometry-
based channel modeling. This is also due to the fact that open-source reference implementations
of all the models are available to the general public on the projects website [73]. Therefore, the
WINNER-II model was also taken up by the International Telecommunication Union (ITU) as
a baseline for the evaluation of radio interface technologies for IMT-Advanced in 2009 [74]. The
core part of this so-called IMT-Advanced channel model is identical to the WINNER-II model.
An additional extension module enhances the capabilities of the model to support variable BS
antenna heights, street widths, and city structures.

WINNER+ model One major limitation of the early GSCMs was that they are only defined
for 2-D coordinates. Although this is sufficient for simple MIMO schemes, it was generally not
possible to study the effects of larger array antenna structures and beamforming approaches.
Hence, another extension of the WINNER project, known as WINNER+, had the aim to extend
the existing WINNER-II model in order to support three-dimensional (3-D) propagation effects.
This was a major upgrade because everything had to be modeled in 3-D: antennas, scattering
clusters, BS and MT positions, etc. The new model needed 18 additional parameters (50 com-
pared to 32 for the WINNER-II model). Therefore, a large amount of additional measurements
needed to be done to derive the required parameters. The project concluded in 2010 with a
report containing the model guidelines and extended parameter tables [48]. However, a publicly
available implementation of the channel model was never released.

3GPP-3D channel model The interest in 3-D GSCMs increased significantly when the work
on the fifth generation (5G) of the mobile network began. Again, as for the 4G systems, a stan-
dardized channel model was needed to compare standardization proposals. New technologies,
such as for example massive MIMO, use planar array antennas with several antenna elements
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stacked on top of each other. This allows the BSs to steer narrow beams to the positions of
the MTs in azimuth and elevation direction. One major requirement to evaluate such systems
is a 3-D channel model. Hence, 3GPP worked on a successor of the SCM starting in late 2012
and finishing in mid-2015 with a specification of a 3-D channel model, commonly referred to
as the 3GPP-3D model [49]. This model is defined for the 2 GHz band at a relatively narrow
bandwidth of 10 MHz. It comes with consolidated parameters for the two most commonly used
scenarios: urban-macrocell (UMa) and urban-microcell (UMi). Both scenarios are further split
into LOS, NLOS and outdoor-to-indoor (O2I) propagation. The core part of this model, i.e.,
the small-scale-fading (SSF) model, is in large parts identical to the WINNER+ model. Hence,
the same parameter tables can be used and similar functionality is provided. In addition to the
small-scale-fading (SSF) model, 3GPP-3D specifies an antenna model, deployment scenarios, as
well as path-loss models and parameter tables for UMa and UMi deployments.

METIS models The aim METIS project (acronym for “Mobile and wireless communications
Enables for the Twenty-twenty Information Society”) was to lay the foundation for the 5G mobile
network. Much of the work on channel modeling has been done in parallel to the 3GPP-3D
activities. The METIS models [75] consist of a map-based (deterministic) model, a stochastic
model, and a hybrid model as a combination of both. The stochastic model is an evolution
of the WINNER+ and 3GPP-3D model. It supports 3-D shadowing maps, millimeter-wave
parameters, direct sampling of the power angular spectrum, and frequency dependent path loss
models. Based on extensive measurement campaigns, channel parameters for below 6 GHz and
50 - 70 GHz bands are available.

COST 273 / 2100 model Parallel to the 3GPP-SCM and WINNER-I models, the European
Cooperation in Science and Technology (COST) developed the COST 273 channel model [50]
in 2005 as an evolution of the earlier COST 259 channel model by adding support for MIMO
technologies. In this model, scattering clusters are geometrically placed in a 2-D propagation
environment. MTs are assigned to specific clusters in order to model the interrelationship
between the azimuth angles of arrival (AoAs) and azimuth angles of departure (AoDs). This
concept is effective to maintain spatial consistency of the small-scale-fading, and it is able to
evaluate the performance of MIMO beamforming and multi-cell transmission more accurately.
However, the parameterization of the cluster parameters is challenging, and only three scenarios
have been parameterized so far.

The COST 2100 channel model [51, 76] is a further evolution of the COST 273 channel model. It
introduced the concept of visibility regions to model the scenario-variations. These regions make
the evaluation of multi-cell and heterogeneous transmissions more practical by considering the
visibility region of BSs from each MT. Although the multipath clusters were extended towards
3-D propagation environments in the COST 2100 channel model, the definition of the visibility
regions is still in 2-D. There is also no open source implementation of the COST 2100 channel
model until now.

QuaDRiGa model QuaDRiGa (acronym for “QUAsi Deterministic RadIo channel GenerAtor”)
was developed as an outcome of this thesis to enable the modeling of MIMO radio channels
for specific network configurations such as indoor, satellite or heterogeneous configurations.
The main concepts were published in [11, 12, 33]. QuaDRiGa contains a collection of features
created in the SCM and WINNER channel models along with novel modeling approaches which
enable quasi-deterministic multi-link tracking of user movements in changing environments. The

10



1.2. Characterization of the MIMO Channel

QuaDRiGa channel model has further extended features of spatial consistency to accurately
evaluate the performance of massive MIMO and multi-cell transmission systems. All essential
parts of the 3GPP-3D model [49] have been implemented in QuaDRiGa as well. Hence, the model
can be used to evaluate 3GPP standardization proposals. However, there are some differences
between the two models:

• Coordinate system
The 3GPP-3D coordinate system is defined with respect to a spherical coordinate system
where the zenith angle θ = 0◦ points to the zenith and θ = 90◦ points to the horizon.
QuaDRiGa uses the geographic coordinate system where the elevation angle θ = 90◦

points to the zenith and θ = 0◦ points to the horizon. The conversion between the two is
straightforward. To avoid confusion between the coordinate systems, 3GPP uses the term
zenith, i.e., zenith angle of arrival (ZoA), zenith angle of departure (ZoD), zenith angle
spread of arrival (ZSA), zenith angle spread of departure (ZSD), while QuaDRiGa uses the
term elevation, i.e., elevation angle of arrival (EoA), elevation angle of departure (EoD),
elevation angle spread of arrival (ESA), elevation angle spread of departure (ESD).

• Delays and Path Powers
3GPP-3D uses a heuristically determined Ricean K-factor dependent scaling constant in
order to adjust the delays in LOS scenarios (see [49], pp. 25). QuaDRiGa solves this
differently by first assigning delays and path powers, including the Ricean K-factor (KF)
power scaling. Then, the resulting DS is calculated and the path delays are scaled to
the value from the large-scale fading (LSF) model. This avoids the heuristic scaling. See
Section 2.2 for details.

• Intra-Cluster Delay Spread
The 3GPP-3D model splits the two strongest clusters into three sub-clusters (per cluster)
with fixed delay offsets. This is not implemented in QuaDRiGa since it adds additional
complexity and has no effect on the results obtained from the model.

• Departure and Arrival Angles
3GPP-3D obtains the individual angles from mapping the path powers to a wrapped Gaus-
sian or wrapped Laplacian power-angular spectrum (PAS). Then, heuristically determined
scaling factors are used to adjust the angular values for a different number of paths and
the Ricean K-factor (see [49], pp. 26, step 7 and 8). However, this approach breaks the
input-output consistency of the angular spread, i.e., the angular spread calculated from
the channel coefficients for an individual BS-MT link is not equal to the value given to the
SSF model. Only the first-order statistics agree with each other. QuaDRiGa solves this
by creating random angles, then calculating the resulting angle spread, and finally scaling
the angles to obtain the value from the LSF model (see Section 2.3 of this thesis).

• Polarization Model
QuaDRiGa has its own polarization model as described in Section 2.5 of this thesis. The
QuaDRiGa polarization model was originally introduced to correctly model ecliptic cross
polarization ratios (XPRs) (e.g., for satellite channels) which is not covered well by the
existing approach. The 3GPP / WINNER polarization model creates additional random
phase shifts which effectively destroy ecliptic polarization in NLOS channels. These effects
also change the phase information in the channel coefficients which leads to a different
singular-value spread in cross-polarized channels.

11



1. Introduction

Table 1.1: Differences between various GSCMs
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Year of publication 2003 2005 2007 2010 2015 2015 2016 2015 2012
Literature reference [46] [71] [47, 74] [48] [49] [75] [12] [75] [51]
Frequency range [GHz]a 2 1-6 1-6 .45-6 2 .45-70 .45-6 .45-100
Supported scenariosa 3b 3b 13 12c 6d 30+e 24 7f

Bandwidth [MHz] 5 100 100 100 10 100 100 0.1fc
No. of parameters 14 14 32 50g 50g 50g 50g 8f

Max. no. of paths 6 6 20h 20h 20h 20h ∞ ∞
Massive MIMO 7 7 7 7 3 3v 3 3

mmWave (fc > 6 GHz) 7 7 7 Oa 7 3 3 3a

Open-Source 3 3 3 7 7 7 3 7 7

Large-scale fading (LSF)

Spatial LSP consistency 7 7 2-D 2-D 2-D 3-Dt 2-D 3 3

Correlated LSPsk 7 7 3l 3l 3m 3 3l 7f

In/Out LSP consistencyn Oo Oo Oo Oo Oo Oo 3 7f 7

Distance-dependent LSPs 7 7 7 7 O i O i O i 7f

Spatially consistent LOS 7 7 7 7 7 7 7 3f 7

Small-scale-fading (SSF)

3-D modelu 7 7 7 3 3 3 3 3 3

Intra-cluster DS 7 3 3 3 3 3 7 7

PAS mapping Rp1 Rp1 Gp2 Gp2 Gp2 Gp2 SRp3 7

Spatial consistencyp 7 7 7 7 7 7 Oq 3 3

Geometric polarization 7 7 7 7 7 3 3 3

Diffuse scattering 7 7 7 7 7 7 7 3

Spherical waves 7 7 7 7 7 7 3 3

Time-variability

SSF time-variabilityj 7 3 Or Or Or Or 3 3

Scenario transitions 7 7 7 7 7 7 3 7

Variable MT speeds 7 7 7 7 7 7 3 3

Dual mobilitys 7 7 7 7 7 3t 7 3

Comments:
a This depends on the available parameter tables.
b Suburban Macro, Urban Macro, Urban Micro
c Indoor, Suburban Macro (LOS/NLOS); Urban Macro, Urban Micro (LOS/NLOS/O2I)
d Urban Macro (LOS/NLOS/O2I), Urban Micro (LOS/NLOS/O2I)
e See [75], Table 7-1, Page 53
f The METIS map-based model is similar to a ray-tracing approach and does not rely on LSPs. However, the
model needs detailed geometry information.
g The WINNER+, 3GPP-3D, METIS (stochastic), and QuaDRiGa model use the same parameters.
h This is limited by the scaling of the arrival and departure angles based on a look-up table.
i Elevation angle of departure (EoD) and elevation spread of departure (ESD) only
j Dynamic channel (smooth evolution of small-scale-fading and large-scale-fading)
k Autocorrelation to obtain the desired decorrelation distance and inter-parameter correlation between LSPs.
However, the order of the calculations determines the accuracy of the output.
l Autocorrelation by filtered noise, inter-parameter correlation by matrix-square-root
m Autocorrelation by filtered noise, inter-parameter correlation by Cholesky decomposition
n A model is consistent in the LSPs, when for a set of input parameters (e.g. DS, SF, KF, etc.), identical values
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can be obtained from the generated channel coefficients (provided that omnidirectional antennas are used).
o There are random components, e.g., in the path powers and angles, which will cause differences between the
model output and the given parameters (e.g. the DS in the channel coefficients is different from the input DS).
p A spatially consistent model produces identical channel coefficients for MTs having the same location. This is
also referred to as spatially correlated small-scale fading or spatially correlated fast-fading.
p1 AoAs are assigned randomly (see [46], pp. 21, step 10)
p2 AoAs (and AoDs, EoAs, EoDs) are mapped to a wrapped Gaussian distribution (see [47], pp. 39, step 7)
p3 Arrival and departure angles are created using a random PAS and rescaling the angles to match the given
angular spread (AS).
q QuaDRiGa is only spatially consistent as long as MTs are located on the same track.
r Time-variability is implemented by rotating phasors. This limits the mobility to a few wavelengths.
s With dual mobility, both the transmitter and receiver can be mobile.
t METIS proposes to use the sum-of-sinusoids method [70, 71] to jointly model correlated LSPs in this case.
u Clusters are located in 3-D space, parameters are given for elevation angles, support for 3-D antenna patterns
v A different sub-paths mapping is suggested since large arrays could resolve individual sub-paths.

1.3 Objectives and Contributions

This thesis summarizes the author’s contributions to the field of geometry-based stochastic
channel modeling. The main contributions add 3-D propagation and time-evolution to the
popular WINNER channel model [47, 48]. A further extension of the model adds the necessary
functionality to study massive MIMO systems, namely a new model for the polarization, a
3-D multi-bounce scattering model, spherical wave propagation, and a new method to derive
departure and arrival angles for the multipath components. An outcome of this work is the quasi
deterministic radio channel generator (QuaDRiGa) channel model [12] which was developed
from 2010 to 2016 at the Fraunhofer Heinrich Hertz Institute (HHI) in Berlin, Germany2. The
new model has been validated against real-world measurement data. One reason for the lack
of validation of the previous channel models is the huge effort that is required to obtain and
evaluate measured channel data. Fortunately, measurement data from the German government-
funded research project EASY-C (Enabler for Ambient Services and Systems - Part C) [77] could
be used to parameterize and validate the new model. Although those campaigns did not utilize
hundreds of antennas at the transmitter, they can be used to characterize the channel and to
aid the development of the new channel model for two important use cases: massive MIMO and
joint transmission (JT) coordinated multi-point (CoMP).

Outline of the Thesis The remainder of this thesis is organized as follows: Chapter 2 provides
a detailed description of the channel model. This includes all the changes compared to the
WINNER+ and 3GPP-3D channel model that were found to be necessary during the course of
the work. Chapter 3 provides detailed descriptions of the methods used to derive parameter
tables for the model. This includes a description of the data evaluation algorithms needed
to process the measurement data as well as a detailed description of the applied performance
metrics. Chapters 4 and 5 present the measurement campaigns in downtown Dresden, Germany
and downtown Berlin, Germany, respectively. This includes a discussion of the results and a
comparison of the measurement results with results obtained from the channel model. The final
Chapter 6 then provides a summary of the work and gives an outlook on future topics.

2The QuaDRiGa channel model is available open source at http://quadriga-channel-model.de
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2 A 3-D Multi-Cell Channel Model with Time
Evolution for Virtual Field Trials

Geometry-based stochastic channel models (GSCMs) such as the 3GPP-SCM [78], the WINNER
model [47], the COST model [50] and the 3GPP-3D channel model [49] are important tools to
validate new concepts in mobile communication systems. Early models such as the 3GPP-SCM
[78], its extensions [71, 79], and the WINNER model [47] are based on a 2-D modeling approach.
However, Shafi et al. [80] pointed out the importance of a 3-D extension when studying the effects
of cross-polarized antennas on the MIMO capacity. This was taken up in the WINNER+ project
where the parameter tables were completed with the elevation component [48]. 3-D propagation
was also incorporated into other models such as the COST model [51] or mobile-to-mobile
propagation models [81]. These later models share similar ideas which are incorporated into the
new model outlined in this chapter.

A second aspect of major importance for various propagation environments is polarization.
Multiple polarizations can be exploited to increase the number of spatial degrees of freedom
especially when using compact antennas with a limited amount of elements [10, 82]. First
attempts to include polarization effects into the SCM were made by Shafi et al. [80] who extended
the simple 2-D antenna pattern of the SCM to a dual-polarized 3-D pattern. This method was
then also adopted for the WINNER model [83]. However, Shafi et al.’s approach did not include
a geometry-based method to calculate the cross-polarization effects. Instead, the XPR was
incorporated statistically where the parameters were derived from measurements. This statistical
approach leads to correct results for the cross-polarization discrimination (XPD)1 in case of a
well-balanced statistical mixture between LOS and NLOS scenarios in an indoor environment.
However, the distribution of singular values, which is a better metric for characterizing the multi-
stream capabilities of MIMO channels, was not considered. Zhou et al. [85] already indicated
that it might be preferable to model the channel XPR by a rotation matrix. Later on, Quitin
et al. [86] introduced an analytical channel model that correctly takes the antenna orientation
into account. However, this method is limited to azimuthal propagation only (i.e., no elevation
angles are supported) and it does not support arbitrary antenna characteristics. It is discussed
later in this chapter that the WINNER approach, which was adopted by all succeeding models,
has great similarities with the Jones calculus, a method for handling polarized electromagnetic
waves in the field of optics [87]. A new method to incorporate the polarization effects based on
the Jones calculus is proposed in Section 2.5.

Another prerequisite for virtual field trials is the continuous time evolution of channel traces.
Xiao et al. [79] added short-term time evolution to the SCM which was afterwards incorporated
into an official SCM extension [71]. The idea is to calculate the position of the last-bounce
scatterers (LBSs) based on the arrival angles of individual multipath components. Then, when
the MT is moving, the arrival angles, delays and phases are updated using geometrical calcula-
tions. However, the WINNER-II model did not incorporate this technique and so did not the

1Following the definition in [84], the term cross polarization ratio (XPR) is used for the polarization effects
in the channel. Combining the XPR with imperfect antennas yields the cross-polarization discrimination (XPD).
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ITU, WINNER+, and 3GPP-3D model. Hence, all those models do not support time evolution
beyond the scope of a few milliseconds which restricts the mobility of the MTs to a few meters.
The COST model [50] incorporates time evolution by introducing groups of randomly placed
scattering clusters that fade in and out depending on the MT position. However, despite the ef-
fort that was made to parameterize the model [88, 89], it still lacks sufficient parameters in many
interesting scenarios. Czink et al. [90] introduced a simplified method that fades the clusters in
and out over time. The cluster parameters were extracted from measurements, and the model
is well suited for link-level simulations. However, this random cluster model cannot be used for
system-level scenarios because it does not include geometry-based deployments. Nevertheless,
the ideas presented by [90] led to more research on the birth and death probability as well as
the lifetime of individual scattering clusters [91]. Wang et al. [92] then proposed a model for
non-stationary channels that allows the scattering clusters to be mobile.

This chapter describes an extension of the WINNER model [47] where time evolution, geometric
polarization and 3-D propagation effects such as spherical waved are incorporated. A reference
implementation in MATLAB is available as open source [93]. The modeling approach consists
of two steps: a stochastic part generates so-called large-scale parameters (LSPs) (e.g., the delay
and angular spreads) and calculates random 3-D positions of scattering clusters. It is assumed
that the base station (BS) is fixed and the mobile terminal (MT) is moving. In this case,
scattering clusters are fixed as well and the time evolution of the radio channel is deterministic.
Different positions of the MT lead to different arrival angles, delays and phases for each multipath
component (MPC). Longer sequences are generated by transitions between channel traces from
consecutive initializations of the model. This allows the MTs to traverse different scenarios, e.g.,
when moving from indoors to outdoors.

Figure 2.1 gives an overview of the modeling steps. The network layout (i.e., the positions of
the BSs, antenna configurations and downtilts), the positions and trajectories of the MTs, and
the propagation scenarios need to be given as input variables. The channel coefficients are then
calculated in seven steps which are described in detail in Sections 2.1 to 2.8 of this chapter. A
quick summary of the procedure for generating the channel coefficients is given in the following
list.

Input variables: 
 - network layout
 - terminal trajectories
 - propagation scenario 
 - antenna patterns 

A. Calculation of 
correlated large scale 

parameter maps

C. Calculation of 
departure and 
arrival angles

B. Calculation of 
initial delays and 

path powers

D. Drifting of delays, 
angles, and phases 

over a short segment 

E. Calculation of 
polarized channel 

coefficients

G. Transitions 
between segments

F. Application of 
path gain, shadow 

fading and K-Factor

Postprocessing / Analysis

Figure 2.1: Steps for the calculation of time-evolving channel coefficients
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A. Calculation of correlated large scale parameter maps
The first step ensures that the LSPs are consistent. As the name implies, these parameters
(delay and angular spreads, K-factor and shadow fading) do not change rapidly. Closely
spaced MTs will thus experience similar propagation effects. However, their fast-fading
channels might be different.

B. Calculation of initial delays and path powers
Once the LSPs are known, the fast-fading channels are calculated for each MT separately.
This step takes the specific values of the delay spread and the Ricean K-factor from step
A and translates them into a set of multipath components, each having a specific power
and delay value.

C. Calculation of departure and arrival angles
Each MPC gets assigned a specific departure direction at the transmitter and an arrival
direction at the receiver. The power and delay values from step B remain unchanged
during that process. The directions are chosen such that the angular spreads from step A
are maintained. It is assumed here, that the propagation path always consists of multiple
scatterers and there is no geometric relation between delays and angles.

D. Drifting of delays, angles, and phases over a short segment
This step incorporates mobility and spherical waves at the MT. Given the angles and delays
(i.e., the output of steps B and C), it is possible to calculate the exact position of the first-
bounce scatterer (FBS) and the last-bounce scatterer (LBS), i.e., the last reflection of a
MPC before it reaches the receiver. Then, when the MT moves to a different location,
the LBS positions of all MPCs are kept fixed and the delays and arrival directions are
updated. This also leads to an update of the phases of the MPCs which reflect the correct
Doppler shift when the MT is moving because the length of a propagation path changes
in a deterministic manner.

E. Calculation of polarized channel coefficients
This step takes care of the antenna and polarization effects. The antennas are described
by their 3-D far field radiation patterns in a polar-spheric representation [94]. However,
those patterns are given in an antenna-specific local coordinate system. Thus, this step
includes a method to rotate the antennas to match the MT and BS orientations defined in
the global coordinate system (GCS) at the input of the model. Then, additional changes in
the polarization might occur during scattering of a MPC. The resulting effects are handled
by a method inspired by the Jones calculus [87] where successive linear transformations
are used to calculate the polarization state of a MPC.

F. Application of path gain, shadow fading and K-Factor
In this step, the remaining LSPs from step A, i.e., the distance-dependent path gain and
the shadow fading, are applied to the channel coefficients. When the MT position changes
during drifting in step D, the Ricean K-factor at the new location might be different. This
is taken into account here as well.

G. Transitions between segments
Longer sequences of channel coefficients need to consider the birth and death of scatter-
ing clusters as well as transitions between different propagation environments. This is
addressed by splitting the MT trajectory into segments. A segment can be seen as an in-
terval in which the LSPs do not change considerably and where the channel maintains its
wide sense stationary (WSS) properties. Channel traces are then generated independently
for each segment (i.e., steps B-F). Those individual traces are combined into a longer
sequence in the last step.
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Time evolution requires a more detailed description of the mobility of the terminals compared
to previous models. This is done by assigning tracks, i.e., ordered lists of positions, to each
MT. In reality, this may include accelerations, decelerations, and MTs with different speeds,
e.g., pedestrian and vehicular users. However, to minimize the computational overhead and
memory requirements, channel coefficients are calculated at a constant sample rate that fulfills
the sampling theorem

fT ≥ 2 ·BD = 4 ·max |∆fD| = 4 · max |v|
λc

, (2.1)

where BD is the width of the Doppler spectrum, ∆fD is the maximum frequency change due to
the velocity v, and λc is the carrier wavelength. Thus, the appropriate sampling rate is propor-
tional to the maximum speed of the MT. Since it is sometimes useful to examine algorithms at
different speeds, it is undesirable to fix the sampling rate in advance as the speed is then fixed
as well. To overcome this problem, channel coefficients are calculated at fixed positions with a
sampling rate fS measured in samples per meter. In its normalized form, it is known as sample
density (SD). A time-series for arbitrary or varying speeds is then obtained by interpolating the
coefficients in a post processing step.

fS =
fT

max |v|
≥ 4

λc
(2.2)

SD =
fS
λc/2

≥ 2 (2.3)

2.1 Correlated Large-Scale Parameter Maps

The first part of the channel model deals with the LSPs. Hence, it can also be considered
the large-scale fading (LSF) model (step A in Fig. 2.1). A subsequent small-scale-fading (SSF)
model (steps B-F in Fig. 2.1) then generates individual scattering clusters for each MT.

LSPs do not change rapidly. Typically, they are relatively constant for several meters. An
example is the shadow fading (SF) which is caused by buildings or trees blocking a significant
part of the signal. The so-called decorrelation distance of the SF, i.e., the distance a MT must
move to experience a significant change in the SF, is in the same order of magnitude as the size
of the objects causing it. Thus, if a MT travels along a trajectory or if multiple MTs are closely
spaced together, their LSPs are correlated. The positions of the scattering clusters are based on
seven LSPs:

1. RMS delay spread (DS)
2. Ricean K-factor (KF)
3. Shadow fading (SF)
4. Azimuth spread of departure (ASD)
5. Azimuth spread of arrival (ASA)
6. Elevation spread of departure (ESD)
7. Elevation spread of arrival (ESA)

Their distribution properties are directly obtained from measurement data (e.g., [23, 47, 48,
95, 96]). The distance-dependent correlation of the LSPs is modeled by means of 2-D maps as
illustrated in Figure 2.2. The method for generating these maps is adopted from [97]. The maps
are initialized with values obtained from an i.i.d. zero-mean Gaussian random process with de-
sired variance. The samples are then subsequently filtered to obtain the desired autocorrelation
function, i.e., a decaying exponential function with a specific decorrelation distance. In contrast
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to [97], the maps are filtered also in the diagonal direction to get a smooth evolution of the
values along the MT trajectory. Once the maps are generated, initial LSPs for each segment
are obtained by interpolating the maps to match the exact position of the MT. The granularity
of each LSP can be described on three levels: the propagation scenario level, the link level, and
the path level.

• Propagation scenario level
The magnitude, variance and the correlation of a LSP in a specific scenario, e.g., urban-
macrocell, indoor hotspot, or urban satellite, are usually calculated from measurement
data. Normally, LSPs are assumed to be log-normal distributed [98]. For example, the
median log-normal delay spread DSµ in an urban cellular scenario is −6.89 log10(s) which
corresponds to a DS of στ = 128 ns2. With a standard deviation of DSσ = 0.5, typical
values may vary in between 40 and 407 ns. The same principle applies for the other six
LSPs. The decorrelation distance (e.g., DSλ = 40 m) describes the distance-dependent
correlation of the LSP. If e.g., two mobile terminals in the above example are 40 m apart
from each other, their DS is correlated with a correlation coefficient of e−1 = 0.37. Ad-
ditionally, all LSPs are cross correlated. A typical example is the dependence of the AS,
e.g., the azimuth spread of arrival on the KF. With a large KF (e.g., 10 dB), a significant
amount of energy comes from a single direction. Thus, the AS gets smaller which leads to
a negative correlation between the DS and the KF.

• Link level
A MT at a specific position (black dot on the map in Figure 2.2) is assigned to a propaga-
tion scenario. Depending on the position and the scenario, it experiences a radio channel
which is determined by the specific values of the seven LSPs. Due to the autocorrelation

2The model parameters are given in logarithmic units. To clearly indicate this, the units are defined in
logarithmic scale as well. log10(s) is the logarithm of seconds and log10(°) is the logarithm of degrees.
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Figure 2.2: Principle of the generation of channel coefficients based on correlated LSPs
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properties, small distances between users in the same scenario also lead to high correla-
tions in the channel statistics, e.g., a second terminal right next to the current user will
experience a similar DS. The second granularity level thus contains the specific values of
the LSPs for each user position. Generating those values can be seen as going from the
scenario-wide distribution µ, σ of a LSP to virtual “measurement”-values for each MT.

• Path Level
Finally, the individual components of the CIR are calculated. This procedure takes the
values of the LSPs into account and calculates the path-powers and the path-delays of the
MPCs. The detailed procedure for this is described in the following sections.

The correlation maps are generated for a fixed sampling grid by successively filtering a random,
normal distributed sequence of values with a finite impulse response (FIR) filter. The principle
is depicted in Figure 2.3. The map is represented by a matrix B with entries By,x where y is the
row index and x is the column index. The first value B1,1 corresponds to the top left (or north-
west) corner of the map. The FIR filter coefficients are calculated from the decorrelation distance
dλ (in units of meters). The distance dependent correlation coefficient follows an exponential
function

ρ(d) = exp

(
− d

dλ

)
, (2.4)

with d as the distance between two positions [99]. Two sets of filter coefficients are used: one for
the horizontal and vertical direction, and one for the diagonal directions. This is done by taking
(2.4) and substituting the distance d by the relative distance dpx of two neighboring values.

ak =
1√
dλ
· exp

(
−k · dpx

dλ

)
(2.5)

bk =
1√
dλ
· exp

(
−k ·

√
2 · dpx

dλ

)
(2.6)

k is the running filter coefficient index. The exponential decay function is cut at a maximum
distance of 4 · dλ and normalized with

√
dλ. The map size is therefore determined by the

distribution of the users in the scenario plus the length of the filter function. This is also
illustrated in Figure 2.3 where the user terminals are placed inside the black square. The
extension space is needed to avoid filter artifacts at the edges of the map. The map is initialized
with random, normal distributed numbers. Then, the filter (2.5) is applied in vertical direction
(running from top to bottom) and in horizontal direction (from left to right).

B[1]
y,x = X with X ∼ N(0, 1) (2.7)
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Figure 2.3: Map-based 2-D autocorrelation shaping using FIR filters
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B[2]
y,x =

x4·dλ/dpxy∑
k=0

ak ·By−k,x (2.8)

B[3]
y,x =

x4·dλ/dpxy∑
k=0

ak ·By,x−k (2.9)

Next, the second filter (2.6) is applied on the diagonals of the map: at first from the top left to
the bottom right, and then from the bottom left to the top right.

B[4]
y,x =

x4·dλ/dpxy∑
k=0

bk ·By−k,x−k (2.10)

B[5]
y,x =

x4·dλ/dpxy∑
k=0

bk ·By+k,x−k (2.11)

After the 2-D autocorrelation shaping is done, the extension space is removed and remaining
map are scaled to have the desired distribution µ, σ. The same procedure is repeated for all
seven LSPs. However, the decorrelation distance dλ as well as µ, σ for each LSP can be different.

In order to account for the inter-LSP correlation, a 7× 7 matrix X is assembled containing all
cross-correlation values ρ between each two LSPs.

X =



1 ρDS,KF ρDS,SF ρDS,ASD ρDS,ASA ρDS,ESD ρDS,ESA

ρKF,DS 1 ρKF,SF ρKF,ASD ρKF,ASA ρKF,ESD ρKF,ESA

ρSF,DS ρSF,KF 1 ρSF,ASD ρSF,ASA ρSF,ESD ρSF,ESA

ρASD,DS ρASD,KF ρASD,SF 1 ρASD,ASA ρASD,ESD ρASD,ESA

ρASA,DS ρASA,KF ρASA,SF ρASA,ASD 1 ρASA,ESD ρASA,ESA

ρESD,DS ρESD,KF ρESD,SF ρESD,ASD ρESD,ASA 1 ρESD,ESA

ρESA,DS ρESA,KF ρESA,SF ρESA,ASD ρESA,ASA ρESA,ESD 1


(2.12)

Then, the square-root matrix X1/2 is calculated such that X1/2 · X1/2 = X [100]. In order
to calculate the matrix-square-root, X must be positive definite to get a unique, real-valued
solution. The matrix X1/2 is then multiplied with the seven values obtained from the maps at
the sample point (y, x).  By,x,DS

...
By,x,EsD

 = X1/2


B

[5]
y,x,DS

...

B
[5]
y,x,EsD

 (2.13)

The procedure is repeated for all sample points of the map. Finally, the MTs are placed in the
maps and the corresponding LSPs values are obtained by interpolating the surrounding entries
of the matrices, e.g., by a 2-D spline interpolation. In this way, initial LSPs for the following
steps of the channel model are generated.

2.2 Initial Delays and Normalized Path Powers

Once the LSP maps are generated, the SSF part of the model generates individual scattering
clusters for each MT. The next step is to read the delay spread (DS) and the Ricean K-factor
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(KF) from the maps at the exact position of the MT. Then, initial delays are drawn randomly
from a scenario-dependent delay distribution as

τ
[1]
l = −rτστ ln(X l), (2.14)

where the index l denotes the path number, X l ∼ U(0, 1) is an uniformly distributed random
variable having values between 0 and 1, στ is the initial DS from the map, and rτ is a propor-
tionality factor (see [47]). The term rτ was introduced in [78] because στ is influenced by both
the delays τ l and the powers P l; rτ is usually calculated from measurement data. Next, the
delays are adjusted such that the first delay is set to zero and then they are sorted

τ
[2]
l = sort

{
τ

[1]
l −min

(
τ

[1]
l

)}
. (2.15)

The NLOS path powers are drawn from a single slope exponential power delay profile (PDP)
depending on the DS στ and a random component Z l ∼ N (0, ζ2) [47]. The term ζ is a scenario-
dependent coefficient emulating an additional shadowing process. It is obtained from measure-
ments.

P
[1]
l = exp

(
−τ [2]

l ·
rτ − 1

rτ
· στ
)
· 10

−Zl
10 (2.16)

Here, the power values are given in units of Watts. The power of the first path is further scaled
according to the initial KF from the map and the path powers are normalized so that their sum
power is one Watt.

P
[2]
1 = K

L∑
l=2

P
[1]
l (2.17)

P
[2]
2...l = P

[1]
2...l (2.18)

Pl = P
[2]
l /

L∑
l=1

P
[2]
l (2.19)

The scaling of the powers by the KF changes the DS. Hence, in the last step, this is corrected by
calculating the actual delay spread using the scaled powers and normalizing the delays in order
to obtain the desired RMS delay spread in the PDP. The DS after applying (2.19) is

σ[actual]
τ =

√√√√ L∑
l=1

Pl · τ2
l −

(
L∑
l=1

Pl · τl

)2

. (2.20)

This value differs from the initial value στ that was provided by the parameter map. Hence, the
delays (2.15) are scaled such that the correct delay spread can be calculated from the generated
path-delay and path-powers.

τl =
στ

σ
[actual]
τ

· τ [2]
l (2.21)

The last step is different from other models. The WINNER [47] and 3GPP-3D model [49] scale
the delays with an empiric formula that corrects the delays to reduce the effect of a high KF.
However, due to the random variables in (2.14) and (2.16) the resulting DS is always different
from the value in the map. The new method ensures that scattering clusters are distributed in a
way that the DS calculated from the MPCs is exactly the same as the DS from the maps. In the
following section, the departure and arrival directions of each MPC are generated. Those are
the combined with the delays in order to calculate the 3-D positions of the scattering clusters.
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2.3 Departure and Arrival Angles

Four angles are calculated for each propagation path. The 2-D WINNER model [47] introduced
the AoD, φd, and the AoA, φa. In 3-D coordinates, the EoD, θd, and the EoA, θa are also
needed3. The angles share similar calculation methods but have different angular spreads (ASs)
σφa , σφd , σθa , and σθd . As for the DS, these four values are obtained by reading the values from
the LSP maps at the MT position. The individual departure and arrival angles of the MPCs are
generated by first assigning random angles to the already known path powers from the previous
step. In order to obtain the correct ASs, a scaling operation is used to readjust the angles. This
approach is different from the WINNER and 3GPP-3D model where the angles are mapped to
the already known powers using a wrapped Gaussian distribution [101]4. As for the DS, the
intention behind the new method is to achieve the best possible match between the ASs that can
be calculated from the MPCs and the values from the LSP maps. In this section, the method for
generating the azimuth and elevation angles is outlined. Since the angles can only have values
between −π and π it is not possible to achieve any arbitrary AS. A discussion of the limits of
the method is given in a separate paragraph.

Azimuth angles Here, the calculation method for the azimuth angles is described. The same
calculation method is used for the AoD and the AoA. Hence, φ is used instead of φd or φa.
Likewise, the corresponding AS is denoted as σφ.

At first, a random list of angles is created for the NLOS paths from a Gaussian normal distri-
bution with zero-mean and a variance corresponding to the given AS from the LSP maps. The
LOS angle is defined to be zero.

φ
[1]
1 = 0 and φ

[1]
2...L ∼ N (0, σ2

φ) (2.22)

The so obtained angles need to be mapped to the interval [−π;π]. This is done by a modulo
operation which wraps the angles around the unit circle.

φ
[2]
l =

(
φ

[1]
l + π mod 2π

)
− π. (2.23)

The relationship between path powers and angles is random. Hence, the resulting AS is unde-
fined. In the next step, the actual AS is calculated. This requires calculating the power-weighted
mean angle φ̄ because the angles are distributed on a sphere and, therefore, the AS depends on
the reference angle, i.e., the definition of where 0° is. The angle φ̄ is subtracted from the angles
φ

[2]
l to map the mean angle to 0°. Then, the wrapping around the unit circle (modulo operation)

is applied a second time. The AS then follows from

φ̄ = arg

(
L∑
l=1

Pl · exp
(
jφ

[2]
l

))
, (2.24)

φ
[∗]
l =

(
φ

[2]
l − φ̄+ π mod 2π

)
− π, (2.25)

σ
[actual]
φ =

√√√√ L∑
l=1

Pl ·
(
φ

[∗]
l

)2
−

(
L∑
l=1

Pl · φ
[∗]
l

)2

. (2.26)

3The new model uses the geographic coordinate system where the elevation angle θ = 90◦ points to the zenith
and θ = 0◦ points to the horizon.

4A summary of the WINNER method together with a description of how it can be used in the new model is
given in Appendix A.1.
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2. A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials

Now, with σφ being the initial AS from the map, the angles φ
[2]
l are updated to

φ
[3]
l =

σφ

σ
[actual]
φ

· φ[2]
l . (2.27)

If σφ is larger than σ
[actual]
φ , then (2.23) needs to be applied again in order to account for the

periodicity of the angles. However, this could lower the AS instead of increasing it as intended
by the scaling operation. A solution is to create new angles with a bias to the negative side of
the circle.

φ
[4]
l =

{
φ

[3]
l , if |φ[3]

l | < π;

N (π, π
2

4 ), otherwise.
(2.28)

φ
[5]
l =

(
φ

[4]
l + π mod 2π

)
− π (2.29)

However, this changes the AS and the calculations (2.24) to (2.29) need to be repeated iteratively
until the actual AS σ

[actual]
φ converges either to the given value σφ or a maximum value. Finally,

the LOS direction is applied.
φl = φ

[5]
l + φLOS (2.30)

Elevation angles Since the elevation angles can only have values in between −π
2 and π

2 , the
calculation method differers from the method used for the azimuth angles. Again, the same
method is used for the EoD and the EoA. Hence, θ is used instead of θd or θa. Likewise, the
corresponding AS is denoted as σθ.

As for the azimuth angles, a random list of angles is created for the NLOS paths from a Gaussian
normal distribution with zero-mean and a variance corresponding to the given AS from the LSP
maps. The LOS angle is defined to be 0.

θ
[1]
1 = 0 and θ

[1]
2...L ∼ N (0, σ2

θ) (2.31)

Next, the LOS direction is applied. This makes sure that the elevation angles are spread around
the LOS path.

θ
[2]
l = θ

[1]
l + θLOS (2.32)

The so obtained angles need to be mapped to the interval [−π
2 ; π2 ]. This is done by a modulo

operation which wraps the angles around the unit circle and an additional operation that mirrors
the angles at the poles of the unit sphere, e.g., an elevation angle of 91° is mapped to 89°, 92°
to 88°, and so on. This ensures that the previously calculated azimuth angles are not changed.

θ
[3]
l =

(
θ

[2]
l + π mod 2π

)
− π (2.33)

θ
[4]
l =


π − θ[3]

l , if θ
[3]
l > π

2 ;

θ
[3]
l − π, if θ

[3]
l < −π

2 ;

θ
[3]
l , otherwise.

(2.34)

As for the azimuth angles, the resulting AS is undefined. Hence, the actual elevation spread
σ

[actual]
θ is calculated using equations (2.24), (2.25) and (2.26). Then, with σθ being the initial

elevation spread from the map, the angles θ
[4]
l are updated. Since the angles should be distributed
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2.3. Departure and Arrival Angles

around the LOS direction, θLOS needs to be subtracted before scaling the angles and added again
after scaling them.

θ
[5]
l =

σθ

σ
[actual]
θ

·
(
θ

[4]
l − θ

LOS
)

+ θLOS (2.35)

However, this update might shift some angles outside the allowed interval, especially if there is
already a strong bias due to the LOS path which might happen e.g., in satellite scenarios when
the satellite has a high elevation. Hence, angles outside the allowed range are replaced with

θ
[6]
l =


N (π2 ,

π2

8 ) if θ
[5]
l > π

2 ;

N (−π
2 ,

π2

8 ) if θ
[5]
l < π

2 ;

θ
[5]
l otherwise.

(2.36)

As for the azimuth angles, equations (2.33) to (2.36) must be applied in an iterative fashion
until σ

[actual]
θ converges either to the given value σθ or a maximum value.

Maximal angular spread The method for generating the angles tries to achieve the AS values
from the LSP maps as best as possible. However, the generated angles can only have values
between −π and π for the azimuth direction and −π

2 and π
2 for the elevation direction. As

a result, there are upper limits for the ASs. This fact was also acknowledged by the 3GPP-
3D model [49] where the azimuth AS is capped at 104° and the elevation AS is capped at
52°. However, with increasing KF, the maximum AS decreases even more since more power is
allocated to the LOS path. For example, with a KF of 10 dB the maximum azimuth spread is
57°, provided that all NLOS paths arrive from the opposite direction of the LOS path. If the
angles are mapped randomly to the path powers, the realistically achievable AS is even lower
(approx. 41°). Figure 2.4 shows the maximum AS for the new method as a function of the
KF. For NLOS propagation, the achievable azimuth spread is around 100°, and the elevation
spread is around 65°. Those values are close to the limits specified by 3GPP. If the requested
AS is larger than the maximum AS, the new method adjusts the angles in a way that the AS
at the output of the model is close to the maximum AS. This is illustrated in the right part of
Figure 2.4 where the relation between the requested AS from the map and the achieved AS in
the generated MPCs is illustrated for three different values of the KF. When the requested AS
exceeds the maximal achievable AS, the angles are chosen such that the maximal AS is achieved.
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Figure 2.4: Maximal achievable angular spread depending on the K-factor
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2. A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials

Subpaths At bandwidths below 100 MHz, closely clustered paths that originate from the same
scattering cluster cannot be resolved in the delay domain. However, those unresolvable paths
can still arrive from slightly different directions. When the band-limited CIR is observed over
time, the power of the resolved paths appears to fluctuate as a result of the constructive and
destructive interference caused by the superposition of the unresolvable paths. This phenomenon
was modeled in the 3GPP-SCM [78] by splitting NLOS paths into 20 sub-paths that arrive from
slightly different directions. The LOS path has no sub-paths. The same approach is used in the
new model. The azimuth and elevation angles of each sub-paths are calculated as

φl,m = φl +
π · cφ · φ̂m

180°
, for l > 1; (2.37)

θl,m = θl +
π · cθ · φ̂m

180°
, for l > 1. (2.38)

Here, m is the sub-path index, cφ is the scenario-dependent cluster-wise RMS AS and φ̂ is the
offset angle of the mth sub-path from Table 2.1. cφ and φ̂ are given in degrees here. Furthermore,
each of the 20 angle pairs (θdl,m, φ

d
l,m) at the transmitter (Tx) gets coupled with a random angle

pair (θal,m, φ
a
l,m) at the receiver (Rx) (see [47]).

Table 2.1: Offset Angle of the mth Sub-Path from [47]

Sub-path Offset angle Sub-path Offset angle

m φ̂m (degrees) m φ̂m (degrees)
1,2 ± 0.0447 11,12 ± 0.6797
3,4 ± 0.1413 13,14 ± 0.8844
5,6 ± 0.2492 15,16 ± 1.1481
7,8 ± 0.3715 17,18 ± 1.5195
9,10 ± 0.5129 19,20 ± 2.1551

At this point, each (sub-)path is described by its delay, power, departure direction, and arrival
direction. The next step is to use these values to calculate the exact position of the scatterers.
This is needed in order to incorporate mobility at the MT. When the MT moves to a different
location, the delays and arrival directions are updated in a deterministic way. One method for
doing this was proposed by Baum et al. [71] who introduced the term drifting.

2.4 Drifting

After the path-delays, powers, and angles are known for the initial position of the MT, their
values are updated when the MT moves to a different location. This is an essential step to ensure
spatial consistency for moving terminals. Without tracking of the delays and directions of a path,
the behavior of the channel coefficients at the output of the model does not agree well with the
reality. State-of-the-art GSCMs such as the 3GPP-3D model use a simplified approach for the
temporal evolution of the CIR. In this approach, each MPC gets assigned a Doppler shift based
on the initial arrival angles. However, the angles and and path delays remain unchanged. In these
models, there is no way to explicitly describe the movements of a terminal, e.g., pedestrians using
mobile phones, people in trains, cars, or other means of transport. This often leads to simplified
simulation assumptions such as all MTs having ideal antennas and antenna orientations, moving
at a constant speed and in a fixed direction. Conclusions drawn from such simulations might be
very different from the achievable performance in real deployments.
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2.4. Drifting

In the new model, the MT moves along a trajectory which is divided into segments. Each
segment is several meters long and it is assumed that the channel maintains its wide sense
stationary (WSS) properties for the time it takes a MT to traverse the segment, i.e., the LSPs
don’t change significantly. Changes in the orientation of a terminal are treated in Section 2.5
when the antenna characteristics are included. The birth and death of MPCs is treated at the
edge of a segment when a new segment starts (see Section 2.8). In this section, a method to
update the path-parameters (delay, angles, and phase) for each MT position along a segment is
presented. Drifting for 2-D propagation was already introduced in an extension of the SCM [71].
However, it was not incorporated into the WINNER and 3GPP-3D models and no evaluation
was reported. Here, the idea from [71] is extended towards 3-D propagation to incorporate time
evolution into the new model.

The following paragraphs outline the calculations needed to implement drifting in 3-D coordi-
nates which are not part of any of the previous GSCMs. For this, the individual delays and
angles for each MPC from the previous sections are needed. In order to obtain correct results for
large array antennas, e.g., for massive MIMO, the calculations must be done for each individual
element of an array antenna. Thus, the new model inherently supports spherical waves. If the
BS array size is small compared to the BS-MT distance, it is sufficient to consider only a single
scatterer (the LBS) for the NLOS paths. In this case, all calculations at the BS assume planar
waves and the delays, angles and phases are updated for different MT positions with respect
to the LBS. This is done in the so-called single-bounce model. However, many massive MIMO
deployments are done indoors or in so-called micro-cell scenarios where BS and MT are relatively
close to each other. At the same time, scattering clusters might be very close to the transmitter
which is not the case in macro-cell scenarios when the BS antennas are deployed above the
rooftop. For such micro-cell deployments it is essential to calculate the correct phase for each
BS antenna element. Thus, in addition to the LBS, it is also necessary to take the position of
the FBS into account. This is done in the multi-bounce model. Since the single-bounce model
is a special case of the multi-bounce model (FBS and LBS are the same), both approaches are
used. In the following, the single-bounce model is described first and then extended towards the
multi-bounce model. The special LOS case is described last.

Besides the initial delays, path-powers, and angles, drifting requires the exact position of each
antenna element. At the MT, element positions need to be updated for each snapshot with
respect to the MT orientation. The following calculations are then done element-wise. The
indices denote the Rx antenna element (r) and the Tx antenna element (t), the path number (l),
the sub-path number (m), and the snapshot number (s) within the current segment, respectively.
The scatterer positions are kept fixed for the time it takes a MT to move through a segment.
Hence, the angles (θd, φd) seen from the BS do not change except for the LOS angle which is

last-bounce scatterer

initial Rx location

Tx location Rx location at snapshot s
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ar,l,m,s er,s
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r

rr,s

αl,m

Figure 2.5: Illustration of the calculation of the scatterer positions and updates of the arrival angles in
the single-bounce model
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2. A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials

treated separately. Based on this assumption, the angles (θa, φa) as well as the path delay only
change with respect to the last-bounce scatterer (LBS).

NLOS drifting (single-bounce model) The position of the LBS is calculated based on the
initial arrival angles and the path delays. Then, the angles and path lengths between the LBS
and the terminal are updated for each snapshot on the track. This is done for each antenna
element separately. Figure 2.5 illustrates the angles and their relations. The first delay is always
zero due to (2.15). Hence, the total length of the lth path is

dl = τ l · c+ |r| , (2.39)

where |r| is the distance between the Tx and the initial Rx location and c is the speed of light.
All sub-paths have the same delay and thus the same path length. However, each sub-path has
different arrival angles (θal,m, φ

a
l,m). Those angles are transformed into Cartesian coordinates to

obtain

âl,m =

 cosφal,m · cos θal,m
sinφal,m · cos θal,m

sin θal,m

 =
al,m
|al,m|

. (2.40)

This vector has unit length and points from the initial Rx position towards the scatterer. Next,
the length of the vector al,m is obtained. Since the drifting at the MT is modeled by a single
reflection, Tx, Rx, and LBS form a triangle. The values of dl, r, and âl,m are known. Thus, the
cosine theorem can be used to calculate the length |al,m| between the Rx and LBS.

|bl,m|2 = |r|2 + |al,m|2 − 2 |r| |al,m| cosαl,m (2.41)

(dl − |al,m|)2 = |r|2 + |al,m|2 + 2 |al,m| rT âl,m (2.42)

|al,m| =
d2
l − |r|

2

2 · (dl + rT âl,m)
(2.43)

In (2.42) the term cosαl,m is substituted with −rT âl,m/|r| since the angle between al,m and −r
is needed. Now, the vector ar,l,m,s is calculated for the Rx antenna element r at snapshot s.
The element position includes the orientation of the array antenna with respect to the moving
direction of the Rx. Hence, the vector er,s points from the initial Rx location to the rth antenna
element at snapshot s.

ar,l,m,s = al,m − er,s (2.44)

An update of the arrival angles is obtained by transforming ar,l,m,s back to spherical coordinates.

φar,l,m,s = arctan2 {ar,l,m,s,y, ar,l,m,s,x} (2.45)

θar,l,m,s = arcsin

{
ar,l,m,s,z
|ar,l,m,s|

}
(2.46)

The departure angles φd and θd are identical for all Tx elements in a static scattering environ-
ment. However, the phases and path delays depend on the total path length dr,t,l,m,s. To obtain
this value, the vector bl,m needs to be calculated from the vectors r and al,m at r = s = 1.

bl,m = r + al,m (2.47)

dr,l,m,s = |bl,m|+ |ar,l,m,s| (2.48)

28



2.4. Drifting

Finally, the phases ψ and path delays τ are calculated as

ψr,l,m,s =
2π

λ
· (dr,l,m,s mod λ) , (2.49)

τ r,l,s =
1

20 · c

20∑
m=1

dr,l,m,s. (2.50)

The phase always changes with respect to the total path length. Hence, when the MT moves
away from the LBS the phase will increase and when the MT moves towards the LBS the phase
will decrease. This inherently captures the Doppler shift of single paths and creates a realistic
Doppler spread in the channel coefficients at the output of the model.

In the next paragraph, the single-bounce model is extended to include the FBS in order to
realistically model the effects caused by large array antennas at the Tx. This is important in
scenarios where there is scattering close to the BS, e.g., indoors or in micro-cell deployments
with low BS heights.
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Figure 2.6: Illustration of the calculation of the scatterer positions and updates of the departure and
arrival angles in the multi-bounce model

NLOS drifting (multi-bounce model) In the multi-bounce model, the NLOS propagation path
consists of three segments as illustrated in Figure 2.6. In the first segment, the vector bt,l,m
points from the position of a Tx-antenna element t to the FBS. The Tx-element position is
indicated by the vector et. In the second segment, the vector cl,m points from the FBS to the
LBS, and in the third segment, the vector ar,l,m,s points from the Rx-location to the LBS. The
total propagation path length dl is fixed by (2.39). Hence, the total path lengths is

dl = |bl,m|+ |cl,m|+ |al,m| , (2.51)

where the vector bl,m points from the Tx-array center to the FBS, i.e., where |et| = 0. The
departure and arrival angles are known from the calculations in Section 2.3. Thus, the unit-
length vector âl,m can be calculated by converting the departure angles of a path to Cartesian
coordinates.

b̂l,m =

 cosφdl,m · cos θdl,m
sinφdl,m · cos θdl,m

sin θdl,m

 =
bl,m
|bl,m|

(2.52)

In order to explicitly calculate the positions of the FBS and the LBS, the lengths of the vectors
al,m and bl,m are needed. However, (2.51) is ambiguous. One way to fix the additional degree
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2. A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials

of freedom is to minimize the length of cl,m. Ideally, |cl,m| becomes zero and the multi-bounce
model collapses to a single-bounce model. In order to obtain realistic results, an additional
minimum distance dmin between the phase center of the array antennas and the nearest scatterer
is introduced. Then, the lengths |al,m| and |bl,m| can be calculated by solving the following
optimization problem

minimize
|al,m|,|bl,m|

|cl,m| = dl − |bl,m| − |al,m|

subject to r = b̂l,m · |bl,m|+ ĉl,m · |cl,m| − âl,m · |al,m| ,
|bl,m| ≥ dmin,

|al,m| ≥ dmin.

The minimum distance dmin might be fixed according to the scenario and center frequency,
e.g., 1 m for outdoor propagation and 0.1 m for indoor propagation. To solve the optimization
problem |al,m| is set to dmin and cl,m and |bl,m| are calculated using the cosine theorem. This
is possible since the Tx, the FBS and the LBS form a triangle as indicated in Figure 2.6 by the
gray shaded area.

d+
l = τl · c+ |r| − |al,m| (2.53)

dl,m = r + âl,m · |al,m| (2.54)

|bl,m| =

(
d+
l

)2 − |dl,m|2
2 ·
(
d+
l − dTl,mb̂l,m

) (2.55)

There can be three possible results from this first iteration step that need to be treated separately.

1. The value obtained for |bl,m| might be smaller than dmin or even smaller than 0. The
latter would imply that the departure direction of the path has changed to the other side
of the Tx. However, this is not allowed since the departure angles are fixed. In this case,
the optimization problem has no solution. This often happens when the propagation delay
of a path is very short, i.e., when the path is only a little longer than the LOS path.

This case is treated by setting |cl,m| = 0 and calculating new departure angles using the single-
bounce model. This changes the departure angular spread. However, in most cases there will
be many paths where the optimization problem has a solution. This is especially true for paths
with a longer propagation delay. Hence, it is possible to mitigate the changed departure angular
spread by adjusting the departure angles of the multi-bounce paths. The rationale behind this
is that many measurements [23, 48] show a rather small departure angular spread of just a few
degrees but a large arrival angular spread. This leaves more “room” to adjust the departure
angles before they are wrapped around the unit circle. Also, paths with a short propagation
delay have more power due to the exponential PDP used in (2.16). From a physical point of
view, those paths are more likely to be scattered only once. Later paths have significantly less
power and can be the result of multiple scattering events.

2. The value for |bl,m| is larger than dmin and the optimization problem has a solution. In
this case, there will also be an optimal solution, i.e., a minimal distance |cl,m|. This
minimum must be in between the start point where |al,m| = dmin and the end point where
|bl,m| = dmin. For each value |al,m| there follows a value for |bl,m| and a value for |cl,m|
which both can be calculated using the cosine theorem. Hence, it is possible to apply
standard numeric methods such as bisection to obtain the optimal solution.
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3. The optimization problem has a solution but the solution lies on one of the end points,
either at |al,m| = dmin or at |bl,m| = dmin. In this case, the LBS or the FBS are very close
to either the Tx or the Rx antenna. In this case, the problem is relaxed such that |cl,m| is
allowed to double in order to increase the space between scatterer and array antenna.

Once the positions of the FBS and the LBS are known, the departure angles and the total path
length are updated for each antenna element of the Tx array.

bt,l,m = bl,m − et (2.56)

φdt,l,m = arctan2 {bt,l,m,y, bt,l,m,x} (2.57)

θdt,l,m = arcsin

{
bt,l,m,z
|bt,l,m|

}
(2.58)

dr,t,l,m,s = |bt,l,m|+ |cl,m|+ |ar,l,m,s| (2.59)

The arrival angles are updated using (2.44), (2.45) and (2.46). The phases and delays are
calculated using (2.49) and (2.50) where dr,l,m,s is replaced by dr,t,l,m,s.

LOS drifting The direct component is handled differently because the angles need to be up-
dated at both sides, the Tx and the Rx. The angles are calculated for each combination of
Tx-Rx antenna elements based on the position of the element in 3-D coordinates.

rr,t,s = r− et + er,s (2.60)

φdt,1,s = arctan2 {rr,t,s,y, rr,t,s,x} (2.61)

θdt,1,s = arcsin

{
rr,t,s,z
|rr,t,s|

}
(2.62)

φar,1,s = arctan2 {−rr,t,s,y,−rr,t,s,x} (2.63)

θar,1,s = arcsin

{
−rr,t,s,z
|rr,t,s|

}
(2.64)

The vector rr,t,s points from the location of the Tx element t to the location of the Rx element
r at snapshot s. The phases and delays are determined by the length of this vector and are
calculated using (2.49) and (2.50) where dr,l,m,s is replaced by |rr,t,s|.

At this point there is a complete description of the propagation path of each MPC, i.e., the
departure direction at the Tx, the positions of the scatterers, the arrival direction at the Rx, the
phase, as well as the variation of these variables when the MT is moving. In the next Section,
the antenna effects are included. This covers the orientation of the antennas at the BS and the
MT, as well as the polarization effects which are closely related to the antennas.

2.5 Antennas and Polarization

One major advantage of geometry-based stochastic channel models (GSCMs) is that they allow
the separations of propagation and antenna effects. Therefore, it is essential to have a description
of the antenna that captures all relevant effects that are needed to accurately calculate the
channel coefficients in the model. Antennas do not radiate equally in all directions. Hence,
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2. A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials

the radiated power is a function of the angle. The antenna is then defined by its directional
response also known as radiation pattern. When the antenna is rotated around a fixed point, an
additional variation in the amount of received power can be observed. This variation is due to
the polarization of the antenna. There are various so-called polarization bases that can be used
to describe this effect. Those different bases arise from the custom to define cross-polarization
as “the polarization orthogonal to a reference polarization” [94]. Unfortunately, this leaves the
reference polarization undefined and thus is ambiguous.

Of all the different ways to describe polarization (see [94, 102]), the polar spherical polarization
basis is the most practical for GSCMs. In the polar spherical basis, the antenna coordinate
system has two angles and two poles. The elevation angle θ is measured relative to the pole
axis. A complete circle will go through each of the two poles, similar to the longitude coordinate
in the world geodetic system (WGS). The azimuth angle φ moves around the pole, similar to the
latitude in WGS. Thus, the antenna is defined in geographic coordinates, the same coordinate
system that is used in the channel model. Hence, deriving the antenna response from the
previously calculated departure and arrival angles is straightforward. The electric field is resolved
onto three vectors which are aligned to each of the three spherical unit vectors êθ, êφ and êr
of the coordinate system. In this representation, êr is aligned with the propagation direction
of a path. In the far-field of an antenna, there is no field in this direction. Thus, the radiation
pattern consists of two components, one is aligned with êθ and another is aligned with êφ. It is
usually described by a 2-element vector

F(θ, φ) =

(
F [θ](θ, φ)

F [φ](θ, φ)

)
. (2.65)

The complex-valued amplitude g of a path between a transmit antenna and a receive antenna is

g =
√
P · Fr(φa, θa)T ·M · Ft(φd, θd) · e−j

2π
λ
·d, (2.66)

where Fr and Ft describe the polarimetric antenna response at the receiver and the transmitter,
respectively. P is the power of the path, λ is the wavelength, d is the length of the path,
(φa, θa) are the arrival and (φd, θd) the departure angles that were calculated in the previous
steps. M is the 2× 2 polarization coupling matrix. This matrix describes how the polarization
changes on the way from the transmitter to the receiver. Many references (e.g. [80, 84, 103–
105]) use an approximation of the polarization effects based on the XPR. The XPR quantifies
the separation between two polarized channels due to different polarization orientations. M is
then often modeled by using random coefficients (Zθθ, Zθφ, Zφθ, Zφφ) as

M =

(
Zθθ

√
1/XPR · Zθφ√

1/XPR · Zφθ Zφφ

)
, (2.67)

where Z ∼ exp {j · U(−π, π)} introduces a random phase. However, this does not account for all
effects contributing to the polarization state of a radio link. For example, this model does not
cover elliptical or circular polarization which depends on the phase difference between the two
polarimetric components. With the above model, the phase difference is always random. Hence,
the state-of-the-art GSCMs are not well suited for scenarios that rely on circular polarization
such as land-mobile satellite scenarios.

A new approach on how to treat polarization in GSCMs is presented in this section. It is shown
that the existing framework, i.e., using radiation patterns in a polar spherical basis together with
a 2 × 2 polarization coupling matrix, has great similarities with the Jones calculus, a method
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for handling polarized electromagnetic waves in the field of optics [87]. In the Jones calculus,
the changes of the polarization of a electromagnetic wave are described by successive linear
transformations. The same approach is used for the new channel model.

2.5.1 Relation between the Polarization Model and the Jones Calculus

R. C. Jones invented a simple method to calculate polarization effects in optics [87]. In his work,
he described the polarization state of a ray of light by the so-called Jones vector. Any object
that changes the polarization of the light is represented by a 2 × 2 Jones matrix. It was found
that the product of the Jones matrix of the optical element and the Jones vector of the incident
light accurately describes the polarization state of the resulting ray. Generally, this calculus can
be used for any electromagnetic wave. It is especially interesting for the GSCMs such as the
SCM and WINNER models where the paths are handled similarly like optical rays.

In the Jones calculus, the Jones vector contains the x and y-polarized components of the ampli-
tude and phase of the electric field traveling along the z-direction.(

Ex(t)
Ey(t)

)
= ejωt ·

(
Axe

jεx

Aye
jεy

)
︸ ︷︷ ︸

Jones vector

=

(
J [θ]

J [φ]

)
= J (2.68)

The same expression is found in the antenna pattern (2.65) where the complex value Aye
jεy from

the Jones vector can be identified with the (generally also complex-valued) component F [θ](θ, φ)
of the antenna pattern. Likewise, Axe

jεx can be identified with F [φ](θ, φ). This implies that the
polarization coupling matrix M in (2.66) is a Jones matrix and that the Jones calculus could be
easily integrated into the new channel model.

In general, M can be seen as a transformation operation that maps the incoming signal on
the polarization plane to an outgoing signal. If the coefficients are real-valued, then linear
transformations, such as rotation, scaling, shearing, reflection, and orthogonal projection as well
as combinations of those operations, are possible. If the coefficients are complex-valued, then the
matrix shows characteristics of a Möbius transformation. Such transformations can map straight
lines to straight lines or circles and vice versa. Since the Jones calculus allows the use of complex-
valued coefficients, it can transform linear polarized signals into circular or elliptical polarized
signals and elliptical polarized signals into linear polarized signals. This implies that using (2.67)
with complex-valued coefficients results in a completely random polarization behavior when the
XPR is small, i.e., when the off-diagonal elements are large. When XPR is large (and the
off-diagonal elements are close to zero), then (2.67) describes a scaling operation.

In the next section, M will be calculated explicitly for the LOS and NLOS components also
taking the orientation of the antennas into account. For the NLOS components, additional
operations are used to convert the XPR value from the parameter tables into Jones matrices for
the linear and elliptical polarization component.

2.5.2 Changing the Orientation of Antennas

The antennas are defined in their local coordinate system which is fixed when the radiation pat-
terns are generated either by measurements or by designing the antennas using special software
tools. In the channel model, orientation changes of the antennas are desirable in many cases,
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Figure 2.7: Example patterns for a dipole antenna

e.g., when tilting BS arrays or changing the orientation of mobile terminals. However, such
orientation changes lead to a different radiation pattern. An example is depicted in Figure 2.7.
The left side of the figure shows an ideal dipole radiation pattern that has only an F [θ] compo-
nent. When the dipole gets rotated around the x-axis in Cartesian coordinates, the resulting
radiation pattern will also have an F [φ] component and the F [θ] component is deformed. This is
illustrated on the right side of the figure where the dipole is tilted by 20°. The following method
shows how an existing antenna pattern can be manipulated in order to change the orientation
of the antenna. Such manipulations need to take the polarization into account. It is shown
that it is possible to describe this process by a 2× 2 linear transformation, i.e., a Jones matrix.
Hence, the following method is used in the new channel model to adjust the orientation of the
antennas either at the BS or at the MT by using the matrix M in (2.66). This makes the new
model more flexible. For example, it is possible to use realistic radiation patterns at the MT,
e.g., the measured patterns from a smartphone. Then, typical orientations of the phone can be
incorporated during the runtime of the channel model, e.g., a user holding the phone close to
the ear at a 45° angle.

When the orientation of an antenna changes, the radiation pattern has to be read at different
angles (Θ, Φ) that include the effect of the orientation change. Rotations in 3-D are easier
described in Cartesian coordinates. Therefore, the original angle pair (θ, φ) is transformed into
a vector c that describes the arrival or departure angles in Cartesian coordinates. The three
vector elements represent the x,y and z-component.

c =

 cos θ · cosφ
cos θ · sinφ

sin θ

 (2.69)

A 3×3 matrix R can now be used to describe the orientation change in 3-D space. The example
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in Figure 2.7 was tilted by 20° around the x-axis of the coordinate system. The corresponding
matrix is

Rx(20◦) =

 1 0 0
0 cos(20◦) − sin(20◦)
0 sin(20◦) cos(20◦)

 . (2.70)

The orientation change is included in the vector c+ by multiplying R with (2.69).

c+ = RT · c (2.71)

The transformed pattern F̃ is needed in spherical coordinates. Thus, c+ is transformed back to
spherical coordinates. This results in the new angles

Θ = arcsin
[
c+
z

]
, (2.72)

Φ = arctan2

[
c+
y , c

+
x

]
. (2.73)

c+
x , c+

y and c+
z are the x, y and z component of c+, respectively. The coefficients of the rotated

pattern are now obtained by reading the original pattern F at the transformed angles.

F̂ =

(
F̂ [θ]

F̂ [φ]

)
=

(
F [θ](Θ,Φ)

F [φ](Θ,Φ)

)
(2.74)

Since the patterns are usually sampled at a fixed angular grid, e.g., at one degree resolution,
interpolation is needed here since the transformed angles (Θ, Φ) will usually not be aligned with
the angular grid. Linear interpolation can be used as a standard computationally inexpensive
procedure.

The second step takes the polarization into account. The antenna patterns are defined in a
polar-spherical polarization basis. However, the rotation is defined in Cartesian coordinates.
Thus, the polarization rotation needs to be done in the Cartesian polarization basis as well. The
transformation from the polar-spherical polarization basis to the Cartesian polarization basis is
given by [94]  F̂ [x]

F̂ [y]

F̂ [z]

 =

 sin Θ cos Φ − sin Φ
sin Θ sin Φ cos Φ
− cos Θ 0


︸ ︷︷ ︸

=T(Θ,Φ)

·
(
F [θ](Θ,Φ)

F [φ](Θ,Φ)

)
︸ ︷︷ ︸

=F̂

. (2.75)

The transformation matrix T(Θ,Φ) is both orthogonal and normalized to unity. Hence, the in-
verse transformation matrix is equal to the matrix transpose. The rotated pattern F̃ is obtained
by using the pattern F̂ and transforming it to a Cartesian polarization basis. Then, this pattern
is rotated using the rotation matrix R and the resulting pattern is transformed back to the
polar-spherical basis. The inverse transformation needs to be done at the original angles (θ, φ)
because the rotated antenna pattern F̃ is aligned with the GCS used in the channel model.

F̃ = T(θ, φ)T ·R ·T(Θ,Φ)︸ ︷︷ ︸
=M̃

·F̂ (2.76)

The entire process can be described by a 2 × 2 polarization rotation matrix M̃. The radiated
energy in both polarization components remains constant. Hence, this matrix is a rotation
matrix having the form

M̃(ϑ) =

(
cosϑ − sinϑ
sinϑ cosϑ

)
, (2.77)
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where the polarization rotation angle ϑ follows from

cosϑ =

 sin θ cosφ
sin θ sinφ
− cos θ

T

·R ·

 sin Θ cos Φ
sin Θ sin Φ
− cos Θ

 , (2.78)

sinϑ =

 − sinφ
cosφ

0

T

·R ·

 sin Θ cos Φ
sin Θ sin Φ
− cos Θ

 , (2.79)

ϑ = arctan2 [sinϑ, cosϑ] . (2.80)

This method provides a straightforward way to change the orientation of the antennas by

1. reading the antenna patterns at different angles (Θ, Φ) that include the orientation change,
2. calculating the polarization rotation matrix M̃, and
3. using both to calculate the channel coefficient g in (2.66).

2.5.3 Constructing the Polarization Transfer Matrix

In this section, the orientation changes for the BS and MT side are combined. For the NLOS
components, additional changes of the polarization are caused by scattering. The Jones calculus
allows each of these effects to be modeled independently. In the end, the combined Jones matrices
are used to calculate the channel coefficients.

Polarization of direct (LOS) path In the LOS polarization model, both the transmitter and the
receiver can have different orientations, e.g., due to a downtilt at the BS and a given movement
direction at the MT. In addition, a reflection operation is needed to transform the outgoing
direction at the transmitter into an incoming direction at the receiver. Thus, a combination
of three linear transformations, two rotations and one reflection, is sufficient to construct the
polarization transfer matrix of the LOS path.5

M
[LOS]
r,t,s =

[
M̃
(
ϑ[LOS]
r,s

)]T
·
(

1 0
0 −1

)
· M̃

(
ϑ

[LOS]
t,s

)

=

(
cosϑ

[LOS]
r,s − sinϑ

[LOS]
r,s

− sinϑ
[LOS]
r,s − cosϑ

[LOS]
r,s

)
·

(
cosϑ

[LOS]
t,s − sinϑ

[LOS]
t,s

sinϑ
[LOS]
t,s cosϑ

[LOS]
t,s

)
(2.81)

Model for the indirect (NLOS) paths For the NLOS components, the transmitted signal
undergoes some diffraction, reflection or scattering before reaching the receiver. Following the
common Fresnel formula in electrodynamics, the polarization direction can be changed at the
boundary surface between two dielectric media. T. Svantesson [106] provided a method for
modeling the polarization of a reflected wave where the polarization coupling is a function of
several geometric parameters such as the orientation of the scatterers. However, these parameters
are not generally available in the SCM. In addition to that, only metallic reflections keep the
polarization unchanged. Reflections at dielectric media can cause changes of the polarization
being a function of the complex-valued dielectric constant of the media and of the angle of

5The indices denote the Rx antenna element (r) and the Tx antenna element (t), the path number (l), the
sub-path number (m), and the snapshot number (s).
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incidence. Hence, not only the polarization angle might change, but also the polarization type.
In order to address this issue, studies of the polarizations effects in individual scattering clusters
in several outdoor- and indoor scenarios were done [69, 88, 107]. The published results indicate
that scattering preserves the polarization in many cases. However, since only the powers of the
elements in the polarization coupling matrix were analyzed, no conclusions can be drawn on
how elliptic the polarization of the scattered wave will be.

It is possible to use the existing values for the XPR from the parameter tables of state-of-the-art
GSCMs and derive additional Jones matrices in order to include the already known effects in
the new channel model. The cross polarization ratio (XPR) is calculated from measurement
data. A log-normal distribution is fitted to the measurement results having the average XPRµ

and the standard deviation (STD) XPR2
σ. When those parameters are calculated from measured

data, they are usually averaged over different propagations paths. Thus, the XPR value from
the parameter tables is a LSP with a scenario-dependent distribution, i.e., it depends on the
positions of the MT. However, here, the values XPR

[dB]
l,m for individual MPCs are needed. Those

are calculated in two steps. First, a value XPR
[LSP]
µ is drawn from

XPR[LSP]
µ = N

(
XPRµ,XPR2

σ

)
. (2.82)

This value represents the average XPR over all MPCs at the receiver positions. Then, in a
second step, the XPR for the individual MPCs is drawn using XPR

[LSP]
µ instead of XPRµ. This

maintains the original spread XPRσ in the generated channel coefficients.

XPR
[dB]
l,m = N

(
XPR[LSP]

µ ,XPR2
σ

)
(2.83)

Following the idea that the polarization coupling matrix M can be described by a combination of
linear transformations, the model for the NLOS polarization maps the XPR to two Jones matri-
ces, one for the linear polarization and one for the elliptic polarization. Additional deterministic
components take the antenna orientations into account.

1. Deterministic part
The deterministic component is the same as for the LOS polarization, i.e., the different
orientations of the antennas at the transmitter and the receiver are modeled by a rotation
matrix as described in Section 2.5.2. A reflection operation is used to change the direction
of the path.

2. Linear component
During scattering, the linear polarization of a MPC might change. For example, a trans-
mit antenna sends a vertically polarized wave which only oscillates in the êθ direction.
Then, a receiver might detect a wave that oscillates in both the êθ direction and êφ di-
rection because scattering changed the polarization angle while the phases of the êθ and
êφ components remain unchanged. In other words, a linear polarized wave stays linear
polarized. In order to model this polarization change, the XPR of a path (2.83) is mapped
to a rotation matrix. This was also suggested by [85].

M
[linear]
l,m =

(
mθθ mθφ

mφθ mφφ

)
=

(
cos γl,m − sin γl,m
sin γl,m cos γl,m

)
(2.84)

Following the notations in [84], the rotation angle γ is calculated as

XPRl,m =
|mθθ|2

|mφθ|2
=
|mφφ|2

|mθφ|2
=

(cos γl,m)2

(sin γl,m)2
= (cot γl,m)2, (2.85)

γl,m = arccot
(√

XPRl,m

)
. (2.86)

37



2. A 3-D Multi-Cell Channel Model with Time Evolution for Virtual Field Trials

3. Elliptical component
When channel measurements are done with circular polarized antennas such as in land-
mobile satellite scenarios [32], there is a very clear indication that scattering alters the
phase between the two polarization components. In other words, a purely left hand circu-
lar polarized (LHCP) signal can be received with a right hand circular polarized (RHCP)
antenna after scattering. There might also be a transformation from linear to elliptic po-
larization and vice versa. This is not covered well by the existing GSCMs. The commonly
used approach in (2.67) creates a random phase difference between the polarization com-
ponents. As a result, all paths have a (random) elliptic polarization and there is no way
to adjust the XPR for circular polarized antennas. This is addressed in the new model
by adding elliptic polarization using an additional Jones matrix. The phase difference
between the êθ and êφ component is obtained by a scaling matrix

M
[elliptic]
l,m =

(
exp(jκl,m) 0

0 exp(−jκl,m)

)
. (2.87)

The phase shift κ is calculated using the XPR from (2.83).

κl,m = X l,m · arccot
(√

XPRl,m

)
(2.88)

X l,m ∼ {−1, 1} is the positive or negative sign. In this way, the same XPR can be
calculated from the channel coefficients at the output of the model when using circular
polarized antennas.

The polarization for the NLOS paths is a combination of five linear transformations. First, any
change in the transmitter orientation is included by a rotation matrix M̃ (ϑt,l,m,s). Then, the
influence of the scattering cluster is modeled by a combination of three operations: a scaling
operation that introduces a phase shift between the vertical and horizontal component to obtain
an elliptic XPR, a reflection operation, and a rotation operation to obtain the desired linear XPR.
Last, the change in the receiver orientation is included by a second rotation matrix M̃ (ϑr,l,m,s).
The complete polarization transfer matrix is

M
[NLOS]
r,t,l,m,s =

[
M̃ (ϑr,l,m,s)

]T
·M[linear]

l,m ·
(

1 0
0 −1

)
·M[elliptic]

l,m · M̃ (ϑt,l,m,s) (2.89)

The equation can be simplified by combining the first three operations into one.

γ+
l,m = ϑr,l,m,s − γl,m (2.90)

M
[NLOS]
r,t,l,m,s =

(
cos γ+

l,m − sin γ+
l,m

− sin γ+
l,m − cos γ+

l,m

)(
exp(jκl,m) 0

0 exp(−jκl,m)

)(
cosϑt,s − sinϑt,s
sinϑt,s cosϑt,s

)

In the channel model, the polarization effects and the antenna patterns are combined into a
single channel coefficient

g
[1]
r,t,l,m,s = Fr(Θ

a
r,l,m,s,Φ

a
r,l,m,s)

T ·Mr,t,l,m,s · Ft(Θd
t,l,m,s,Φ

d
t,l,m,s), (2.91)

where the angle pairs (Θd,Φd) and (Θa,Φa) include the orientation of the transmit antenna
element t and receive antenna element r, respectively. Contrary to (2.66), the phase ψ (which
results from the path length) and the path power P are not included yet. They are handled
separately in the next section when the sub-paths were combined into paths.
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2.6 Combining Sub-Paths into Paths

Sub-paths were introduced in Section 2.3 in order to emulate fading for the NLOS MPCs over
time. Each path is split into (typically 20) sub-paths. The basic assumption is that sub-paths
cannot be resolved in the delay domain but have a small angular spread. Each of the sub-paths
gets initialized with a random phase ψ0. In addition, a deterministic phase component ψr,l,m,s
is obtained from the total length of the propagation path using (2.49). Both components are
combined to

ψ+
r,t,l,m,s = exp

(
−jψ0

l,m − jψr,t,l,m,s
)

. (2.92)

The initial channel coefficients for each sub-path, including the polarization and antenna effects,
were calculated in the previous section. Here, the sub-paths are combined again to obtain the
channel coefficients for the paths. However, due to the random initial phases, a simple sum will
result in a random path power since it is impossible to predict if the phase components add
up constructively or destructively. This issue is left open in WINNER and 3GPP-3D channel
model. Here, it is solved by defining an average power around which the path power is allowed
to fluctuate. This average value is the initial path power Pl that was calculated in Section 2.2.

In the first step, the phase (2.92) is combined with the initial coefficients (2.91) to

g
[2]
r,t,l,m,s = g

[1]
r,t,l,m,s · ψ

+
r,t,l,m,s. (2.93)

Then, the resulting average power is calculated for each path and each segment. Segments were
introduced in Section 2.4 as part of the user trajectory along which the LSPs don’t change much
and where the scatterer positions remain fixed. In the above equation, the channel coefficients
g are given for s = 1 . . . S positions of a segment. Next, the coefficients of the 20 sub-paths are
summed up and the average path powers from Section 2.2 are applied.

g
[3]
r,t,l,s =

20∑
m=1

g
[2]
r,t,l,m,s (2.94)

g
[4]
r,t,l,s =

√√√√√√√√Pl
20
·

S∑
s=1

20∑
m=1

∣∣∣g[2]
r,t,l,m,s

∣∣∣2
S∑
s=1

∣∣∣g[3]
r,t,l,s

∣∣∣2 · g[3]
r,t,l,s (2.95)

If the resulting paths are observed over time, a characteristic fluctuation of the path power can
be observed, similar to measurements with limited bandwidth. If there is only one snapshot in
a segment, the scaling operation (2.95) ensures that each path gets assigned the power value
from Section 2.2. The new method ensures that the input variables given to the SSF model,
i.e., the delay and angular spreads, are correctly mapped to the channel coefficients generated
by the model. This is different from the WINNER and 3GPP-3D channel models where the
sum over the subpaths produces random path powers. Hence, the new model can also be used
to create channels having specific properties, e.g., a predefined DS, to benchmark algorithms.
For example, it is possible to evaluate the throughput of a MIMO-orthogonal frequency division
multiplexing (OFDM) scheme as a function of the DS. In the next section, the remaining LSPs,
i.e., the PG, the SF, and the KF are applied to the channel coefficients.
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2.7 Path Gain, Shadow Fading and K-Factor

Hata [64] presented a simple model for macro-cellular settings where the PG scales with the
logarithm of the distance d (in units of meters) between BS and terminal

PG[dB] = −A · log10 d[km] −B +X, (2.96)

where A and B are scenario-specific coefficients that are typically determined by measurements.
The path gain exponentA often varies between values of 20 and 40, depending on the propagation
conditions, the BS height, and other factors. The shadow fading (SF) is modeled by a random
variable X. However, this variable is correlated with the distance between two points, i.e.,
two closely spaced MTs will experience the same SF. A 2-D correlation model for this effect
was introduced in Section 2.1 where the SF, among other parameters, is described by a map.
Combining the PG and SF results in the effective path gain

PG[eff]
s =

√
10

0.1
(

PG
[dB]
s +SF

[dB]
s

)
. (2.97)

The movement of the MT is described by a trajectory where the index s denotes a specific posi-
tion on this trajectory. Hence, the effective PG is a vector of s = 1 . . . S elements. The S values
of the SF in (2.97) come from the map. Since the sampling grid of the map is usually different
from the positions of the terminal trajectory, an interpolation of the surrounding points of the
map is needed. This can be done with standard numeric methods, e.g., by spline interpolation.

The Ricean K-factor (KF) describes the power difference between the LOS and NLOS compo-
nents. In the previous section, the channel coefficients were scaled by the power values Pl that
were calculated in Section 2.2. These power values already include the KF. However, like the
SF, the KF is also correlated with the distance which is described by a map as well. The initial
power values from Section 2.2 only consider the KF at the beginning of the trajectory. When
the MT moves to a different position, its KF changes and so do the power values of the MPCs.
Hence, an additional scaling factor for the path powers is needed.

KF
[scale]
l,s =

√
1 + P1

(
Ks

K0
− 1

)
·

{ √
Ks
K0

for l = 1;

1 otherwise.
(2.98)

The index l = 1 . . . L is the path number, P1 is the power of the first path that was calculated
in Section 2.2, K0 is the KF at the beginning of the trajectory, and Ks is the KF at the sth

position of the user trajectory. The values for Ks come from the KF map from Section 2.1. The
channel coefficients from the previous section (2.95) are then scaled to

gr,t,l,s = PG[eff]
s ·KF

[scale]
l,s · g[4]

r,t,l,s (2.99)

This is the last step in the small-scale-fading (SSF) model. At this point, the complex-valued
amplitude g for each of the L MPCs of the CIR is described for all antenna pairs r, t at S
positions of the user trajectory. In addition, there is an equal amount of values for the path
delays τ that were calculated in Section 2.4. In the next section, adjacent parts of the user
trajectory (i.e., the segments) get merged into an even longer sequence of channel coefficients.
With this, channels can be observed over long periods of time which includes transitions between
propagation scenarios, e.g., when a MT moves from outdoors to indoors.
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2.8 Transitions between Segments

The small-scale-fading (SSF) model, which was laid out in the previous Sections 2.2 to 2.7 is
only defined for a short part of a MT trajectory. If the MT traverses larger distances, the
LSPs will change when the terminal sees different scattering clusters. Hence, in order to include
long terminal trajectories in the model, there needs to be a model for the “birth and death
of scattering clusters”. One idea on how to include such a process in GSCMs comes from the
WINNER II model [47] where paths fade in and out over time. However, [47] does not provide
a method to keep the LSPs consistent. For example, if one cluster disappears and a new on
appears in its place, the delay and angular spread of the channel changes. However, those values
are fixed by LSF model.

In the new model, long terminal trajectories are split into shorter segments where the LSPs
are reasonably constant. Then, for each segment the small-scale-fading (SSF) model creates
independent scattering clusters, channel coefficients, and path delays. Two adjacent segments
are overlapping as depicted in the top of Figure 2.8. The lifetime of scattering clusters is confined
within the combined length of two adjacent segments. In the overlapping part, the power of
paths from the old segment is ramped down and the power of new paths is ramped up. Hence,
this process describes the birth and death of scattering clusters along the trajectory. All paths
of the segment are active outside the overlapping region. The overlapping region is further split
into sub-intervals to keep the computational and memory overhead of the model low. During
each sub-interval, one old path ramps down and one new path ramps up. The power ramps are
modeled by a squared sine function

w[sin] = sin2
(π

2
· w[lin]

)
. (2.100)

Here, w[lin] is the linear ramp ranging from 0 to 1, and w[sin] is the corresponding sine-shaped
ramp with a constant slope at the beginning and the end. This prevents inconsistencies at
the edges of the sub-intervals. If both segments have a different number of paths, the ramp is
stretched over the whole overlapping area for paths without a partner. For the LOS path, which
is present in both segments, only power and phase are adjusted.

Paths need to be carefully matched to minimize the impact of the transition on the instantaneous
values of the LSPs. For example, the DS increases if a path with a small delay ramps down
and a similarly strong path with a large delay ramps up. Hence, the DS can fluctuate randomly
within the overlapping region. To balance this out, paths from both segments are paired in a
way that minimizes these fluctuations. This is done by determining the values of the DS before
and after the transition. Then, a target DS is calculated for each sub-interval. For example, if
the old segment yields a DS of 200 ns and the new segment has 400 ns, then the target DS will
be 220 ns for the first sub-interval, 240 ns for the second and so on. Then, a combination of
paths is searched that best matches the target DS for each sub-interval.

In the real world, MTs move at arbitrary speeds, including accelerations and decelerations.
Provided that the sampling theorem is fulfilled, i.e., that the channel is sampled four times
per wavelength, it is possible interpolate the channel coefficients to include such effects. This
is illustrated in the bottom part of Figure 2.8. The white dots represent the snapshots at a
constant distance. However, the sample points (gray stars) can have unequal spacing, e.g., for
an accelerated movement. Each sample point in the time domain (given in units of seconds) has
a corresponding position on the MT trajectory (in units of meters). The amplitudes and phases
of the channel coefficients are interpolated separately using cubic spline interpolation. The path
delays are interpolated with a piecewise cubic hermite interpolating polynomial.
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Figure 2.8: Top: illustration of the overlapping area used for calculating the transitions between seg-
ments (step G), Bottom: illustration of the interpolation to obtain variable MT speeds (step
H).

2.9 Summary

A new channel model has been derived from existing GSCMs such as the WINNER and 3GPP-
3D model. The LSF and SSF parts of the model have been extended in several ways in order to
overcome some drawbacks and limitations of the state-of-the-art approaches. The main problems
that were addressed by these modifications are:

• Spatial consistency of LSPs
3GPP does not specify a method to ensure spatial consistency, neither for the LSF nor
SSF model. In the new model, a map-based approach similar to [74] is used to correlate
the LSPs with the distance between two pints. Additional filtering steps were introduced
in the new model to make the maps “smoother” in order to interpolate them to support
extended mobility features.

• Consistency between LSF and SSF model
The WINNER and 3GPP models do not map large-scale parameters to channel coefficients.
They are only correct in a statistical sense. This is solved in the new model by additional
scaling operations for the delays, angles, and powers after combining the sub-paths. As a
result, the correct delay and angular spreads can be calculated from the generated channel
coefficients of the model.

• Mobility of MTs
The WINNER and 3GPP models do not allow MTs to move more than a few meters
because there is no method to track the delays and directions of a path. Only the Doppler
shifts of the MPCs are modeled. The mobility extensions made in the new model are
two-fold: First, a concept known as drifting [71] was added to the SSF model. Second, a
model for the appearing and disappearing of scattering clusters was added. This is done
by splitting a user trajectory in short overlapping segments. When the terminal moves
from one segment to the next, the scattering clusters from the old segment are smoothly
replaced with clusters from the new segment while keeping the LSPs consistent.
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2.9. Summary

• Polarization
The WINNER and 3GPP models do not correctly model elliptical and circular polarization.
Therefore, a new model for the polarization was derived from the Jones calculus [87]. In this
approach, changes of the polarization during scattering are modeled by successive linear
transformations, allowing linear and elliptic polarization to be adjusted independently.

With these updates, it is possible to generate channel coefficients with the same spatial and
temporal resolution as measured data. Thus, the output of the channel model can be directly
compared to the output of a measurement campaign. This is done in the next chapters. At
first, the methods for deriving the model parameters are presented in Chapter 3. Then, two
measurement campaigns are evaluated and the results are compared with the model.
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3 Channel Model Parameterization and
Validation Methodology

Geometry-based stochastic channel models such as the new model outlined in Chapter 2 are used
to test and validate new concepts in mobile communications. This requires that the channel
coefficients, which are generated by such models, represent the real world accurately. In order to
be able to do so, current state-of-the-art models such as the 3GPP-3D model [49] require more
than 50 parameters to fully characterize a propagation scenario. All of these parameters need
to be obtained from measurements. Unfortunately, there is no straightforward way to perform
the measurements, process the data and extract the model parameters. Measurements are
often limited by technical or regulatory constraints such as bandwidth, transmit power, number
of antennas, access to measurement locations, etc. The raw data, which is acquired from the
measurement system, needs to be processed in order to calculate the model parameters. However,
the data format and the processing techniques are often undefined. Lastly, the calculation
methods for the model parameters themselves are ambiguous. They often lack a clear definition,
e.g., the exact definition of the angular spread, and they depend on additional variables such
as thresholds and resolution limits. Thus, the model parameters do not only depend on the
measured scenarios, but also on the evaluation methods. In this chapter, a general framework
for the model parameterization is outlined. This covers four aspects: the estimation of path
parameters, the estimation of large-scale parameters, the estimation of performance metrics,
and the validation of the model.

Estimation of path parameters First, the path parameters, i.e., the path-delays, path-powers,
departure and arrival angles, need to be extracted from the raw measurement data. The high-
resolution estimation of these parameters has attracted quite a lot of interest in the past years
and there are many algorithms for this task. The common approach followed by all estimation
algorithms is to fit the parameters of a so-called data model, i.e., an ideal representation of how
the received signal should look like, to the measured signal. The data model contains the known
quantities of the measurements, e.g., the antenna positions, the measurement bandwidth, etc.,
and the unknown properties of the radio channel, e.g., the number of paths, their delays and
angles. In addition, the useful signal is generally hidden in measurement noise which needs to
be taken into account by the algorithms.

The algorithms can be divided into two classes: the so-called subspace based class of algorithms
and the expectation maximization algorithms. The subspace-based methods, such as MUSIC
(MUltiple SIgnal Classification) [108] and ESPRIT (Estimation of Signal Parameters via Rota-
tional Invariance Techniques) [109] try to find the path parameters by separating the signal and
noise subspaces. Early work was only focused on estimating the arrival directions. However,
Richter et al. [110] have shown that the ESPRIT algorithm can be extended to jointly estimate
departure and arrival angles as well as the path-delays. Unfortunately, most subspace-based
approaches only work well with so-called shift invariant array antennas [63] which limits their
practical applicability. The second class of algorithms breaks the multidimensional search for
the path parameters into sequential one-dimensional searches. In this way, these algorithms can
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take advantage of standard numeric techniques to find the parameters one after the other. A
well-known method is the SAGE algorithm (Space Alternating Generalized Expectation Maxi-
mization) [111, 112].

A new method similar to the SAGE algorithm is proposed in Section 3.1.2 of this thesis. The
idea is to separate the estimation of the delays and angles into separate steps. This makes the
delay estimation independent of the antenna patterns. As a result, a time-domain representation
of the channel is calculated from the measurement data where the bandwidth limitation and
most of the noise have been removed. Hence, identical evaluation techniques can be used for
both the measurement data and the channel coefficients which are obtained from the model. If
the radiation patterns of the measurement antennas are available, an optional second step of
the algorithm detects the angles of the paths.

Estimation of LSPs A second aspect that is left open in current state-of-the-art GSCM is how
to derive the model parameters. For example, the 3GPP-3D model [49] provides parameters
for several propagation conditions, e.g., urban-macrocell (UMa), urban-microcell (UMi), and
outdoor-to-indoor (O2I). For each of the scenarios, there are values for the delay spread, the
angular spread, the Ricean K-factor and many other parameters. However, it is not specified
anywhere how these parameters are defined and how they can be calculated from measured data.
For the new model, the model parameters are defined in Section 3.2. Each of the parameters
can be estimated from the paths parameters that were calculated in the previous step, i.e., the
delays, powers and angles of the MPCs.

Estimation of performance metrics The main purpose of GSCMs is to provide an antenna
and location-independent description of the radio channel. Then, results from single-link mea-
surement campaigns can be generalized and performance predictions can be made for entire
networks having hundreds of BSs and MTs. However, it is unclear if the channel models are
suitable for this task, i.e., if the performance predictions made by the models are comparable
to the real world. Therefore, several performance metrics, e.g., single and multi-user MIMO
capacities, are introduced in Section 3.3. These performance metrics can be calculated from
both the measured channels and the channel coefficients from the model. Results can then be
directly compared and the model can be validated.

Validation of the channel model A flow chart of the entire parameterization and validation
procedure of the new channel model is depicted in Figure 3.1. The general procedure can be
grouped in four main steps:

1. Measurements,
2. Estimation of path parameters,
3. Estimation of LSPs and performance metrics,
4. Resimulation.

In the first step, the wireless channels are measured in a characteristic propagation scenario,
e.g., in urban-macrocell or microcell conditions. This requires suitable measurement equipment
to derive the required path and model parameters. For example, data with high spatial and
temporal resolution is required to accurately derive the delay and angular spreads. It is also
mandatory to characterize the antenna patterns for estimating the arrival and departure angles.
This is usually done by measuring the antenna radiation patterns in an anechoic chamber.
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In the second step, the raw measurement data is processed in order to identify the multipath
components, their delays, powers, and angles. The delays and angles are extracted in two
separate steps. Path delays and MIMO coefficient matrices are calculated as described in Section
3.1.2. The resulting channel coefficients are then used to estimate the LSPs and the performance
metrics. This involves estimating the departure and arrival angles in order to derive the angular
spreads as described in Section 3.1.3.

Once the model parameters are known, initial parameter tables are created that can be used
in the channel model. However, in the channel model, propagation and antenna effects are
treated separately while the antenna effects are always included in the measured data. Hence,
the initial parameter tables might not be suitable for the model. To validate the correctness of
the parameters, the entire measurement setup is recreated in the channel model and artificial
channel coefficients are generated in the resimulation step. Those have the same format as
the output of the preprocessing step (MIMO coefficient matrices in delay domain). The same
LSPs and the performance metrics are estimated from the resimulated channels. If there are
differences between the model output and the measurement results, adjustment are made for
the model input parameters. A thorough comparison of the LSPs from the measured data, the
LSPs at the input of the channel model, and the LSPs from the resimulated data is then done
to confirm that the channel model can recreate all observed phenomena.

Channel
measurements
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path parameters

Process positioning 
data

Refine parameter 
tables

Measurement notes
Meta-Data (GPS)

Raw measurement data

Iterate

Initial LSPs

Antenna field
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Figure 3.1: Flow chart of the data analysis and model parameterization procedure
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3.1 Estimation of Path Parameters

In this section, the path parameters (delay, power, angles, and polarization) are estimated from
the raw measurement data. The method presented here is similar to the SAGE algorithm
(Space Alternating Generalized Expectation Maximization) [111, 112]. However, the procedure
is divided into two steps. First, the path-delay and the MIMO coefficient matrix are calculated
for each MPC. This step is independent of the antennas used in the measurement. The output
data format is identical to the output format of the channel model from Chapter 2. Then, a
second step calculates the departure and arrival angles of the paths.

3.1.1 Data Model

In order to extract the path parameters from the measurement data, it is necessary to define
how they are contained in the data. This is done by the so-called data model. The data model
contains the known quantities, e.g., the antenna positions, the measurement bandwidth, etc., and
the unknown properties of the radio channel, e.g., the number of paths, their delays and angles.
The estimation algorithms in the following sections then try to find the unknown parameters,
i.e., the path parameters.

The wireless channel is characterized by measurements. A transmitter (the channel sounder)
sends out a known signal (the sounding sequence) that is received by a receiver. Both the trans-
mitter and the receiver are (generally) equipped with array antennas having nt transmit antenna
elements and nr receive antenna elements, respectively. Thus, the MIMO channel is composed
of nt × nr individual links. It is further assumed that the sounding sequence has a bandwidth
B and that the measurement system is able to provide the baseband frequency response (FR)
for each MIMO link at N sample frequencies fn spread over the entire bandwidth B. The N
sample frequencies do not need to be equally spaced. The observation of the broadband MIMO
channel can then be described as

Yn = Hn + Vn, n ∈ {1, 2, ..., N}, (3.1)

where the complex-valued matrix Yn is the measured channel matrix with nr rows and nt
columns. Hn is the “true” channel matrix and Vn is a noise matrix. The index n describes the
sample frequency. If the data model can describe the real world perfectly, then Vn is an AWGN
matrix with elements νr,t,n ∼ CN (0, σν

2).

In the data model, each MPC is described by an infinitely short pulse arriving with a delay
τ relative to the beginning of the channel impulse response (CIR), e.g., the time when the
transmitter starts sending its sounding sequence. In addition, it is assumed that the physical
size of the array antennas is small enough so that delay differences caused by different positions
of the antenna elements cannot be resolved. Thus, the frequency domain channel H can be
decomposed into

Hn =
L∑
l=1

Gl · e−2πj·fn·τl . (3.2)

In this equation, the index l = 1 . . . L denotes the path number and Gl is the MIMO coeffi-
cient matrix. fn is the nth sample frequency in Hz relative to the beginning the measurement
bandwidth and τl is the delay of the lth path in seconds. The coefficient matrix Gl has nr row
and nt columns. It contains one complex-valued channel coefficient for each antenna pair. The
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individual values of the coefficients are a result of the attenuation of a path, the weighting by
the antenna radiation patterns, and the polarization. They are described by

gr,t,l =
√
Pl · Fr(φal , θal )T ·Ml · Ft(φdl , θdl ) · e−jψr,t,l , (3.3)

where r = 1 . . . nr is the receive antenna index and t = 1 . . . nt is the transmit antenna index. Pl
is the power of the lth path and ψr,t,l is a random phase offset. The 2× 2 matrix Ml describes
how the polarization of a path changes during propagation. The antenna radiations patterns
for the transmit and receive antenna elements are described by a two 2-element vectors Ft and
Fr, respectively. They are a function of the elevation angles φ and azimuth angles θ. Radiation
patterns need to be given in a polar spherical polarization basis. A detailed introduction on the
antenna and polarization model is given in Section 2.5 of this thesis.

In addition to the so-called specular components, i.e., the infinitely short pulses, A. Richter
[113] also introduced so-called dense multipath components (DMC). These components cannot
be described by the above model, but they also do not have AWGN properties, i.e., they are not
noise. However, when analyzing the measurement data to validate the new channel model, it
was found that the specular components account for more than 90% of the energy in almost all
measured CIRs. Thus, the contribution of unresolvable paths is small. Also, there is no model
for the DMC in the channel model. For these reasons, DMC is not included in the data model
and all unresolvable components are considered to be noise.

The algorithm presented in the next section solves (3.2), i.e., it decomposes the channel tensor
H into L delays τl and coefficient matrices Gl. Then, the method from Section 3.1.3 further
processes the coefficient matrices to find the angles, polarization states, and path-powers.

3.1.2 Detection of Multipath Components in the Delay Domain

In this section, the number of paths L, the path delays τ l and the MIMO coefficient matri-
ces Gl are estimated from the measurement data. During the measurements, the MT obtains
the frequency response of the MIMO channel. Thus, it is possible to estimate the MPCs and
their complex-valued amplitudes. The basic idea goes back to the space-alternating general-
ized expectation-maximization (SAGE) algorithm [112] where channel parameters have been
estimated in a similar fashion. However, here, calibrated antenna patterns are generally not
required. Hence, it is not possible to calculate the arrival and departure angles directly. A
coefficient matrix for each MPC is obtained which can then be further processed to obtain the
angles and angular spreads.

Problem statement: The observation of the broadband MIMO channel can be described as

Yn = Hn + Vn, n ∈ {1, 2, ..., N}, (3.4)

where the matrix Yn is the measured channel matrix with nr rows and nt columns. Hn is the true
channel matrix and Vn is an AWGN matrix with elements νr,t,n ∼ CN (0, σν

2). The L strongest
MPCs are estimated with their normalized delay ml and their complex-valued coefficient matrix
Gl with l ∈ {1, 2, ..., L} from the observation Y in an iterative fashion in order to find a
representation Ĥ of the channel matrix where most of the noise has been removed. In the
following, r is the receive antenna index, t is the transmit antenna index, l is the path index
and n is the pilot tone index.
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Figure 3.2: Flow chart of the iterative detection of multipath components from MIMO channels. The
inner iteration loop can be repeated more than once for each MPC which results in further
precision improvements.
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Iteration step: In each iteration step, the normalized delay ml of the lth MPC is estimated by

ml = arg max
ml

nr∑
r=1

nt∑
t=1

∣∣∣∣∣
N∑
n=1

ỹ
(l)
r,t,n · e2πj·ml·

fr,t,n
B

∣∣∣∣∣
2

︸ ︷︷ ︸
Power-Delay Profile

, (3.5)

where the matrix Ỹ(l) (composed of elements ỹ
(l)
r,t,n) is a representation of Ĥ where already

detected MPCs have been removed. fn in the argument of the exponential function is the
position of the pilot relative to the beginning of the FR in units of Hz and B is the bandwidth.
Each MIMO sublink can have different pilot positions. Hence, the additional indexes t and r
are for the transmit and receive antenna element, respectively. In the first step, no MPCs are
known yet (L = 0). Therefore, l is set to 1 and Ỹ(1) = Y from (3.4) is used.

The values ml are normalized to the bandwidth B. The corresponding path delay in units of
seconds is

τ l =
ml

B
. (3.6)

The coefficient matrix Gl has nr rows and nt columns since in (3.5) the delay estimation was
done on the combined PDP of the channel. The scalar coefficients gr,t,l of the matrix Gl are

gr,t,l =
1

N

N∑
n=1

ỹ
(l)
r,t,n · e2πj·ml·

fr,t,n
B . (3.7)

After each iteration step an update of the effective channel matrix Ĥ is calculated using

ĥ
(L)
r,t,n =

L∑
l=1

gr,t,l · e−2πj·ml·
fr,t,n
B . (3.8)

Depending on the state of the iterative detection algorithm, there are two options for setting
Ỹ(l) in (3.5). These are shown in Figure 3.2 as an inner and an outer iteration loop.

1. Outer loop
A new MPC is detected. Therefore, all previously detected MPCs are removed from the
observation Y, l is set to l = L+ 1 and a new delay is detected using (3.5) with

Ỹ(L) = Y − Ĥ(L) ỹ
(L)
r,t,n = yr,t,n − ĥ(L)

r,t,n = yr,t,n −
L∑
l=1

gr,t,l · e−2πj·ml·
fr,t,n
B , (3.9)

where Ĥ(L) is the effective reconstructed channel matrix (3.8) using the L already detected
MPCs. After this iteration step, L is increased by one.

2. Inner loop
The delays ml and amplitudes Gl of each MPC are distorted by interference from the
following (still undetected) MPCs and also by approximation errors of the already esti-
mated ones. The precision of an already detected MPC can be increased by repeating the
iteration (3.5) for the lth component with

Ỹ(l) = Y− Ĥ(L/l) ỹ
(l)
r,t,n = yr,t,n− ĥ(L/l)

r,t,n = yr,t,n−
∑

∀l̃∈{1...L}
l̃ 6=l

gr,t,l̃ · e
−2πj·ml̃·

fr,t,n
B , (3.10)
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where Ĥ(L/l) is the effective channel matrix reconstructed from L MPCs except the lth

one. At this point, it might happen that two closely spaced MPCs cancel each other out
when the phase differences of strong components in Gl is close to ±π. In this case, the
inner iteration loop can lead to erroneous results. Therefore, updates of ml and Gl are
only applied when the new values improve the detection SNR.

SNR estimation: If all MPCs are detected correctly, then Y − Ĥ(L) contains only noise. The
channel estimation SNR can be estimated by

P
(equiv)
r,t =

1

N

N∑
n=1

∣∣∣ĥ(L)
r,t,n

∣∣∣2 , (3.11)

P
(noise)
r,t =

1

N

N∑
n=1

∣∣∣yr,t,n − ĥ(L)
r,t,n

∣∣∣2 , (3.12)

SNRdB ≈ 10 · log10

 nr∑
r=1

nt∑
t=1

P
(equiv)
r,t − 3L̃r,t

2N · P
(noise)
r,t

(1 +
3L̃r,t
2N ) · P (noise)

r,t

 . (3.13)

The empirical factor
3L̃r,t
2N accounts for the remaining noise included in Gl and the jitter in ml

which is proportional to the number of estimated MPCs. L̃r,t is used instead of L because it
might happen that paths are only detected on some MIMO sublinks but not on others. Hence,
the number of detected MPCs might differ on each MIMO sublink. As mentioned above, the
updates in the inner iteration loop are only carried out if they increase the overall SNR.

Stop criterion: Candes and Tao [114] state that for a sparse channel vector hr,t, which is satisfied
when L � N , it is possible to find a ĥr,t such that the mean square error (MSE) is within a
factor of logN of the ideal MSE.

||yr,t − ĥr,t||2 = O(logN) · E{||yr,t − hr,t||2} (3.14)

Donoho and Johnstone [115] further state that thresholding achieves the ideal MSE with a
threshold level at

√
2 · logN · σν2. In general, the exact number of MPCs is unknown. If the

exact value σ2
ν is also unknown it is possible to set the threshold in an adaptive fashion. However,

if N is not large enough compared to L, the detection fails. Therefore, the noise floor can be
estimated from the PDP of the measurement data.

Since the estimation of the delays is done on the combined PDP of all MIMO sublinks and (3.14)
is only defined for single input single output (SISO) channels, some additional effects need to
be taken into account.

1. There are paths that cause a signal on some MIMO sublinks but fall below the threshold
on others. Therefore, some values in Gl might be zero and a different number of paths
L̃r,t might be obtained for each MIMO sublink.

2. The stop criterion is checked independently for each MIMO sublink. When the delays are
refined in the inner iteration loop, there might be paths that have been above the threshold
in an earlier iteration step but fall below in a later one. Hence, paths can also disappear.

After each iteration step, the noise power P
(noise)
r,t is calculated on all MIMO sublinks (3.11).

Given that all |ν|2 ∼ χ2
2, σ2

ν can be set to 2 · P (noise) and the coefficient matrix is updated in
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order to remove MPCs that fall below the threshold.

g̃r,t,l =

{
0 for gr,t,l < 2 ·

√
2 · logN · P (noise)

r,t /N

gr,t,l otherwise.
(3.15)

The detection of new MPCs in the outer iteration loop stops when all amplitudes of the last
detected path fall below the threshold. An example of the processed output can be seen in
Figure 3.3.
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Figure 3.3: Example output of the iterative tap estimation in the time domain (top) and frequency
domain (bottom). The measured channel response (black, solid line) is processed by the
algorithm and 11 taps are estimated before the threshold is reached. Those taps are used
to calculate a noise-reduced equivalent channel.

3.1.3 Detection of Multipath Components in the Spatial Domain

In this section, the previously detected coefficient matrices Gl are further processed to derive
the departure angles at the BS, the arrival angles at the MT, and the polarization effects that
occur during propagation. The antenna radiation patterns are de-embedded in this process.

For each MPC (in the time domain) a nr × nt complex-valued channel coefficient matrix is
estimated using the algorithm from Section 3.1.2. Each coefficient has an amplitude and a
phase value. The amplitudes are mostly determined by the directional gain of the antenna
elements. If the array antennas are reasonably compact, i.e., the element spacing is below 2 λ,
it can be assumed that the average path length is about the same for all transmit antennas.
The resulting average path delay causes the same phase offset at all antenna elements. Since
the elements have different positions in the array, the individual path lengths will be slightly
different for each antenna element. This results in an individual phase offset for each element
which depends on the arrival angle of the path. An example for an uniform linear array (ULA)
is shown in Figure 3.4.
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Figure 3.4: Illustration of the arrival angle estimation using an ULA

Each antenna element has an additional initial phase due to different lengths of the feeder
cables. It is assumed here that this initial phase offset is the same for all angles. Hence, it
is only necessary to determine it once for each element and calibrate it out of the measured
channel coefficients. For this purpose, the antenna needs to be calibrated. Assuming a planar
wave and linear polarization, it is possible to estimate the departure and arrival angles of a
MPC from the phase and amplitude differences between the antenna elements. In this section,
a generic approach for the angle estimation is presented. The algorithm takes the polarization
into account (see Section 2.5 for an introduction). In general, no assumption on the polarization
state of the incoming wave can be made. Hence, the most general approach is to assume that
all waves are elliptically polarized, i.e., both components of the Jones vector have an unknown
amplitude and phase.

For the sake of clarity, the description of the procedure is done for the arrival angles, i.e., there
is a transmit array antenna which is the origin of electromagnetic waves and a receive array
antenna which is used for estimating the arrival angles. The same procedure is also used for
the departure angles. In this case, the order is reversed, i.e., the transmit array antenna is used
to estimate the departure angles.

Estimating arrival angles The following procedure needs the receive antenna patterns Fr in a
polar spherical polarization basis for each element r ∈ {1 . . . nr} of the receive array antenna,
i.e., the two polarimetric components F

[θ]
r (θ, φ) and F

[φ]
r (θ, φ) at a sufficient number of sample

points for the elevation angles θ and azimuth angles φ (e.g., at a grid of 1 degree). Those
patterns are typically acquired by characterizing the array antenna in an anechoic chamber.
However, tests have shown that good results can also be obtained with an approximate model
of the antenna patterns as long as the array geometry is known and the element-specific initial
phases can be determined. The arrival angle estimation at the receiver also does not need the
transmit antenna patterns. Hence, it can also be used for single input multiple output (SIMO)
measurements with only one transmit antenna.

The first step is to calculate the combined receive antenna pattern F̂ by using the conjugate
time-domain channel coefficients g∗r,t,l as weights.

F̂t,l(θ, φ) =

(
F̂

[θ]
t,l (θ, φ)

F̂
[φ]
t,l (θ, φ)

)
=

nr∑
r=1

g∗r,t,l · Fr(θ, φ) (3.16)

The idea here is that the product of the conjugate coefficients with the matching patterns
Fr(θ, φ) sum up constructively for angles where there is a signal coming from and destructively
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everywhere else. This approach is similar to beamforming using maximum ratio transmission
[57]. However, here the beamforming weights are applied to the receive array.

In order to calculate the arrival angles from F̂t,l(θ, φ), the two polarimetric components must
be combined. This needs to take the polarization of the incoming wave into account. For
example, a perfectly vertically polarized wave would only excite the F [θ] component of a receive
antenna while a horizontally polarized wave would only excite the F [φ] component. Any other
polarization (e.g., ±45◦, circular, elliptic) would excite both components. Since the directional
amplitudes and phases of the two parts of the antenna pattern can be quite different, incorrect
angles might be calculated if the assumptions on the polarization do not match the polarization
of the incoming wave. The polarization of the wave is described by the Jones vector J. Since
each element of the transmit antenna can have a different polarization, the Jones vectors need
to be estimated at the receive array antenna for each transmit antenna element separately since
otherwise the polarization effects will interfere with the angle estimation. For this reason, linearly
polarized ULAs are generally a bad choice for angle estimation since they will only work well if
the polarization of the incoming wave matches the polarization of the array elements. Assuming
that the Jones vector is known, the power-angular spectrum (PAS) of the two components of F̂
can be calculated as∣∣∣F̂t,l(θ, φ)

∣∣∣2 =
∣∣∣J [θ]
t,l

∣∣∣2 · ∣∣∣F̂ [θ]
t,l (θ, φ)

∣∣∣2 +
∣∣∣J [φ]
t,l

∣∣∣2 · ∣∣∣F̂ [φ]
t,l (θ, φ)

∣∣∣2 . (3.17)

Depending on the geometry of the array antenna,
∣∣∣F̂t,l(θ, φ)

∣∣∣2 has a maximum at the arrival
angles (θal , φ

a
l ) of the incoming wave. However, one practical problem is that array antennas

do not receive the same energy from all directions. This needs to be taken into account since
otherwise the directional array gain shifts the maximum in the PAS to another angle. The array
gain η is calculated as

ηt,l(θ, φ) =
∣∣∣J [θ]
t,l

∣∣∣2 · nr∑
r=1

∣∣∣F [θ]
r (θ, φ)

∣∣∣2 +
∣∣∣J [φ]
t,l

∣∣∣2 · nr∑
r=1

∣∣∣F [φ]
r (θ, φ)

∣∣∣2 . (3.18)

By definition, the Jones vector is already normalized such that
∣∣J [θ]

∣∣2 +
∣∣J [φ]

∣∣2 = 1. Hence, η
contains the sum-power of all antenna patterns at the correct polarization. Now, it is possible
to calculate the azimuth and elevation angle of the strongest spatial sub-path as

(θal , φ
a
l ) = arg max

θ,φ

nt∑
t=1

∣∣∣F̂t,l(θ, φ)
∣∣∣2

ηt,l(θ, φ)
. (3.19)

Assuming that the angles of the incoming wave are known, it is possible to estimate the Jones
vector for each transmit antenna element t ∈ {1 . . . nt} by reading the receive antenna patterns
at the angles (θal , φ

a
l ), assembling them in a nr × 2 matrix, calculating its pseudoinverse, and

multiplying it with the coefficient vector g.

J̃t,l =


F1(θal , φ

a
l )
T

F2(θal , φ
a
l )
T

...
Fr(θ

a
l , φ

a
l )
T


−1

· gt,l (3.20)

P at,l =
∣∣∣J̃ [θ]
t,l

∣∣∣2 +
∣∣∣J̃ [φ]
t,l

∣∣∣2 (3.21)
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Jat,l =
J̃t,l√
P at,l

(3.22)

The power values P at,l and the Jones vectors Jat,l are no longer influenced by the receive antenna
patterns. In other words, the inverse operation in (3.20) de-embeds the receive antenna. How-
ever, the influence of the transmit antenna patterns is still included. For example, the Jones
vectors Jat,l include both the polarization of the transmit antenna element t and the polarization
changes that occur during propagation.

Another issue is that the Jones vectors are needed to calculate the arrival angles and the arrival
angles are needed to calculate the Jones vectors. Fortunately, in order to calculate the angles
using (3.17) and (3.18), only a rough estimate of the Jones vectors is required. In order to keep
the computational burden acceptable, it is sufficient to calculate the angles (3.19) for a certain
number of test Jones vectors. Then, the correct Jones vectors can be obtained using (3.20)-
(3.22). This has to be done for each transmit antenna element separately since the elements
might have different polarizations. As a consequence, different arrival angles might be estimated
for each transmit element. However, despite differences in the estimated angles, the estimation
of the polarization is reasonably robust. Hence, the obtained initial Jones vectors can be used
to solve (3.17) and (3.18). Then, the signals from all transmit antennas can be combined using
(3.19) and the final Jones vectors are calculated using (3.20)-(3.22). The proposed test Jones
vectors are

J[1] =

(
1
0

)
; J[2] =

(
0.8
0.6

)
; J[3] =

(
0.6
0.8

)
; J[4] =

(
0
1

)
.

The first vector uses only the F̂ [θ] part of the pattern. The second vector combines 64% of the
F̂ [θ] and 36% of the F̂ [φ] pattern. Likewise, the third vector uses 36% of F̂ [θ] and 64% of F̂ [φ].
The last vector uses only the F̂ [φ] pattern. For each of the four test vectors, the angles and the
correct Jones vectors are calculated using (3.16)-(3.22). Then, for each of the four vectors, it is
tested how well the results match with the original channel coefficients by calculating the MSE
by

ĝt,l =
√
P at,l ·


F1(θal , φ

a
l )
T

F2(θal , φ
a
l )
T

...
Fr(θ

a
l , φ

a
l )
T

 · Jat,l, (3.23)

MSEt,l =

nr∑
r=1
|gr,t,l − ĝr,t,l|2

nr∑
r=1
|gr,t,l|2

, (3.24)

where ĝ is the vector of reconstructed channel coefficients using the estimated path power from
(3.21), the antenna response F at the estimated arrival angles, and the Jones vector J which is
always calculated using (3.22).

At this point, the coefficient matrix Gl can be described by

gr,t,l =
√
P at,l · Fr(θ

a
l , φ

a
l )
T · Jat,l + g̃r,t,l, (3.25)

where P at,l is the power transmitted by the tth element of the transmit array antenna, Fr are the
radiation patterns of the receive array antenna elements, (θal , φ

a
l ) are the arrival angles, and Jat,l
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are the Jones vectors for the t waves arriving at the receiver. The receive antenna has been de-
embedded, yet the influence of the transmit antenna is still included in the powers P at,l and the
Jones vectors Jat,l. In addition, there is a remainder g̃r,t,l that cannot be resolved by the above
algorithm. This remainder might contain additional spatial sub-paths, i.e., specular paths that
could not be detected in the delay domain but that might be identifiable in the spatial domain.

Detecting multiple paths in the spatial domain The coefficients g∗r,t,l in (3.16) might be
composed of several spatial sub-paths. This is often the case when the measurement bandwidth
is not enough to accurately resolve a specular path in the delay domain. Hence, there are
often several local maxima in (3.19). To find additional sub-paths, the above procedure is first
executed to find the strongest sub-path. Then, this already detected sub-path (3.23) is removed
from the channel coefficients by

g̃r,t,l,Ml+1 = gr,t,l −
Ml∑
m=1

ĝr,t,l,m. (3.26)

Here, m is the sub-path index and M l is the number of already detected sub-paths (m = Ml = 1
for the first sub-path). Then, the next sub-path (Ml + 1) is detected by using g̃r,t,l,Ml+1 instead
if gr,t,l in (3.16). After this, the overall MSE is updated to

MSEl,Ml+1 =

nt∑
t=1

nr∑
r=1

∣∣∣∣∣gr,t,l −Ml+1∑
m=1

ĝr,t,l,m

∣∣∣∣∣
2

nt∑
t=1

nr∑
r=1
|gr,t,l|2

. (3.27)

The detection of new paths stops when MSEt,l,Ml+1 ≤ MSEt,l,Ml
, i.e., when including the newly

detected sub-path leads to a worse or equal MSE than not including it. In this case the newly
detected sub-path (Ml + 1) gets discarded and Ml sub-paths are used for further processing.
The number of detected sub-paths differs for each path. For example, there might be only one
sub-path for the LOS path and more than 10 sub-paths for a NLOS path. At the output of the
processing, there are

∑L
l=1Ml values for the arrival angles (θal,m, φ

a
l,m), and nt ·

∑L
l=1Ml values

for both the powers P at,l,m and the Jones vectors Jat,l,m. Now, the coefficients from (3.25) are
updated to

gr,t,l =

Ma
l∑

m=1

{√
P at,l,m · Fr(θ

a
l,m, φ

a
l,m)T · Jat,l,m

}
+ g̃r,t,l, (3.28)

where the remainder g̃r,t,l is treated as noise.

Estimating departure angles As mentioned in the beginning of this section, the departure an-
gles are estimated in an identical fashion. However, now the transmit antenna gets de-embedded
and the influence of the receive antenna remains. Thus, a second decomposition of the coefficient
matrix can be obtained as

gr,t,l =

Md
l∑

m=1

{√
P dr,l,m ·

(
Jdr,l,m

)T
· Ft(θdl,m, φdl,m)

}
+ g̃r,t,l. (3.29)
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In this equation, P dr,l,m is the power received by the rth element of the receive array antenna,
Ft are the radiation patterns of the transmit array antenna elements, and (θdl,m, φ

d
l,m) are the

departure angles. The transmit antenna has been de-embedded. Thus, the Jones vectors Jdr,l,m
contain the changes of the polarization during scattering and the weighting by the r receive
antenna elements. Since the arrival and departure angles are calculated independently, a different
number of sub-paths is generally detected in both steps.

Estimating the polarization coupling matrix In the last step, the polarization coupling matrix
M is estimated. This can be done by either de-embedding the transmit antenna from (3.28) or
by de-embedding the receive antenna from (3.29). Usually, in UMa and UMi deployments, the
angular spread is smaller at the BS side and there is more scattering close to the MT. Therefore,
less sub-paths are identified at the BS. In this case, de-embedding the transmit antenna from
(3.28) will provide better results. The procedure is as follows:

First, the departure angles at the transmitter (the BS) need to be estimated. In this case,
sub-paths can only be considered at the receiver. Additional sub-paths that were detected at
the BS are discarded and only the departure angles of the strongest (first) spatial path are used.
Then, the 2 × 2 polarization coupling matrix Ml,m is estimated by assembling a matrix of the
received Jones vectors (including transmit antenna and propagation effects) and multiplying it
with the pseudoinverse of the transmit antenna patterns.

M
[1]
l,m =

(
mθθ mθφ

mφθ mφφ

)
=
(
Ja1,l,m Ja2,l,m . . . Jat,l,m

)︸ ︷︷ ︸
Received Jones vectors

·


F1(θdl , φ

d
l )
T

F2(θdl , φ
d
l )
T

...
Ft(θ

d
l , φ

d
l )
T


−1

︸ ︷︷ ︸
Transmit Antenna Patterns

(3.30)

The transmit antenna patterns include the antenna gain while the received Jones vectors are
normalized to

∣∣J [θ]
∣∣2 +

∣∣J [φ]
∣∣2 = 1. As a consequence, the received Jones vectors get weighted

with the antenna directivity, i.e., transmit elements having less gain at the given departure
angles influence the result less. Therefore, the Jones matrix needs to be normalized such that
its Frobenius norm is equal to one.

Ml,m =
M

[1]
l,m∣∣∣∣∣∣M[1]
l,m

∣∣∣∣∣∣
F

with
∣∣∣∣∣∣M[1]

l,m

∣∣∣∣∣∣
F

=

√∣∣∣m[1]
θθ

∣∣∣2 +
∣∣∣m[1]

θφ

∣∣∣2 +
∣∣∣m[1]

φθ

∣∣∣2 +
∣∣∣m[1]

φφ

∣∣∣2 (3.31)

The final decomposition of the coefficient matrix is described by

gr,t,l =
M∑
m=1

{√
Pl,m · Fr(θal,m, φal,m)T ·Ml,m · Ft(θdl , φdl )

}
︸ ︷︷ ︸

=ĝr,t,l,m

+g̃r,t,l. (3.32)

The path-power Pl,m after de-embedding the antenna patterns are updated such that the MSE
given by (3.28) is minimized.

At this point, the path parameters are determined. There are L delay-resolvable paths that
could be identified by the algorithm in Section 3.1.2. For each of these paths, M sub-paths can
be identified in the spatial domain. The derived parameters are the path delays τl, the path
powers Pl,m, the departure angles (θdl , φ

d
l ), the arrival angles (θal,m, φ

a
l,m), and the polarization

coupling matrix Ml,m. In the next Section, the model parameters are derived from these values.
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3.2 Estimation of Large-Scale Parameters

This section describes how the model parameters are calculated. Usually, measurements are
done at a limited number of positions for the BS and the MT. For example, the MT might be
integrated in a measurement car that moves along some streets in an urban area. Then, the
complete MIMO channel, i.e., the broadband channel response of all Tx-Rx antenna pairs, is
sampled every few centimeters. One such characterization of the channel is called a snapshot.
The first processing step is to derive the path parameters, i.e., the path powers, delays and angles
of the MPCs from the channel snapshot. This was described in the previous section. The next
step is to calculate the LSPs from the path parameters. For example, the path powers and the
path delays can be used to calculate the delay spread. Likewise, the path powers and the angles
are used to calculate the angular spread. The complete list of parameters consists of

• the effective path gain (PG),
• the Ricean Ricean K-factor (KF),
• the root mean square (RMS) delay spread (DS),
• the RMS azimuth spread of arrival (ASA),
• the RMS elevation angle spread of arrival (ESA),
• the RMS azimuth spread of departure (ASD),
• the RMS elevation angle spread of departure (ESD), and
• the cross polarization ratio (XPR).

Small-scale fading, i.e., fast fluctuations of the received power of a MPC, can lead to strong
fluctuations of these parameters even in subsequent snapshots. For example, different DS values
might be calculated from two successive snapshots, even if they were measured only centimeters
away from each other. To reduce this effect, Jalden et al. [116] suggested to average the results
within a radius of 30 λ. This would correspond to a distance of roughly 3.3 m at a carrier
frequency of 2.6 GHz. This distance is called the averaging interval. For example, in a typical
measurement campaign, the measurement car might move along 10 separate measurement tracks,
each having a length of about 300 m. With four snapshots per wavelength, a total amount of
roughly 100,000 snapshots is captured. Then, the total track length of 3 km is split into roughly
900 averaging intervals of 3.3 m length, each containing 115 snapshots. The above parameters
are calculated for each snapshot and are averaged within the interval. Thus, at the output of
this processing step, there are 900 values for the DS, the KF, the SF, and so on.

In the last step, the distributions of the LSPs are obtained. Since the direct component has a
very dominant impact on the overall propagation conditions, the measurement tracks are usually
split into LOS and NLOS parts. Then, the individual values are fitted to a distribution that
matches well with the observation. In the above example, 300 averaging intervals might be in
LOS and 500 intervals in NLOS conditions. It is assumed that the DS is typically log-normal
distributed. Thus, from the 300 LOS samples of the DS, a median value DSµ and a standard
deviation DSσ are calculated that parameterize the log-normal distribution. Those values are
summarized in tables and can be used as input to the channel model in Section 2.

In the next section, each of the above LSPs is defined and it is described how they are calculated
from the data.
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3.2.1 Path Gain and Shadow Fading

The effective PG is defined as the instantaneous propagation loss, i.e., the received power without
antenna gain normalized to 0 dB. The transmit power is calibrated out of the measured channel
coefficients. If the antenna patterns are de-embedded using the algorithm in Section 3.1.3, the
path powers can be used to calculate the PG by summing up the power of all MPCs.

P =
L∑
l=1

M∑
m=1

Pl,m (3.33)

However, de-embedding the antenna patterns is not always possible and there might be unre-
solvable paths in the spatial domain that still contribute to the received power. In this case, the
PG is estimated from the data by summing up the power of all L paths and averaging over the
nt transmit and nr receive antennas.

P =
1

nr · nt
·
nr∑
r=1

nt∑
t=1

L∑
l=1

|gr,t,l|2 (3.34)

≈ 1

nr · nt ·N
·
nr∑
r=1

nt∑
t=1

N∑
n=1

|hr,t,n|2 (3.35)

The variable g denotes the complex-valued amplitude of a single MPC in time domain, h is the
channel coefficient in frequency domain, and N is the number of OFDM carriers. It is essential
that the power values are corrected by the antenna gain since otherwise the model parameters
will be incorrect.

In order to remove the effects of fast fading from the statistics, neighboring values for P within
a distance of 3.3 m (≈ 30λ) are averaged. These values are then used to parameterize a Hata
model [64] with parameters A and B

PG[dB] = A · log10(d[km]) +B +X, (3.36)

where d[km] is the distance between BS and MT in kilometers. The SF, i.e., the fluctuation of
the instantaneous effective PG around the distance-dependent value PG[dB], is usually modeled
by a random, normal-distributed variable X with zero-mean and standard deviation SFσ. An
additional parameter SFλ describes how the SF is correlated with the distance. This value is
calculated as described in Section 3.2.6.

3.2.2 Ricean K-Factor

The KF is defined as the ratio of the power of the direct path divided by the sum-power of all
other paths. Some literature sources (e.g., [117, 118]) define the KF with respect to the strongest
path in the CIR which can originate from a dominant scattering cluster. In the channel model,
however, the KF is defined as the power ratio between LOS and NLOS paths (see Section 2.2
on Page 21). Hence, to estimate the KF, the LOS path has to be detected.

The empirical detection of the LOS path works in two steps: First, the power delay profiles
(PDPs) of all MIMO sublinks are summed up. Then, a peak at the beginning of this sum-PDP,
i.e., the first path that exceeds 1% of the total power, is detected. This ensures that small
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paths originating from noise at the beginning of the CIR are excluded. In the second step, the
LOS delays of successive snapshots within a 3.3 m radius are compared and false detections are
removed. From the remaining snapshots, the KF is calculated as

K =
P [LOS]

P − P [LOS]
, where P [LOS] ≈

nr∑
r=1

nt∑
t=1

P
[LOS]
r,t . (3.37)

The KF is typically given in dB and it is mapped to three parameters: KFµ and KFσ (both in
[dB]) to parameterize a normal distribution, and KFλ (given in [m]) to describe how the KF is
correlated with the distance.

3.2.3 Delay Spread

The DS measures how the multipath power is spread out over time. For calculating the DS,
one needs the path power and the path delay. The delay τl is obtained either directly from the
channel model (see Section 2.2 on Page 21) or from the MPC extraction in case of measured data
(see Section 3.1.2 on Page 49). An estimate of the path power Pl is obtained by de-embedding
the antenna patterns or by averaging the power of all MIMO sublinks. The DS is calculated as
[118]

στ =

√√√√ 1

P
·
L∑
l=1

Pl · (τl)2 −

(
1

P
·
L∑
l=1

Pl · τl

)2

, (3.38)

Pl =
M∑
m=1

Pl,m ≈
1

nr · nt

nr∑
r=1

nt∑
t=1

|gr,t,l|2 , (3.39)

where the index l indicates the path number and m is the sub-path index. If multiple sub-paths
were detected in the spatial domain, their power is summed up.

Since the number of the detected MPCs depends on the SNR in the channel, it is common to
remove weak paths having power values below a threshold relative to the strongest path. In
order to make the results comparable, the same threshold is used for low and high SNR channels
and it was ensured that there is always enough dynamic range in the CIR to support the chosen
threshold. As for the PG, values within a distance of 3.3 m are averaged to reduce the influence
of the small-scale fading. Usually, the DS follows a log-normal distribution. Thus, statistics on
the DS are presented in the log-domain using units of log10(s).

3.2.4 Angular Spread

The AS measures how the multipath power is spread out in the spatial domain. This requires
that the individual angles of the MPCs can be extracted from the measurement data, e.g., by
using the method from Section 3.1.3. Then, each path has four angles, the azimuth angle of
departure (AoD), the elevation angle of departure (EoD), the azimuth angle of arrival (AoA),
and the elevation angle of arrival (EoA). However, a clear definition of the angular spread does
not exist. Durgin and Rappaport [119] define the AS as a measure ranging from 0 to 1, where
a value of 0 means that all the multipath power is concentrated on one direction and a value
of 1 corresponds to the case of uniform illumination in all directions. Yu et al. [120], on the
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other side, define the angular spread similar to the DS where the angles get weighted by the
path power. However, this measure of the AS is ambiguous since the angles are distributed on
a sphere and the resulting value depends on the reference angle, i.e., the definition of where 0°
is. A linear shift of the angles φl,m + ∆φ then leads to the angular spread being a function of
∆φ. In the 3GPP SCM [46], this was solved by an exhaustive search over ∆φ ∈ [−π, π[ to find
the minimum angular spread

σφ = min
∆φ

σφ(∆φ). (3.40)

A similar approach is used here. The angles are normalized such that the combined power-
angular spectrum (PAS) of all paths and sub-paths points to θ = φ = 0. The individual angles
are calculated from the measurement data using the method from Section 3.1.3. In order to
calculate azimuth spread of arrival, the angles need to be calculated at the receiver side and the
receive array antenna gets de-embedded. However, the influence of the transmit array antenna
is still included and might influence the results. The normalization of the AoAs φa is done by

φ̃al,m =
(
φal,m −∆φ + π mod 2π

)
− π, (3.41)

∆φ = arg

(
L∑
l=1

M∑
m=1

exp
(
jφal,m

)
·
nt∑
t=1

Pt,l,m

)
, (3.42)

where Pt,l,m are the power values obtained from the t = 1 . . . nt transmit antenna elements. l
and m are the path and sub-path index, respectively. Then, the ASA is calculated by

σASA =

√√√√ 1

P
·
L∑
l=1

M∑
m=1

(
φ̃al,m

)2
·
nt∑
t=1

Pt,l,m −

(
1

P
·
L∑
l=1

M∑
m=1

φ̃al,m ·
nt∑
t=1

Pt,l,m

)2

, (3.43)

with P being the total received power

P =

nt∑
t=1

L∑
l=1

M∑
m=1

Pt,l,m. (3.44)

The same is done for the EoAs θal,m, resulting in the ESA σESA and the AoDs θdl,m, resulting in
the ASD σASD. The AS values for the entire measurement scenario get mapped to a log-normal
distribution. Thus, the model parameters, e.g., ASAµ and ASAσ, are given in units of log10(°).

3.2.5 Cross-Polarization Ratio

The XPR measures how the polarization of a transmitted electromagnetic wave changes on
the way to the receiver. The mechanisms that influence the polarization were introduced in
Section 2.5 of this thesis. In this model, the XPR is defined for the NLOS paths only. However,
the measurement data includes the LOS component which has a strong influence on the average
XPR seen by the MT. The LOS-XPR is only affected by the positions and antenna orientations
of the BS and the MT, and it can thus not be considered a property of the propagation channel
since it can be calculated deterministically. Hence, in order to extract the NLOS-XPR from the
measurement data, one has to detect the LOS path and exclude it from the evaluation. This is
done in the same way as for the KF estimation (see Section 3.2.2 on Page 60).
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In order to calculate the XPR, the 2× 2 polarization coupling matrix

Ml,m =

(
mθθ mθφ

mφθ mφφ

)
(3.45)

needs to be estimated for each path and sub-path. This is done using the method in Section 3.1.3.
Ma

l,m does not include any antenna effects. However, only the departure angles of the strongest
(first) sub-path are used because sub-paths are obtained from the receiver side only. The XPR
for the linear polarization is defined as the power of the main diagonal elements divided by the
off-diagonal elements of the matrix. Thus, the XPR can be calculated as

XPRl,m =
1

4
·
(
|mθθ|2

|mφθ|2
+
|mθθ|2

|mθφ|2
+
|mφφ|2

|mφθ|2
+
|mφφ|2

|mθφ|2

)
(3.46)

The XPR is usually given in dB and it is mapped to two parameters: XPRµ and XPRσ (both
in [dB]) to parameterize a normal distribution in the channel model. The values for the LOS
path are excluded for this mapping. In the channel model, no correlation with the distance is
assumed.

3.2.6 Large-Scale Parameter Correlations

There are two measures of the correlation that are needed in order to parameterize the channel
model: the inter-parameter correlation and the decorrelation distance. The inter-parameter
correlation describes how the LSPs depend on each other. For example, when the KF is high,
a significant part of the multipath power is concentrated on the LOS path. In this case, the DS
will be low. As a result, a negative correlation between the DS and KF can be observed.

In the beginning of this section, the concept of the averaging interval was introduced. For
example, a typical measurement track with a length of 300 m gets divided into 91 such intervals.
The distance between two intervals is roughly 3.3 m. For each interval, one value for all LSPs is
obtained from the data. The inter-parameter correlation between two LSPs is then calculated
using the Pearson product-moment correlation coefficient [121]

ρ {a,b} =
E {(a− µa) · (b− µb)}

σa · σb

≈

1
K

K∑
k=1

ak · bk −
1

K2

K∑
k=1

ak ·
K∑
k=1

bk√√√√√
 K∑
k=1

|ak|2

K
−

∣∣∣∣∣
K∑
k=1

ak
K

∣∣∣∣∣
2
 ·

 K∑
k=1

|bk|2

K
−

∣∣∣∣∣
K∑
k=1

bk
K

∣∣∣∣∣
2


. (3.47)

In this equation, there are two vectors a and b, each having K elements. In the numerator,
the values are centered by subtracting the mean µ of each vector. The cross-products of the
centered values are then summed up. The denominator normalizes the STD of the values in
the vectors to unity. Thus, (3.47) describes the centered and standardized sum of the cross-
product of two variables. The resulting values ρ {a,b} can only have values between −1 and
1. To calculate the correlation between the DS and the KF (ρDS,KF) in the above example, a
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would contain the 91 values of the DS and b the 91 values of the KF. In the channel model,
all inter-parameter correlation values are defined in the logarithmic domain. Therefore, when
calculating the correlation from measured data, the LSPs have to be given in logarithmic units
as well, i.e., the KF and SF in [dB], the DS in [log10(s)] and the ASs in [log10(°)].

The second correlation measure used in the channel model is the decorrelation distance dλ. This
value, which is given in units of meters, describes how a LSP is correlated with itself when
the MT moves a certain distance. In order to calculate dλ, (3.47) is used to obtain ρ

{
a,a(q)

}
where the superscript (q) denotes a shift of a by q entries. For example, if a contains 91 values,
then ρ

{
a,a(1)

}
is the correlation coefficient between the first 90 elements of a and the last

90 elements of a, i.e., elements 2 to 91. Since the distance between two LSP samples in the
above example is 3.3 m, the correlation coefficient at 3.3 m distance is calculated for q = 1. For
q = 2, the correlation coefficient at 6.6 m distance is calculated. The maximum number of shifts
depends on the length of the individual measurement tracks, and a value that corresponds to
half the average track length is reasonable to have a sufficient number of samples to calculate
the correlation coefficient.

In the channel model, the distance dependent correlation coefficient follows an exponential func-
tion

ρ(d) = exp

(
− d

dλ

)
, (3.48)

where both the distance d and the decorrelation distance dλ are given in units of meters. Thus,
dλ is calculated by fitting this function to the values ρ

{
a,a(q)

}
from the measurement data.

3.3 Estimation of Performance Metrics

The main purpose of a channel model is to enable realistic performance assessments of wireless
communication systems before the standardization and product development stages. For this
reason, performance indicators such as throughput, error rate, jitter, interference power, required
bandwidth etc. are often defined. Those indicators then serve as benchmarks in order to find
suitable system configurations, e.g., bandwidth allocation, number of antennas, interleaving and
coding schemes. However, the channel properties have a paramount influence on the resulting
system performance. If the assumptions made in the channel model are not in line with the
reality, unsuitable system configurations might result. Those are then often discovered only
during field trials using hardware implementations of the system. If the system performance
does not match the predictions, expensive redesigns may be necessary.

This section defines a set of performance metrics that help to assess if the model assumptions
are correct. As for the LSPs, those metrics are extracted from both the measured data and the
channel model. However, they are not linked directly to the input parameters of the channel
model but are influenced by all parameters simultaneously, including the antenna configuration
and user placement. For example, it is predicted that the MIMO capacity scales linear with
the number of antennas used at the transmitter and the receiver [54]. However, a small angular
spread at the transmitter can result in a so called keyhole channel [66], a channel that allows only
a single independent propagation path. In this case, adding more antennas does not increase the
capacity. Simplified channel models, such as the theoretical i.i.d. Gaussian (Rayleigh fading)
channel, severely overestimate the performance in this case since they do not resemble the
physical propagation conditions sufficiently.
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3.3.1 Single-User Capacity at a Fixed SNR

A MIMO communication system uses multiple antennas at both ends of the communication link,
the transmitter and the receiver. The achievable data rate of such a system is limited by the
propagation channel and the antennas which exploit the spatio-temporal structure of the channel.
Ideally, the MIMO capacity scales linearly with min(nt, nr) and logarithmic with the signal to
noise ratio (SNR) which can lead to enormous capacity gains when the number of antennas
is large. Unfortunately, this is often not the case because there are not enough independent
propagation paths to support such a capacity growth. One way to test the correctness of the
channel model is to compare the MIMO capacity of the measured channels with predictions
made by the model. From the measurements, the coefficient matrices Gl and path delays τl
for the l = 1 . . . L MPCs are used for estimating the capacity. They are extracted from the
raw data by using the algorithm from Section 3.1.2. This removes a significant portion of the
measurement noise from the raw data which otherwise might lead to inaccurate capacity results.
The antenna influence, however, remains in the data. The channel model in Section 2 generates
the coefficient matrices Gl and path delays τl directly. However, the model parameters, antenna
patterns, BS and MT positions, LOS and NLOS conditions must match with the measurements.
The capacity C [54], measured in bps/Hz, is defined as

C [link] =
1

N

N∑
n=1

log2 det

(
Inr +

σ

nt · P
·HnH

H
n

)
, (3.49)

where Inr is the identity matrix of size nr×nr. The channel matrix Hn of size nr×nt describes the
broadband fading channel in the baseband at N sample frequencies fn spread over the bandwidth
B. It is calculated from the coefficient matrices of the l = 1 . . . L multipath components by

Hn =
L∑
l=1

Gl · e−2πj·fn·τl , (3.50)

where τl is the delay of the lth MPC. P is the effective path gain which is calculated by

P =
1

nr · nt ·N
·
nr∑
r=1

nt∑
t=1

N∑
n=1

|hr,t,n|2 . (3.51)

Any communication system has a limited transmit power. The combined transmit power at the
BS and the PG of the channel leads to a SNR σ that can be achieved at the MT. In (3.49) it is
assumed that there is a sum-power budget that gets divided by the number of transmit antenna
elements.

There are two ways to look at the capacity. Either the SNR is set according to the received
power at the MT or the SNR is kept at a fixed value. In the first case, the power has a
huge influence on the results and it is hard to compare different spatial channel models with
each other. With a fixed SNR, only the spatial properties (number of antennas, number of
MPCs, delay spread, angular spread, etc.) have an influence. Thus, the performance of the
small-scale-fading part of the model, which is responsible of the correct prediction of the MIMO
properties, can be assessed. A lower bound of the capacity is given by the keyhole channel
[66] which allows only one spatial degree of freedom. The other extreme is reached when there
are 1/min(nt, nr) parallel channels. Assuming that the channel is normalized such that each
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propagation coefficient is typically equal to one, the bounds of the capacity can be computed by
[44]

log2(1 + σ · nr)︸ ︷︷ ︸
Keyhole Channel

≤ C ≤ min(nt, nr) · log2

(
1 +

σ

nt
·max(nt, nr)

)
︸ ︷︷ ︸

Parallel Channels

. (3.52)

Any capacity prediction made by channel models or results obtained from the measurement data
have to be in between these bounds. In Chapters 4 and 5, the capacity results are presented
for two different measurement campaigns and it is shown that the predictions made by the new
channel model are very close to the capacity of the measured channels. In the following sections,
the performance measures are extended to include multiple MTs and multiple BSs as well. Thus,
it is possible to assess the scalability of the model.

3.3.2 Geometry Factor

When several BS use the same time and frequency resources, they create interference. A MT
will not only receive the signal from its serving BS but also signals from other interfering BSs as
well. The correct prediction of the signal strength is therefore an important criterion for channel
models. The geometry factor (GF) is a lower bound for the actual signal to interference and
noise ratio (SINR). It is defined as the power ratio of the serving BS to all interfering BSs plus
noise

GF =
Ef/t [P i]

P [noise] +
∑
∀k,k 6=i

Ef/t [P k]
=

P [signal]

P [noise] + P [interference]
≤ E [SINRinst.] , (3.53)

where Ef/t [P ] denotes the expectation value of the effective path gain over frequency and over
successive snapshots. Thus, the small-scale-fading gets removed by averaging the PG values
within a small area within a 30 λ radius. The index i denotes the serving BS and the index k
the interfering ones. Due to handover between BSs, the MT is always assigned to the BS with
the highest received power. The instantaneous PG is calculated from the coefficient matrices
Gl as

P =
1

nr · nt
·
nr∑
r=1

nt∑
t=1

L∑
l=1

|gr,t,l|2 , (3.54)

where r, t and l are the indices of the receive antenna element, the transmit antenna element,
and the MPC, respectively. It is important that the antenna gains are not calibrated out of
the data since they have a tremendous influence on the GF. The noise power P [noise] is limited
either by thermal noise or by the sensitivity of the measurement system. These limitations of
the measurement system need to be included in the channel model as well in order to make
the results comparable. Evaluations of the GF are done in a multi-cell measurement setup
in Chapters 5. The results show that the model supports all necessary features to accurately
predict the power differences in the channels of different BSs.

3.3.3 Multi-User Singular Value Spread

The signal model of the multi-user MIMO downlink can be considered a combination of several
individual single-link MIMO channels, each having nt transmit antennas per BS and nr receive
antennas per MT. The compound channel matrix H

[cmp.]
n at subcarrier n consists of nr ·nu rows
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and nt · ni columns where u ∈ {1, 2, ..., nu} is the MT or user index and i ∈ {1, 2, ..., ni} is the
BS or sector index. Likewise, the transmit and receive symbol vectors are also a combination of
the individual single-link symbol vectors.

yn,1
...

yn,u
...

yn,nu

 =


Hn,1,1 · · · Hn,1,i · · · Hn,1,ni

...
. . .

...
. . .

...
Hn,u,1 · · · Hn,u,i · · · Hn,u,ni

...
. . .

...
. . .

...
Hn,nu,1 · · · Hn,nu,i · · · Hn,nu,ni


︸ ︷︷ ︸

H
[cmp.]
n

·


xn,1

...
xn,u

...
xn,nu

+ v (3.55)

In a multi-user system, each MT has only knowledge of its own channels but not the channels of
other users. Hence, unlike in single-link MIMO, inverting H[cmp.] to obtain the users signals is
not possible. Depending on the granularity of the channel knowledge at the transmitter, different
precoding schemes such as beamforming or joint transmission can be applied to separate the
users’ signals. However, this relies on the propagations conditions where, ideally, channel vectors
become pairwise orthogonal.

One way of measuring the orthogonality of users’ signals can be done by calculating the singular
value (SV) spread, also known as condition number, of the joint propagation matrix [122]. For
calculating meaningful values for this metric, a normalization of the compound channel matrix
is required. This is done by first calculating the average broadband power Pu,i for each MT-BS
combination over all carriers and antenna pairs using (3.35). Each user terminal has a serving
BS, usually the BS providing the strongest signal, and the terminal always performs a handover
to this BS. The normalization is thus done by

H
[norm]
n,u,i =

√
1

Pu
·Hn,u,i (3.56)

=



√
1
P1
·Hn,1,1 · · ·

√
1
P1
·Hn,1,i · · ·

√
1
P1
·Hn,1,ni

...
. . .

...
. . .

...√
1
Pu
·Hn,u,1 · · ·

√
1
Pu
·Hn,u,i · · ·

√
1
Pu
·Hn,u,ni

...
. . .

...
. . .

...√
1

Pnu
·Hn,nu,1 · · ·

√
1

Pnu
·Hn,nu,i · · ·

√
1

Pnu
·Hn,nu,ni


Pu = max

i
(Pu,i) .

Hence, the single-link channel matrix of the serving BS has unit average power over transmit
and receive antennas and over frequency. The channel matrices to other BSs preserve their
relative power-difference. The compound normalized channel matrix is then composed of those
normalized single-link matrices. This normalization removes the path-gain imbalance between
the users. The singular value decomposition (SVD) of this normalized compound matrix is

H[cmp.]
n = Un ·Dn ·VH

n , (3.57)

where Un and Vn are unitary matrices. The diagonal matrix Dn = diag {ωn,1, ..., ωn,nω} contains
the ordered singular values of the compound channel at subcarrier n with ωn,1 being the largest
and ωn,nω being the smallest singular value. The SV spread is then defined as

κn =
ωn,1
ωn,nω

(3.58)
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User selection One important aspect for the estimation of the SV spread, as well as the
DPC capacity (see next section), is the selection of users. Normally, scheduling is performed
to improve the overall data rate by transmitting to users when their channels have maximum
gain. With non-orthogonal spatial channels, however, it is critical to select spatially compatible
users [123]. Such scheduling algorithms can be quiet complex and rely on user feedback that
allows the BS to perform the appropriate decisions. Nevertheless, here the goal is to evaluate
the correct working of the channel model in a multiuser setup and not obtain the optimal user
allocation. Therefore, a simplified scheduling method is applied.

First, the measurement track is divided into pieces of 30 λ length. Each piece corresponds to
one user position. A 3 km long measurement track at a carrier frequency of 2.6 GHz would
yield approximately 900 user locations. Then, the effective PG (3.34) is calculated for each user
location. A first user is picked by chance. The other users, which are served simultaneously on
the same time and frequency resource, are required to be in a 6 dB path gain window, i.e., their
effective PG can be at most 3 dB higher or lower than the PG of the first user. This ensures that
the data rate is distributed fairly among the users. If the difference in received power between
the users is too high, e.g., if all users are picked randomly, the user with the highest PG might
get the entire data rate and the others get nothing. Grouping users with similar PG also enables
the evaluation of the SV spread and the DPC capacity in dependence of the SNR.

Antenna selection Another aspect is the selections of the antennas that are used for the
calculations of the multiuser capacity and the SV-spread. This is relevant for the measurements
because the used array antennas often have many more elements then in realistic deployments.
For example, the measurements in Chapter 4 use 58 antennas at the receiver. Such a large
number of antennas will probably not be seen in commercial mobile devices in the near future.

3.3.4 Dirty-Paper Coding Capacity

The DPC capacity is the upper bound of the achievable rates in a multi-user system [124]. The
system model is the same as in (3.55) and it is also assumed here that MTs cannot cooperate,
i.e., they don’t know each other’s channel matrices. While the SV spread gives an indication
on how well users can be separated in the spatial domain, it does not provide a measure of the
overall performance. A large SV spread does not automatically imply a low capacity. The DPC
capacity for the multiple-access channel (MAC) [58] is computed as

C [DPC] =
1

N
·
N∑
n=1

max
Qn,u

log2 det

(
Int +

nu∑
u=1

HH
n,u ·Qn,u ·Hn,u

)
, (3.59)

Hn,u =

√
1

P
[norm]
u

(
Hn,u,1 · · · Hn,u,i · · · Hn,u,ni

)
. (3.60)

In a joint transmission channel, i.e., when a number of ni multi-antenna BSs serve the same
user simultaneously, the compound channel matrix Hn,u is the composition of the channels from
multiple BS seen by the user. It has nr rows and nt · ni columns. The challenge is to find the
nr × nr covariance matrices Qn,u that maximize the capacity. With nt · ni transmit antennas
and unit power per antenna, the sum transmit power is constrained to

nu∑
u=1

tr (Qn,u) = nt · ni (3.61)
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As for the SV spread, a normalization of the channel matrix is required in order to obtain
meaningful values of the capacity. In the first approach, each user gets a SNR “budget” σ from
its serving BS which is divided by the number of transmit antennas of this BS. Usually, σ is set
to a fixed value of 10 dB. Hence, the PG of the serving link is removed from the data. However,
the PG differences between the serving link and the interfering links remain in the data. The
channel matrix is normalized according to a sum-power constraint where the power P

[norm]
u in

(3.60) is set to
P [norm]
u =

σ

nt
·max

i
(Pu,i) . (3.62)

In the second normalization, the aim is to preserve the individual power differences between the
users. The normalization of the channel matrix is thus done with respect to the individual noise
power P

[noise]
u of each user. Hence, the single-link channel matrices Hn,u include the average SNR

over the transmit and receive antennas and over the frequency. This also allows us to evaluate
different classes of terminal equipment where the MTs might have different noise floors.

A lower bound of the capacity is obtained by assuming equal power per transmit antenna, i.e.,
by setting Qn,u = nt·ni

nr·nu · I. The factor nt·ni
nr·nu ensures that the constraint (3.61) is still valid.

C [DPC] ≥ C [EQ] =
1

N
·
N∑
n=1

log2 det

(
Int +

nt · ni
nr · nu

·
nu∑
u=1

HH
n,u ·Hn,u

)
(3.63)

When the system consists of only one BS and one user, and normalization (3.62) is used, then
this lower bound would be identical to the single-user capacity (3.49). The optimal multi-
user capacity for a given set of users is found by calculating the covariance matrices Qn,u that
maximize the capacity. This is done by the sum power iterative water-filling algorithm [125].
The algorithm is sketched out as follows:

1. Generate effective channels Ĥ for each user

Ĥ(k)
n,u = Hn,u ·

Int +
∑
v 6=u

HH
n,v ·Q(k−1)

n,v ·Hn,v

−1/2

(3.64)

The index k is the iteration number. In the first step, i.e., for k = 0, the covariance
matrices Q

(0)
n,u are initialized with zeros. Hence, the effective channels are equal to the real

channels. These effective channels are then treated as parallel, noninterfering channels.

2. An update of the covariance matrices is obtained by water-filling the block-diagonal chan-
nels with diagonals equal to Ĥ

(k)
n,1 . . . Ĥ

(k)
n,nu . This requires the computation of the SVD

Ĥ(k)
n,u ·

(
Ĥ(k)
n,u

)H
= Un,u ·Dn,u ·UH

n,u. (3.65)

The diagonal matrix Dn = diag {ωn,1, ..., ωn,nr} contains the singular values of the uth

user, where nr is the number of receive antennas per user. The block-diagonal channel
has nω = nr · nu singular values. They represent the effective SNR per data stream due
to the normalization. Hence, water-filling can be done assuming unit power per transmit
antenna.

3. The noise variance for a singular value ωq is equal to 1
ωq

. If all channels get allocated
non-zero power, then the water-level ` must be at least equal to the largest noise variance

` ≥ max
q

(
1

ωq

)
. (3.66)
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With nt · ni transmit antennas and unit power per antenna, the water level ` must be
chosen such that

nt · ni =

nω∑
q=1

{
`− 1

ωq
, for `− 1

ωq
> 0 ;

0, otherwise.
. (3.67)

If all data streams get served, the required power might be larger than the available
power. In this case, streams with low SNR get allocated zero power, i.e., they are not
served. Provided that the singular values of all users are sorted in descending order, the
optimal water level is

` =
1

n
[served]
ω

·

nt · ni +

n
[served]
ω∑
q=1

1

ωq

 (3.68)

4. The covariance matrix Q
(k)
n,v is computed as

Q(k)
n,u =

{
Un,u ·

(
`I−D−1

n,u

)+ ·UH
n,u, for k ≤ 5;

nu−1
nu
·Q(k−1)

n,u + 1
nu
·Un,u ·

(
`I−D−1

n,u

)+ ·UH
n,u, otherwise.

(3.69)

The operation (.)+ sets all negative entries to zero, i.e., streams with an effective noise
power above the water level get disabled. The two cases are motivated by [125] where the
first case leads to a fast convergence towards the optimal solution. However, for more than
two users, the algorithm does not always converge. The second case is the modification
proposed by [125] which always converges to the optimum but at a much slower rate.

Capacity limits at a fixed SNR It is assumed that the BS serves nu users, each having nr receive
antennas. When applying the normalization (3.62), the channel to each user is normalized such
that the channel coefficients are usually equal to one and the trace tr

(
HHH

)
≈ nt · nr. If

the users cannot be separated in the spatial domain, i.e., if their channel matrices are fully
correlated, then a lower bound can be computed. This might happen, for example, when the
users are very close together. If there is no channel knowledge at the BS, the power gets divided
equally over all transmit antennas. In this case, the same bound as in (3.52) applies.

C [EQ] ≥ log2 (1 + σ · nr · nu) (3.70)

Provided that the channels are known to the BS, optimal precoding can be applied. In this
case, all available transmit power gets transmitted towards the users. This intuitively makes
sense since with a large amount of transmit antennas, very narrow beams can be formed and
less power gets wasted. In this case, the lower bound of the capacity is

C [DPC] ≥ log2 (1 + σ · nt · ni · nr) . (3.71)

A special case arises when the single-user channels are represented by a keyhole channel while
the channels to different users are mutually orthogonal, i.e., each user can receive one data
stream, independent of the number of receive antennas. In reality, however, the orthogonality of
the user channels depends on many factors such as the scheduling approach and the propagation
conditions. Hence, this case can be used discuss the performance results.

C [EQ]
nu = nu · log2 (1 + σ · nr) (3.72)
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C [DPC]
nu = nu · log2

(
1 +

σ

nu
· nt · ni · nr

)
(3.73)

Finally, an upper bound is reached when the number of parallel data streams is maximized.
This maximum is determined by min(nt · ni;nr · nu).

C [EQ] ≤ min(nt · ni;nr · nu) · log2

(
1 +

σ

nt
·max(nt · ni;nr · nu)

)
(3.74)

C [DPC] ≤ min(nt · ni;nr · nu) · log2

(
1 +

σ

nr · nu
·max(nt · ni;nr · nu)

)
. (3.75)

With equal power allocation, the capacity does not depend on the number of transmit antennas,
i.e., increasing the number of antennas does not increase the achievable rate. However, if there is
channel knowledge at the transmitter and an optimal precoder can be calculated, the achievable
rate scales with the logarithm of the number of transmit antennas - independent of the total
transmit power. Hence, increasing the number of transmit antennas while keeping the sum-power
constant will increase the capacity.

3.3.5 Dirty-Paper Coding Capacity with Inter-Cell Interference

The interference-limited downlink channel of a single user can be described by

yn,u = Hn,u,i · xn,u,i +

nu∑
∀ū,ū6=u

Hn,u,i · xn,ū,i︸ ︷︷ ︸
intra-cell interference

+

ni∑
∀ī,̄i 6=i

Hn,u,̄i · xn,u,̄i︸ ︷︷ ︸
inter-cell interference

+v, (3.76)

where a BS i ∈ [1 . . . ni] transmits to a user u ∈ [1 . . . nu]. If there are multiple spatial data
streams transmitted from the same BS to different users (i.e., nu > 1), there will be intra-cell
interference since the users cannot cooperate with each other. If, in addition, there are other
BSs using the same time and frequency resource, there will be inter-cell interference since the
BSs can also not cooperate in this case. There are several ways of mitigating this interference
in the spatial domain. Two promising ideas are joint transmission and massive MIMO (see
Section 1.1).

The notation for the DPC capacity in (3.59) includes the intra-cell interference between the
different users. However, the derivation was done for the multiple-access channel (MAC), i.e., the
uplink channel from the users to the BS. To include inter-cell interference, a similar expression is
needed for the broadcast channel (BC), i.e., the downlink channel. In other words, the transmit
covariance matrices P are required in order to calculate

C [DPC] =
1

N
·
N∑
n=1

max
Pn,u

log2 det

(
Inr +

nu∑
u=1

Hn,u ·Pn,u ·HH
n,u

)
. (3.77)

A method for transforming the receive covariance matrices Qn,u into the corresponding transmit
covariance matrices Pn,u is given in [58]. In the MAC, users are decoded at the BS in a specific
order, i.e., user 1 us decoded first, user 2 is decoded second, and so on. Depending on the
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decoding order, the users will achieve a different individual rate while the sum-capacity remains
the same. The interference experienced by user u in the MAC is

Bn,u = Int +

nu∑
ū=u+1

HH
n,ū ·Qn,ū ·Hn,ū. (3.78)

In the BC, the opposite encoding order is used, i.e., user 1 is encoded last, user 2 is encoded
second to last, etc. In this case, the interference experienced by user u is

An,u = Inr + Hn,u ·

(
u−1∑
ū=1

Pn,ū

)
·HH

n,u (3.79)

[58] calculates an effective channel Ĥ and its SVD as

Ĥn,u = B−1/2
n,u ·HH

n,u ·A−1/2
n,u = Un,u ·Dn,u ·VH

n,u. (3.80)

The transmit covariance matrix P is then calculated as

Pn,u = B−1/2
n,u ·Un,u ·VH

n,u ·A1/2
n,u ·Qn,u ·A1/2

n,u ·Vn,u ·UH
n,u ·B−1/2

n,u . (3.81)

The individual user rates can now be calculated as

Rn,u = log2 det
(
Inr + A−1

n,u ·Hn,u ·Pn,u ·HH
n,u

)
(3.82)

= log2 det
(
Int + B−1

n,u ·HH
n,u ·Qn,u ·Hn,u

)
(3.83)

C [DPC] =
1

N
·
N∑
n=1

nu∑
u=1

Rn,u. (3.84)

The covariance matrix An,u in (3.82) describes the intra-cell interference, i.e., the interference
caused by the data streams for the other users within the same cell. In order to include the
inter-cell interference, i.e., the interference caused by the other BSs transmitting on the same
frequency, their channels need to be included as well. This is done by calculating the interference
covariance matrix Zn,u for the user u including intra and inter-cell-interference as

Zn,u = Inr + Hn,u,i ·

(
u−1∑
ū=1

Pn,ū,i

)
·HH

n,u,i︸ ︷︷ ︸
intra-cell interference

+

ni∑
∀ī,̄i 6=i

Hn,u,̄i ·

 nū,̄i∑
ūī=1

Pn,ūī ,̄i

 ·HH
n,u,̄i︸ ︷︷ ︸

inter-cell interference

. (3.85)

In this equation, a serving BS i transmits parallel spatial data streams to several users. Thus,
there is intra-cell interference, depending on the encoding order of the data streams. In addition,
there are ni − 1 interfering BSs ī having the channel matrix Hn,u,̄i. Each of those BSs serves
nū,̄i users. They apply their own specific transmit strategies and it is necessary to consider the
transmit covariance matrices Pn,ūī ,̄i

of the interfering BSs ī transmitting to their own users ūī.
The multi-user sum-capacity for BS i now is [126]

C
[INT]
i =

1

N
·
N∑
n=1

nu∑
u=1

min
Zn,u

max
Pn,u

log2 det
(
Inr + Z−1

n,u ·Hn,u,i ·Pn,u ·HH
n,u,i

)
. (3.86)
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3.4. Summary

Finding this capacity is generally a nontrivial problem since it involves finding a global optimum
where the sum-capacity over all BSs is maximized. This is generally a nonconvex optimization
problem and involves scheduling in order to find the maximum [127]. It has been shown by [128]
that finding a globally optimal solution to this so-called interference management problem is
generally a NP-hard problem.

Results on the interference-limited capacity for different transmission schemes are presented for
the Berlin testbed in Chapter 5 on Page 128 where coherent channel measurement data for
several BSs is available.

3.4 Summary

In this chapter, the model parameterization and validation methodology has been introduced.
This is done by means of channel measurements during which the wireless channel is charac-
terized in a representative scenario. The measurement data is analyzed in several stages. In
the first stage, the multipath components are identified in the recorded channel data and their
parameters, i.e., the path delays, departure and arrival angles, polarization properties, and
powers are calculated. For this, an algorithm has been developed that estimates the delays and
angles in separate steps. This makes the delay estimation independent of the antenna patterns.
A time-domain representation of the channel is calculated from the measurement data where
the bandwidth limitation and most of the noise is removed. Then, in the second stage, the
large-scale parameters, i.e., the path gain, shadow fading, delay spread, Ricean K-factor, cross
polarization ratio and four angular spread values are calculated. All of these parameters have
been introduced and it was described how they can be calculated from the data. In a third
stage, the statistical properties of the large-scale parameters, i.e., their distributions and cor-
relation properties are calculated. These statistics of the channel parameters form the basis of
the so-called parameter tables that are needed by the channel model from Section 2. In the
last stage, the channel model is used to generate “artificial” channel coefficients while taking
the parameter tables, base station and mobile terminal positions, and antenna characteristics
into account. The results can then be directly compared. This includes a comparison of the
achievable performance of a radio communication system. For this, performance metrics, e.g.,
the single-link and multi-link capacity, have been introduced.

In the next two chapters, the results of the parameterization and validation procedure are
presented for two measurement campaigns in urban-macrocell conditions. The first campaign in
Dresden, Germany, used a RUSK HyEff channel sounder [129] with 58 receive and 16 transmit
antennas. The data was used to derive a complete parameter set. The measurement campaign
and the results are described in Chapter 4. A second campaign (Chapter 5) was done in Berlin,
Germany using a different measurement setup. This setup was used to validate the model in
a multi-cellular environment. Here, only a subset of the model parameters could be derived.
However, the additional validation results could be obtained in a system-level environment with
multiple base stations. This is important because channel models are often used to predict the
performance of transmission schemes in large deployments.
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4 Validation of the Model for Massive MIMO

The most straightforward way to gain knowledge of the propagation conditions is by means of
measurements. A transmitter (the channel sounder) sends out a known signal that is received by
a receiver. By comparing the received signal with the known transmit signal, one can calculate
the channel impulse response (CIR) which captures the properties of the propagation channel.
Then, relevant propagation parameters can be extracted from the data. However, due to the
substantial financial and manpower effort that is needed to perform such measurements, they
are often limited to a relatively confined area. Therefore, the so-called propagation scenario,
e.g., “urban-macrocell” or “indoor office”, must be well defined and the measurements must be
planned accordingly. One such measurement campaign has been done in downtown Dresden,
Germany, with the aim to characterize a typical urban-macrocell (UMa) scenario at a carrier
frequency of 2.53 GHz [23]. The measurements have been done within the EASY-C project
(Enabler for Ambient Services and Systems Part C - Wide Area Coverage) [77]. The aim of the
research in EASY-C was to develop key technologies for the next generation of cellular networks.
In order to generalize the findings from such a measurement campaign, the data is used to develop
and parameterize channel models that can then be used instead of the measurement data to test
and validate new concepts in mobile communications. In Chapter 3, the methodology on how
to derive the model parameters has been introduced. In this chapter, the measurement data,
which was collected in Dresden, is analyzed again in order to parameterize and validate the new
channel.

This Chapter is organized as follows: The measurements are described in Section 4.1. Then, in
Section 4.2, the measurement results, the base station (BS) and mobile terminal (MT) positions,
and the antenna characteristics are used to parameterize the channel model from Chapter 2. The
model is used to resimulate the measurement campaign. The resimulated channel coefficients are
processed in the same way as the raw measurement data and the large-scale parameters (LSPs)
are calculated from the two data sets as described in Chapter 3. Such a direct comparison
between channel modeling and measurement results has not been done before. So far, it was an
open issue if the results from state-of-the-art geometry-based stochastic channel models, such
as the WINNER and 3GPP model, are trustworthy. The results in Section 4.3 show that for
almost all parameters there is a good agreement between the predictions made by the model
and the results from the measurements. The performance metrics, which provide a measure of
the achievable data rate of a communication system, are discussed in Section 4.6. Again, there
is a good match between model and measurements. It is also shown that predictions can be
made for different antenna configurations by replacing the antenna characteristics in the model
while keeping the propagation parameters unchanged.

4.1 Massive MIMO Measurements in Dresden, Germany

In order to extract the LSPs from measured data and validate the channel model, measurement
data with high spatial and temporal resolution is required. Such measurements have been done
in 2009 in downtown Dresden, Germany. A RUSK HyEff channel sounder [129] was used at a
center frequency of 2.53 GHz with a bandwidth of 100 MHz. The length of the recorded CIR was
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set to 12.8 µs for each MIMO sublink. Thus, the baseband CIR consists of 1,281 complex-valued
samples in the frequency domain which, after transformation into time domain, corresponds to
a delay resolution of 10 ns. In other words, the delays of the multipath components (MPCs)
can be calculated with an accuracy of 10 ns or less.

The array antennas at the transmitter and receiver are made from cross-polarized patches with
two points of delivery feeding vertical and horizontal polarization of the same element. The
full width at half maximum (FWHM) beam width of a single patch element is roughly 90°,
depending of the array geometry. The coupling of the two polarizations measured at broadside
in an anechoic chamber is less than -30 dB and does not exceed -25 dB at the 90° FWHM beam
width. 40 pieces of those patch antennas were assembled into an uniform linear array (ULA)
for the transmitter shown in Figure 4.1, right. The element spacing is 62.5 mm. Furthermore,
four elements in each column are coupled by a power divider to reduce the FWHM in elevation
direction to 20° which leads to an effective antenna gain of approximately 11 dBi. However, the
high-power switch, the power divider, and the cables introduced an additional attenuation of
4.3 dB. The left-most and the right-most column in the array are grounded by 50 Ω resistors
to minimize edge effects in the array. Therefore, altogether eight columns of cross-polarized
patches at λ/2 spacing result in 16 transmit elements in the MIMO matrix.

The receive array antenna (see Figure 4.2) consists of 29 cross-polarized patch-elements. This
allows for a sufficiently high spatial resolution in order to estimate the receive angles in both
azimuth an elevation direction. In total, the array has 58 ports, 29 for vertical polarization and
29 for horizontal polarization. Hence, 928 CIRs were recorded for each snapshot. A schematic
view of the antenna is depicted in Figure 4.3. The bottom part is assembled of two rings with a
diameter of 150 mm consisting of 12 dual-polarized patch elements, each. On top of the antenna,
a so-called MIMO cube was assembled out of 5 patch elements (see Figure 4.1, left). The same
terminal antenna configuration was already used in earlier measurements [11, 19]. However,
here, the cube is scaled to an edge length of 5 cm to fit the patches for 2.53 GHz. Both the
transmit and receive antenna were calibrated in an anechoic chamber where the polarimetric
antenna patterns (see Section 2.5 on Page 31) were measured. Those patterns can be directly
used in the channel model without further processing.

To extract the statistics of the LSPs and other metrics, a significant number of measurement
locations is required. Therefore, the entire receiver chain, consisting of the array antenna, the
receiving part of the channel sounder, hard disk storage, control computers, a global positioning
system (GPS) logger, a camera, and the power supply, was mounted into a measurement van
(see Figure 4.2, right). This setup was then used to collect samples of the wireless channel
along a street grid around the campus of the Technische Universität Dresden. The total mea-
surement track had a length of 2.9 km, along which 60.000 channel snapshots were recorded.
This corresponds to one snapshot every 5 cm. In addition to that, three different locations for
the transmitter were measured sequentially. The total recorded raw data volume was roughly

Table 4.1: Measurement parameters for the MIMO measurements in Dresden

Parameter Value

Frequency Range 2.53 GHz (center freq.) ; 100 MHz (bandwidth) ; 1281 carriers
CIR length 12.8 µs ; update every 25.6 ms
Link Budget 36 dBm Tx power per antenna; -90.2 dBm noise floor
Max. MT speed 10 km/h
Measurement Track 3 · 2.9 km
Tx antenna configuration 16 elements, XPOL H/V, 11 dBi gain, 100° azimuth, 24° elevation
Rx antenna configuration 58 patch antennas, XPOL H/V, 5 dBi gain, 135° azimuth, 75° elevation
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4.1. Massive MIMO Measurements in Dresden, Germany

Figure 4.1: Transmit antenna for the Dresden measurements: An ULA assembled from 40 elements was
used at the transmitter (right). The elements in vertical direction were coupled by a power
divider in order to achieve an higher elevation gain. Left: Top part of the receive antenna.

Figure 4.2: Receiver configuration for the Dresden measurements: The receive array antenna (left) is
assembled from 29 dual-polarized patch elements. This antenna is mounted on the roof of
a measurement car (right). The absorption material around the antenna reduces reflections
of the radio signal.
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one terabyte. One of the measurements locations was sampled twice in order to evaluate the
stationarity of the outdoor environment between repeated measurements [22]. It was found that
a multi-run measurement procedure causes decorrelation of the estimated delay and azimuth
spreads lower than 9%. The low decorrelation levels indicate that large-scale characterization
of multi-link configuration can be performed sequentially with a single sounding device.

An overview of the measurement site is given in Figure 4.4. The figure shows the transmitter
positions and transmit antenna orientations (black ellipse with white arrow) as well as the
measurement tracks (thick black line). Start and end points are numbered are marked by a
black dot. The start point has an arrow indicating the driving direction. The coordinates
of the measurement area are 51°2’8.88”N and 13°44’9.96”E. An overview of the measurement
parameters is given in Table 4.1.

In order extract the LSPs and performance metrics for the channel model, and validate the
model assumptions, further processing steps are needed. Those steps are:

1. The GPS positioning data was aligned with the measurement track and the recording time
for each snapshot. In this way, the position of each snapshot could be calculated.

2. The individual MPCs were extracted from the raw measurement data using the algorithm
in Section 3.1.2. This processing step reduced the data volume from 1 terabyte (raw data)
down to 36 GB (extracted MPCs). After the extraction, the format of the processed
measurement data is identical to the output data format of the channel model. Hence, the
following processing steps can be applied to both the measured data and the resimulated
data.

3. The LSPs and the performance metrics were extracted from the processed measurement
data. The distributions of those parameters serve as a reference. In order to validate the
model, the same distributions must be created by the channel model. The procedures for
extracting the LSPs are described in Section 3.2 (Page 59) and the performance metrics
are described in Section 3.3 (Page 64).

4. The transmitter and receiver positions were imported into the channel model and a clas-
sification into LOS and NLOS segments was done based on the received power and a 3-D
model of the measurement environment. In addition, a model of the antennas was created
using data from a calibration measurement in an anechoic chamber. This allows recre-
ating channels with the same properties as the measured data. The same procedures for
extracting the LSPs and performance metrics can be used and the outputs can be directly
compared to the measurement results.

5. The LSPs extracted from the measurement data (step 3) are often different from the values
in the parameter tables which are needed as an input of the channel model. The reason
is that the model parameters do not include the antenna influence whereas measurements
can only be done with antennas. Therefore, a parameter table for the channel model has
to be derived where the antenna influence is removed.

6. Finally, the results of the measurement and the channel model results are compared and
discussed.
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Figure 4.4: Map of the measurement area in Dresden, Germany, showing the transmitter and receiver
positions and the orientations of the antennas.

4.2 Resimulation of the Measurement Campaign

As already discussed earlier, the channel model separates the antenna influence from the prop-
agation effects and thus requires “ideal” parameters as input. Since such parameters cannot
be extracted directly from the measurements, an iterative fitting method was used to adjust
the input parameters of the model such that the LSP calculated from the model output (with
antennas) matched the LSP calculated from the measured data. A reference parameter table
was extracted from the same data but with a different method by [23]. However, some values
are different from the current evaluation. The performance metrics from Section 3.3 are not
linked directly to the input parameters of the model but are influenced by all parameters simul-
taneously. Thus, comparing the results gives an indication for the accuracy and limitations of
the assumptions made in the channel model. This is done in Section 4.6 on Page 100.
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Channel Model Setup At first, the Tx-positions, sector orientations and Rx-tracks (see Fig-
ure 4.4) were imported into the channel model. The Rx-tracks were then split into 94 segments
with an average length of 31 m. The standard deviation of the segment length was 13 m. A
segment can be seen as an interval in which the LSPs do not change considerably and where the
channel maintains its wide sense stationary (WSS) properties. It is important not to confuse
segments, which are used in the channel model, with the averaging intervals, which are used
during the data analysis in order to suppress small-scale-fading effects. Usually, the averaging
intervals are much shorter than the segments. A classification into LOS and NLOS segments was
done based on the received power and a 3-D model of the measurement environment. In total,
22% of the measurement tracks were classified as LOS. However, there are significant differences
between the BSs where BS1 had a LOS coverage of 42%, BS2 had 17% and BS3 had only 7%.
The low value for BS3 is due to an high building close to the transmitter that blocked the LOS
for a large part of the measurement area. Then, a model of the antennas was created using data
from a calibration measurement in an anechoic chamber.

Reference Simulations for the 3GPP-3D Model The 3GPP-3D channel model [49] is the state-
of-the-art geometry-based stochastic channel model. It serves as a well-established reference for
both urban-macrocell and urban-microcell channel simulations. However, an open-source imple-
mentation of the 3GPP-3D model is not available. The curves were therefore generated using
the QuaDRiGa channel model with some modifications that implement all the core functions of
the 3GPP-3D model. First, the algorithm for generating the parameter maps (see Section 2.1
on Page 18) was replaced with the method from [97] which essentially removed the filtering
over the map diagonals. Second, the departure and arrival angles were generated based on the
description in [47], page 39. However, some modifications were necessary to apply the method
also in 3-D coordinates. Those are described in Appendix A.1 of this thesis. Time evolution,
drifting, and scenario transitions are not supported by the 3GPP-3D model. Those features were
therefore disabled and rotating phasors were used to emulate Doppler spreads. MT positions
were chosen randomly by dropping users in the same area that was used for the measurements
(see Figure 4.5). Then, random propagations conditions were assigned with a LOS probability of
22%. Last, the new polarization model from Section 2.5 was disabled and the NLOS polarization
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was modeled by (2.67). The antenna model remains the same. It has been shown that these
modifications are well in line with the 3GPP guidelines by calibrating the model as described in
[49]. The calibration results can be found in [14]. The generated channel coefficients were then
evaluated in the same way as the measured data and the coefficients from the new model.

Parameterization of the Model In a first attempt, the LSPs extracted from the measured
channels were used as input to the model. However, the results did not match well because of the
influence of the random LSP maps and the antennas. The random LSP maps from Section 2.1
on Page 18 do not exactly match the Dresden measurement setup. Hence, there might be
differences in the obtained results due to this randomness. However, when the simulations are
repeated several times, it is possible to determine a validity range for the model which may or
may not include the measurement results. Thus, 16 sets of channel coefficients were generated.
A complete parameter table was then calculated from both the measured and the resimulated
data. This includes the empirical cumulative distribution functions (CDFs) of all LSPs, the
performance metrics, decorrelation distances, and the inter-parameter correlations. However,
a comparison of the results still showed differences between model and measurement results.
Those deviations can have two reasons: either the model or the input parameters do not agree
with the reality.

The model requires “ideal” input parameters that are not altered by the antennas. A solution was
to iteratively adjust the input parameters until the results obtained from the resimulated data
match the results from the measured data. However, this method might mask some “mistakes”
made in the model, either in the conceptual part or in the implementation. For example, if there
is an error in the implementation that reduces the delay spread in the output data, the iterative
parameter fitting would compensate for this by increasing the DS at the input of the model. In
this case, the input parameter would only be valid for this specific implementation of the model.
Thus, generally, it is only possible to draw conclusions on the combination of both the channel
model itself and the input parameters. In order to minimize such effects, extensive testing and
debugging was done to make sure that for each input parameter the reference implementation
of the model produces exactly the same value in the output channel coefficients (assuming ideal
onmi-directional antennas). The input parameters can then be discussed in the light of other
published findings.

Parameter Tables The input parameters of the model are listed in Tables 4.2 and 4.3. Table 4.2
provides the LSPs for the urban-macrocell scenario, both for LOS and NLOS propagation.
Each of the eight columns represents one parameter set that can be used to generate channel
coefficients. The first and fifth column contain the parameters for the 3GPP-3D model [49].
Several measurement campaigns in different cities were done to obtain those tables. The second
and sixth column list the findings from [23] that were extracted from the Dresden measurement
data using a different evaluation method. The third and seventh column then contain the results
from the iterative parameter fitting. Finally, the last columns contain the input parameters for
the Berlin scenario. Those parameters will be discussed in Section 5.1.

Table 4.3 lists the inter-parameter correlation values. Again, there are four values for each
parameter - one for the 3GPP-3D model, one from [23], one obtained from the iterative fitting
of the Dresden scenario, and one for the Berlin scenario. The upper left part of the table contains
the values for LOS propagations and the lower right part for NLOS propagation. These values
are used in the correlation matrix (2.12). The cross-correlation matrix must be positive definite
to create correlated sequences, e.g., by Cholesky factorization.
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Table 4.2: Parameters for the Urban Macro-cell (UMa) Scenario

Parameter LOS NLOS
3GPP [23] Dresden Berlin 3GPP [23] Dresden Berlin

No. Clusters L 12 N/A 12 15 20 N/A 20 25

Path Gain A 22.0 14.9 24.0 21.0 40.0 10.3 46.0 28.5
B 102.1 126.3 114.0 110.5 137.6 134.2 136.5 123.5

SF (dB) σ 4.0 8.3 6.1 3.7 8.0 6.0 3.0 4.0
decorr. [m] λ 37 129 275 90 50 3 170 100

Delay Spread µ -7.03 -7.45 -7.05 -6.69 -6.44 -6.88 -6.54 -6.47
(log10s) σ 0.66 0.56 0.35 0.30 0.39 0.44 0.27 0.20

(ns) µ 93 36 89 204 363 132 288 339
decorr. [m] λ 30 131 200 130 40 38 70 100
Delay factor rτ 2.5 N/A 2.5 a 2.5 a 2.3 N/A 2.0 b 2.0 b

K-factor µ 9.0 9.8 4.0 2.7 -100 c N/A -10.4 -6.3
(dB) σ 3.5 7.8 6.9 2.3 0 c N/A 5.5 3.7

decorr. [m] λ 12 31 100 23 40 c N/A 21 40

ASD µ 1.15 0.67 0.83 0.65 d 1.41 0.67 1.11 0.65 d

(log10°) σ 0.28 0.08 0.27 0.23 d 0.28 0.08 0.18 0.22 d

(°) µ 14.1 4.7 6.8 4.5 d 25.7 4.7 12.9 4.5 d

decorr. [m] λ 18 2 150 8 e 50 2 70 25 e

per cluster cφ 5.0 N/A 0.7 f 2.0 f 2.0 N/A 1.3 f 2.0 f

ESD µ N/Ag N/A 0.12 h 0.70 a N/Ai N/A 0.27 h 0.90 a

(log10°) σ 0.40 N/A 0.20 h 0.20 a 0.20 N/A 0.20 h 0.20 a

(°) µ N/A N/A 1.3 h 5.0 a 7.9 N/A 1.9 h 7.9 a

decorr. [m] λ 15 N/A 130 j 15 a 50 N/A 70 h 50 a

per cluster cφ 3.0 N/A 0.1 h 3.0 a 3.0 N/A 0.2 h 3.0 a

ASA µ 1.81 1.55 1.74 1.61 d 1.87 1.55 1.83 1.50 k

(log10°) σ 0.20 0.12 0.14 0.17 d 0.11 0.12 0.13 0.16 d

(°) µ 65 35 55 41 d 74 35 68 32 d

decorr. [m] λ 15 6 120 11 e 50 5 130 45 l

per cluster cφ 11 N/A 6 f 12 a 15 N/A 7 f 15 a

ESA µ 0.95 1.19 1.05 1.16m 1.26 1.19 1.10 1.25m

(log10°) σ 0.16 0.11 0.12 0.14m 0.16 0.11 0.18 0.14m

(°) µ 8.9 15.5 11.5 14.5m 18.2 15.5 12.6 17.8m

decorr. [m] λ 15 2 80 11n 50 2 105 25n

per cluster cφ 7.0 N/A 1.1 f 3.0 a 7.0 N/A 1.3 f 7.0 a

XPR µ 8.0 9.7 23.5 9.0 o 7.0 7.0 20.5 7.8 o

(dB) σ 4.0 3.6 3.0 4.3 o 3.0 4.1 2.5 4.3 o

aThis is taken from the WINER model [47, 48].
bThis is the average of the values from the WINNER model [47] and the 3GPP SCM [130].
cThe WINNER model supports no NLOS-KF. Those settings effectively disable the LOS component.
dThis is a combination of the results from [23, 47, 96].
eThis is a combination of the results from [23, 47].
fIt seems to be unlikely that the per-cluster angular spread exceeds the total angular spread. This can be

seen in all WINNER results where the per-cluster spread is at most around half the total angular spread.
g3GPP defines the ESD as σθd = max {−0.5;−2.1 · (d/1000) + 0.75}.
hIt is assumed that the ESD values are small in Dresden due to the above-rooftop deployment.
i3GPP defines the ESD as σθd = max {−0.5;−2.1 · (d/1000) + 0.9}.
jESD decorrelation distance is assumed to be the average of the other decorrelation distances.
kThis is a combination of the results from [23, 47, 95, 96]
lThis is a combination of the results from [23, 47, 95]

mThis is a combination of the results from [23, 48, 96].
nThis is a combination of the results from [23, 48].
oThis is a combination of the results from [23, 47, 69].
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4.2. Resimulation of the Measurement Campaign

Table 4.3: Cross-Correlation Values

Cross- L O S
correlation DS KF SF ASD ASA ESD ESA

DS 3GPP 1 -0.4 -0.4 0.4 0.8 -0.2 0
[23] 1 -0.5 -0.5 -0.1 0.1 N/A 0
Dresden 1 -0.8 -0.8 0.65 0.8 0.6 a 0.6
Berlin 1 -0.35 -0.62 0 b 0.2 b -0.4 b 0 b

KF 3GPP 0 c 1 0 0 -0.2 0 0
[23] N/A 1 0.7 -0.1 -0.1 N/A -0.3
Dresden 0 1 0.85 -0.65 -0.85 -0.6 a -0.6
Berlin -0.1 1 0.6 0 b -0.2 b 0 b -0.3 d

SF 3GPP -0.4 0 c 1 -0.5 -0.5 0 -0.8
[23] -0.3 N/A 1 -0.1 -0.1 N/A -0.4
Dresden -0.4 0.2 1 -0.65 -0.75 -0.45 a -0.45
Berlin -0.65 0.12 1 -0.2 b -0.4 b 0 b -0.6 b

N ASD 3GPP 0.4 0 c -0.6 1 0 0.5 0
L [23] -0.1 N/A 0.1 1 0.4 N/A 0
O Dresden 0.45 -0.2 -0.65 1 0.6 0.6 a 0.5
S Berlin 0.1 b 0 f 0 b 1 0.5 0.5 -0.3

ASA 3GPP 0.6 0 c 0 0.4 1 -0.3 0.4
[23] -0.2 N/A 0.1 0.4 1 N/A 0.2
Dresden -0.25 0 0.25 -0.2 1 0.6 a 0.65
Berlin 0 b -0.2 b -0.2 0.5 1 0 e 0.3 b

ESD 3GPP -0.5 0 c 0 0.5 0 1 0
[23] N/A N/A N/A N/A N/A 1 N/A
Dresden 0.4 a 0 f -0.3 a 0.5 e 0 e 1 0.6 a

Berlin -0.4 b 0 f 0 e 0.5 e 0 e 1 0 e

ESA 3GPP 0 0 c -0.4 -0.1 0 0 1
[23] -0.3 N/A -0.3 0 0.3 0 e 1
Dresden -0.4 0 0.2 0 0.7 0 e 1
Berlin -0.2 b -0.2 -0.5 b -0.3 b 0.3 d 0 e 1

aA similar correlation as for the ASD is assumed.
bThis is a combination of the results from WINNER [47, 48] and other measurements [23, 96].
c3GPP-3D supports no NLOS-KF and the median KF is set to -100 dB in Table 4.2.
dThis is taken from [23].
eThis is taken from the WINER model [47, 48].
fThere is no measurement reference available.
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4. Validation of the Model for Massive MIMO

4.3 Large-Scale Parameters

In this section, the results for the LSPs are presented and discussed. The first order statistics of
each parameter are shown in two figures (see for example Figure 4.6), one for the LOS scenario
(on the left) and one for the NLOS scenario (on the right). Each plot contains up to four
empirical CDF curves. The thick solid line shows the results for the measured data. The thin
solid line shows the results for the channel model. Since the simulations were repeated 16 times,
there are 16 CDFs and 16 median values (2-quantile) for each parameter. The average of those
values is plotted in the point where the ordinate shows a value of 0.5. The STD above and
below the mean of those 16 samples determines the width of the errorbars. The third, dashed
and dotted, thin line represents the input of the channel model, i.e., the CDF calculated from
µ and σ in Table 4.2. Ideally, those three lines would be identical. However, this is not always
the case since several effects, e.g., the antenna or the noise, alter the distributions. A fourth,
thick dotted curve shows the results for the 3GPP-3D model using the default parameters for
the urban-macrocell (UMa) scenario [49].

4.3.1 Effective Path Gain

The effective PG combines the directional antenna gain, the SF, and the distance-dependent
PG. The results are shown in Figure 4.6. The measured power levels were fitted to the Hata
model [64] by

PG[LOS] = −24 · log10 d[km] − 114 (4.1)

PG[NLOS] = −46 · log10 d[km] − 136.5 (4.2)

The results agree well with findings from the WINNER project [47] where similar values were
reported. The SF was estimated to 6.1 dB for LOS propagations and 3 dB for NLOS. With this
parameterization, the results from the measurements, the input parameters of the model, and
the results extracted from the output of the model agree well. However, the LOS channels in
the 3GPP-3D model have roughly 10 dB more power compared to the measurement results.

Narandzic et al. [23] reported a NLOS-PG exponent of only 10.3 for the Dresden measurement
data which indicates that there is almost no relationship between the received power and the
distance to the BS. The given explanation by [23] was that there is a “strong guiding effect of
the radiated energy along the streets”. However, a closer look at the data indicates a different
reason that is specific to the measurement setup in Dresden. Directly in front of BS2 were two
high buildings (approx. 35 m high) at a distance of 90 m from the transmitter (see Figure 4.4).
Those building were higher than the transmitter itself (27 m) and they blocked a significant
part of the signal. Hence, very little power was received along the street directly behind those
buildings, only 160 m away from BS2. If BS2 is included in the analysis, a very low path gain
exponent of 7.9 is estimated. This is illustrated in Figure 4.7 where the dashed curve includes
BS2 and the solid curve does not include it.

A different picture arises when BS2 is excluded from the regression fit. In this case, the fit to
the Hata model indicates a very high PG exponent of 44 (including antenna effects). This is
not unusual for heavily shaded areas. In the absence of a LOS connection, the received power
decreases rapidly with the distance. Using those parameters in the channel model seems to
produce accurate results which can be seen in Figure 4.6, on the right side. In most cases,
the CDFs for the measured and resimulated channels agree well. However, the power in the
resimulated channels gets too large above a PG of 120 dB. The corresponding positions are
those on the street behind the high buildings.
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4.3. Large-Scale Parameters
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Figure 4.6: Effective path gain distributions in Dresden, Germany
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Figure 4.7: Regression fit of the measured path-gain values
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4. Validation of the Model for Massive MIMO

4.3.2 Ricean K-Factor

The results for the KF can be seen in Figure 4.8. Results from the measurements and the model
are in good agreement. The LOS-KF in the measured data is on average 5.7 dB with a STD of
7.3 dB. 25% of the LOS tracks have a KF smaller than 0 dB. This indicates that there are some
channels that were classified as LOS but where the LOS component is very weak.

The NLOS measurement results show an average KF of -6.1 dB. However, this is not the true
value since the LOS detection might falsely identify a strong indirect path as the LOS path.
This becomes obvious when looking at the 3GPP-NLOS results. Here, the direct component
was removed by setting the KF at the input of the model to -100 dB. However, at the model
output a KF of -4.4 dB was calculated since a random NLOS path at the beginning of the CIR
was taken as the direct component. With the new model and the new parameter set, a weak
LOS component was added by setting KFµ to -10.4 dB. With this setting, the model output
agrees well with the measured results. This indicates that in some NLOS channels, the LOS
component is present but is has a minor effect on the generated channel statistics.

The most interesting observation, however, is the large offset between the model input and
output in case of the 3GPP-LOS results. With an average input value of 9 dB, an output of
12.5 dB is predicted. The STD also roughly triples. The reason for this is possibly an anomaly
in the angular mapping function which is most evident at high KF values and when using
directional antennas. An illustration of this effect is given in Figure 4.9.

The 3GPP-3D model maps the departure and arrival angles to a wrapped Gaussian distribution
as shown on the left side of the Figure (see also Appendix A.1, Page 137). The strongest path
has unit power and lies in the center of this distribution. All other paths get relative departure
and arrival angles depending on their power. However, if the KF is high (12 dB in the figure),
the sum-power of the indirect components is at roughly 1

15 of the power of the direct component.
This power is further divided by the number of paths. Mapping the path powers to the Gaussian
distribution results in an 11° gap between the LOS angle and the first NLOS angle. Additionally,
all LOS angles are clustered relatively close to each other due to the shape of the Gaussian curve.
With omnidirectional antennas, this mapping does not affect the angular spread calculated at
the output of the model. However, when directional antennas are used, the NLOS paths are
further attenuated by the pattern. This is illustrated in the right side of Figure 4.9. The gray
shaded area represents the directional antenna gain of the transmit array antenna. The dots
represent the departure angles of the MPCs. There are four clusters of NLOS angles due to
using the same mapping function for azimuth and elevation angles. The typical cross-shape
always appears for KF value greater than 0 dB. In the example, the LOS path has an additional
attenuation of 1 dB. However, the NLOS paths with positive elevation angles are attenuated
heavily by the pattern. The cross gets bigger either with increasing KF or with increasing
angular spread. Thus, high KF values at the input of the model result in even higher values
at the output. This explains the results obtained with the 3GPP-3D model. This effect was
also the main reason for replacing the WINNER mapping function with the one described in
Section 2.3. To illustrate the difference, an identical plot for the new angular mapping method
is shown in Figure 4.10. The resulting angles are distributed randomly and there is only a small
increase of the KF (1 dB) due to the effect of the antenna pattern at the output of the model.
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Figure 4.8: Ricean K-factor distributions in Dresden, Germany
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Figure 4.9: Illustration of the effect caused by using a Gaussian power angular spectrum
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Figure 4.10: Illustration of the effect of the new angular mapping method
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4. Validation of the Model for Massive MIMO

4.3.3 RMS Delay Spread

The results for the DS are presented in Figure 4.11. The minimum dynamic range in all the
measured CIRs was 37.9 dB. Therefore, a threshold of 30 dB was used to calculate the DS, i.e.,
paths having less than -30 dB of the power of the strongest path in a CIR were not used for
calculating the DS. The same threshold was used for the resimulated channels. The measurement
results indicate an average DS of 92 ns for LOS channels and 282 ns for NLOS channels. The
iterative fitting of the input parameters of the channel model obtained almost identical values
(89 and 288 ns, respectively). This indicates that the antennas have almost no influence on the
DS.

Results reported in [23], however, indicate a much shorter DS of only 36 ns for the LOS scenarios
and 132 ns for the NLOS channels. Those values were obtained from the same measurement
data but with a different estimation method. The reason for this difference is unclear. Compar-
ing the findings with results from the literature indicates even longer delay spreads in similar
environments. Algans et al. [95], for example, reported DSs having average values of around
900 ns. This was obtained from measurements at 1.8 GHz with approximately 25 m BS height.
In [7], average DS values of 330 ns were obtained from two measurement campaigns in Dresden,
Germany and Berlin, Germany at 2.6 GHz using the same channel sounder as in the current
campaign. However, different antennas and measurement tracks were used. The 3GPP SCM,
a predecessor of the WINNER model, suggested using a DS of 660 ns for the urban-macrocell
scenario (NLOS propagation). Thus, the current results seem to be reasonable.

Another observation is that the DS gets shortened at the output of the 3GPP-3D simulations. In
the LOS case, the average input value of 93 ns gets further reduced to 39 ns. Likewise, the 363 ns
for the NLOS channels get reduced to 228 ns. In contrary to the new model, where the antenna
has only a minor effect on the DS, the 3GPP-3D simulations show a larger influence. This can
be explained by the same phenomena responsible for the differences in the KF results. Due
to the angular mapping function NLOS paths are attenuated more strongly by the directional
antenna pattern. Less NLOS power then also leads to a shorter DS.
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Figure 4.11: RMS delay spread distributions in Dresden, Germany
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4.3. Large-Scale Parameters

4.3.4 Azimuth of Departure Angular Spread

The results for the ASD are shown in Figure 4.12. The measurements indicate relatively small
values in both propagation conditions. The LOS channels have an average departure angular
spread of 7.2°. Typical values are in between 2.4 and 16°. The NLOS channels have a larger
average value of 12.7° with a typical range from 7.3 to 22°. These values do not get altered
significantly by the antennas in the channel model. The values after the iterative fitting and the
results of the channel model agree well with the measurements.

The results reported in [23] do not distinguish between LOS and NLOS propagation. An average
ASD of 4.7° was reported. This is much smaller compared to the current results. As for the KF
and the DS, there is also a difference in the values calculated from the 3GPP-3D simulations
in case of LOS propagation. The average input value of 14.1° gets reduced to 9.6° due to the
angular mapping which leads to a reduction of the NLOS path power. However, the effect is
less strong compared to the DS results because the transmit antenna is de-embedded by the
algorithm used for calculating the angles (see Section 3.1.3). For the NLOS channels, input and
output values are almost the same.
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Figure 4.12: Azimuth spread of departure distributions in Dresden, Germany

4.3.5 Azimuth of Arrival Angular Spread

The results for the ASA are shown in Figure 4.13. The measurement results indicate relatively
large values of up to 90° in both propagation conditions. Note here, that with an equal amount
of power arriving from all directions, an RMS-ASA of 97.6° would be calculated. Values around
90° thus indicate that there is significant multipath scattering around the receiver and MPCs
arrive from all directions.

In the LOS case, a significant portion of the multipath power must come from the opposite
direction of the direct component in order to achieve such high angular spreads. Since the
arrival angles are distributed on a sphere, arbitrary angular spreads are not possible, especially
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4. Validation of the Model for Massive MIMO

if the KF is high and most of the power comes from one direction. Typical LOS-KF values range
from 0 to 15 dB. Still, the measurements indicate a wide range for the ASA from 18° to 79°.
This is only possible if there is a strong negative correlation between the KF and the ASA, e.g.,
with a low KF, high ASDs are possible and vice versa. Indeed, results presented in Section 4.4
on Page 92 show a correlation coefficient ρKF,ASA of -0.85 for the measurements.

The iterative fitting of the channel model parameters further indicates that the true angular
spread might even be 10° larger. This is an interesting observation since, in the model, there is
a dependency of the maximal achievable angular spread on the KF (see Figure 2.4 on Page 25).
For example, for a KF of 10 dB, it is only possible to obtain an ASA of 40°. The combined
Rx-antenna patterns almost provide omni-directional coverage. Hence, it is unlikely that the
antenna attenuates significant portions of the multipath power. Thus, the 10° offset after the
fitting is most likely an effect caused by the maximal achievable angular spread in the model.

The measured NLOS channels have a slightly larger ASA ranging from 38° to 88°. The average
ASAµ is almost identical for the measurements, the model input (after iterative fitting), and
the model output. However, the model output does not agree very well to the input for values
above 70°. As for the LOS channels, this is due to the maximal achievable angular spread which
is limited to roughly 100° for KF values below 0 dB. Since the correlation with the KF is almost
zero for NLOS channels, only high ASA values are affected by the limit. Nevertheless, the
distributions for the measured data and the model input agree almost perfectly. It might thus
be better to use a different distribution function for the angular spreads that does not produce
such high values that are subsequently truncated by the model.

As for the ASD, the results reported in [23] do not distinguish between LOS and NLOS propa-
gation. An average ASD of 35.5° was reported. This seems reasonable for the LOS case, but the
value is only half as big as the value obtained for the NLOS channels in the current evaluation.
There is also a significant difference in the values calculated from the 3GPP-3D simulations in
case of LOS propagation. The average input value of 64.6° gets reduced to 28.7° due to the
angular mapping which leads to a reduction of the NLOS path power. This reduction does not
happen for the NLOS channels.
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Figure 4.13: Azimuth spread of arrival distributions in Dresden, Germany
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4.3.6 Elevation of Arrival Angular Spread

The results for the ESA are shown in figure 4.14. The measurements indicate relatively small
values in both propagation conditions. The LOS channels have an average ESA of 7.7°. Typical
values are in between 3.8 and 13°. The NLOS channels have a larger average value of 11°
with a typical range from 6.8 to 17°. The values obtained by the iterative fitting of the model
parameters are slightly larger. Results reported in [23] show a slightly larger ESA with average
values around 15.5°. Those values were obtained from the same measurement data but with a
different estimation method. The reason for this difference is unclear. Measurement results for
the urban-macrocell scenario at 2.15 GHz and 24 m average BS height [131] show also a slightly
larger elevation spreads around 15°.
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QuaDRiGa In 1.05 0.12 11.2 8.0 - 16 1.10 0.18 12.6 7.5 - 22
QuaDRiGa Out 0.86 0.22 7.4 3.4 - 12 1.04 0.14 10.9 6.9 - 16
3GPP-3D In 0.95 0.16 8.9 5.6 - 14 1.26 0.16 18.2 11 - 29
3GPP-3D Out 0.75 0.44 5.7 0.9 - 9.3 1.22 0.14 16.7 9.9 - 22

Figure 4.14: Elevation spread of arrival distributions in Dresden, Germany

4.3.7 Cross-Polarization Ratio

The results for the NLOS-XPR are shown in Figure 4.15. The presented results exclude the influ-
ence of the LOS component as discussed in Section 3.2.5 on Page 62. The results obtained from
the LOS and NLOS channels show very similar results having values around 24 dB. This simi-
larity makes sense since only NLOS paths were used for the evaluation. The high values indicate
that multipath propagation does not alter the polarization of the scattered waves significantly.
The new model uses a combination of linear transformations to obtain the polarization-coupling
matrix (see Section 2.5.3, Page 36). This method seems to produce accurate results when mea-
surements, model input and model output are compared. The input and output results for the
3GPP-3D model show some difference. The results are 4-5 dB larger compared to the model
input. The reason might be the influence of the random components in the polarization coupling
matrix (2.67).
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Cross-polarization ratio (XPR) [dB]

P(
X

PR
 <

 a
bs

ci
ss

a)
LOS channels

v.1.4.6-568

0 5 10 15 20 25 30 35 40
0
.1
.2
.3
.4
.5
.6
.7
.8
.9
1

Meas.
Sim.
Input
3GPP

Cross-polarization ratio (XPR) [dB]

P(
X

PR
 <

 a
bs

ci
ss

a)

NLOS channels
v.1.4.6-568

0 5 10 15 20 25 30 35 40
0
.1
.2
.3
.4
.5
.6
.7
.8
.9
1

Meas.
Sim.
Input
3GPP

LOS NLOS
µ [dB] σ [dB] µ [dB] σ [dB]

Meas. Results 23.6 3.9 24.5 4.2
QuaDRiGa In 23.5 3.0 20.5 2.5
QuaDRiGa Out 22.9 5.6 23.4 5.7
3GPP-3D In 8.0 4.0 7.0 3.0
3GPP-3D Out 11.8 5.5 11.8 5.1

Figure 4.15: Cross-Polarization Ratio in Dresden, Germany

4.4 Inter-Parameter Correlation Values

In this section, the inter-parameter correlations values for the LSPs are presented. There are six
LSPs that could be extracted from the measurement data. Hence, there are in total 15 inter-
parameter correlations values. This number gets doubled due to the separation into LOS and
NLOS propagation. For each of the 30 parameters there is one value that is calculated from the
measurements, one that serves as input to the model, and there are 16 values that are obtained
at the model output when initializing the model several times. A compact presentation of the
results for both the new model and the 3GPP-3D model is given in Figures 4.16 to 4.19.

The plots are structured as follows: The two LSPs and the propagation conditions for which the
inter-parameter-correlation was evaluated is indicated on the left hand side of Figures 4.16 to
4.19. The gray bar, ranging from -1 to 1, presents the possible range of the parameter. A value
below zeros indicates that the two LSPs are negatively correlated, e.g., a low KF implies a high
DS and vice-versa. A value above zero indicates that the LSPs are positively correlated, e.g., a
high ASA also leads to a high ESA. A downward pointing triangle in the top part of the bar
indicates the value that was calculated from the measurements. An upward pointing triangle
in the lower part of the bar indicates the value that was set at the input of the model. This
value is the same as in Table 4.3 on Page 83. The dark shaded area then indicates the range of
values that were calculated at the output of the model. The white dots in the bottom indicate
the 16 individual values from each resimulation run. The vertical line shows the average of the
16 values. The width of the area, i.e., the range from the beginning of the shaded area to the
middle line and the range from the middle line to the end, is determined by the STD of the 16
values. Hence, the total width of the shaded area is twice the STD.
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1.4.6-568

DS-KF LOS
Meas.: -0.81

In.: -0.80
Out: -0.77 ± 0.06-1 1

NLOS
Meas.: -0.12

In.: 0.00
Out: -0.29 ± 0.04-1 1

DS-SF LOS
Meas.: -0.82

In.: -0.80
Out: -0.68 ± 0.11-1 1

NLOS
Meas.: -0.36

In.: -0.40
Out: -0.36 ± 0.12-1 1

DS-ASD LOS
Meas.: 0.61

In.: 0.65
Out: 0.56 ± 0.10-1 1

NLOS
Meas.: 0.48

In.: 0.45
Out: 0.42 ± 0.10-1 1

DS-ASA LOS
Meas.: 0.87

In.: 0.80
Out: 0.74 ± 0.05-1 1

NLOS
Meas.: -0.15

In.: -0.25
Out: -0.11 ± 0.11-1 1

DS-ESA LOS
Meas.: 0.25

In.: 0.60
Out: 0.67 ± 0.07-1 1

NLOS
Meas.: -0.24

In.: -0.40
Out: -0.32 ± 0.07-1 1

KF-SF LOS
Meas.: 0.82

In.: 0.85
Out: 0.75 ± 0.14-1 1

NLOS
Meas.: 0.08

In.: 0.20
Out: 0.21 ± 0.07-1 1

KF-ASD LOS
Meas.: -0.59

In.: -0.65
Out: -0.63 ± 0.09-1 1

NLOS
Meas.: -0.23

In.: -0.20
Out: -0.23 ± 0.07-1 1

Figure 4.16: Inter-parameter correlation values in Dresden (part 1)
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1.4.6-568

KF-ASA LOS
Meas.: -0.85

In.: -0.85
Out: -0.84 ± 0.05-1 1

NLOS
Meas.: -0.17

In.: 0.00
Out: -0.09 ± 0.07-1 1

KF-ESA LOS
Meas.: -0.28

In.: -0.60
Out: -0.79 ± 0.06-1 1

NLOS
Meas.: -0.01

In.: 0.00
Out: 0.03 ± 0.08-1 1

SF-ASD LOS
Meas.: -0.58

In.: -0.65
Out: -0.61 ± 0.11-1 1

NLOS
Meas.: -0.60

In.: -0.65
Out: -0.62 ± 0.08-1 1

SF-ASA LOS
Meas.: -0.76

In.: -0.75
Out: -0.61 ± 0.14-1 1

NLOS
Meas.: 0.20

In.: 0.25
Out: 0.12 ± 0.13-1 1

SF-ESA LOS
Meas.: -0.31

In.: -0.45
Out: -0.62 ± 0.14-1 1

NLOS
Meas.: 0.12

In.: 0.20
Out: 0.07 ± 0.10-1 1

ASD-ASA LOS
Meas.: 0.55

In.: 0.60
Out: 0.55 ± 0.08-1 1

NLOS
Meas.: -0.15

In.: -0.20
Out: -0.08 ± 0.11-1 1

ASD-ESA LOS
Meas.: 0.10

In.: 0.50
Out: 0.53 ± 0.12-1 1

NLOS
Meas.: -0.10

In.: 0.00
Out: 0.07 ± 0.08-1 1

ASA-ESA LOS
Meas.: 0.38

In.: 0.65
Out: 0.72 ± 0.09-1 1

NLOS
Meas.: 0.60

In.: 0.70
Out: 0.48 ± 0.09-1 1

Figure 4.17: Inter-parameter correlation values in Dresden (part 2)

94



4.4. Inter-Parameter Correlation Values

Discussion of the results The measurement results and the results obtained from the new
model are shown on pages 93 and 94. In most of the cases, there is a good agreement between
model and measurement. In case of LOS propagation, almost all parameters show high corre-
lation values. The KF is highly correlated with the SF (ρKF,SF = 0.82). This means that areas
with an high overall power are dominated by the direct component. Subsequently, this leads to
low values for the DS, the ASD, the ASA, and the ESA, all of which have a negative correlation
coefficient with both the KF and the SF. At the same time, delay and angular spreads are
positively correlated with each other.

In case of NLOS propagation, KF and SF are almost uncorrelated. The direct component has no
significant effect on the channel statistics. Subsequently, the KF is not correlated with any other
LSP (|ρ| ≤ 0.2). The shadow fading shows negative correlation with the DS (ρDS,SF = −0.36) and
the ASD (ρSF,ASD = −0.6) while DS and ASD are positively correlated (ρDS,ASD = 0.48). This
indicates that the scattering clusters are more spread out in areas with low received power which
leads to longer propagation delays and a larger angular spread at the transmitter. Interestingly,
the SF is positively correlated with the ASA (ρSF,ASA = 0.2) and the ESA (ρSF,ESA = 0.12).
This indicates that, in NLOS areas with high power, the MPCs arrive at the receiver from
all directions. However, the ASA and the ESA are slightly negatively correlated with the DS
(ρ ≤ −0.15). Hence, the paths must be clustered together in the delay domain since otherwise
the DS would be increased as well. Thus, they are likely to be caused by local scattering close
to the receiver. An implication of this is that there might be Keyhole effects in the channel,
e.g., when a single path is scattered multiple times within a street canyon.

The results can be summarized in the following way: (1) There are areas which are dominated
by LOS propagation. They have the highest received power, a high KF, and short delay and
angular spreads. (2) The NLOS areas have a negligible KF. They can be further classified in two
ways: (2a) Areas which have increased values for the SF are often dominated by local scattering
close to the receiver. In this case, values for the DS and the ASD are low while at the same time
ASA and ESA are high. (2b) The areas with the lowest power are served by a few scattered
MPCs. The values for the SF, the ASA and the ESA are low. However, the departure angular
spread and the DS are increased.

Discussion of the 3GPP-3D results The results obtained from the 3GPP-3D model are shown
on pages 96 and 97. The indicators for the measured values (downward facing triangle on the
top) are identical to the ones in Figures 4.16 and 4.17, i.e., they represent the results of the
Dresden measurements. The input values of the model (upward facing triangle in the bottom)
were taken from [49]. They are also listed in Table 4.3 on Page 83. A general observation is
that the range of the output parameters after running the model 16 times is significantly smaller
compared to the new model. This is due to the drop-based user placement (see Figure 4.5 for
an illustration) and the simple time-evolution method used by the 3GPP-3D model. All LSPs
stay constant within a drop, i.e., they do not evolve over time. Subsequently, their correlation
values also stay constant.

In case of LOS propagation, input and output values of the model do not agree in most of
the cases. The values from [49] indicate that the KF shows no significant correlation with any
other LSP. However, the measurements show the opposite. In addition, the angular mapping
function together with a high-gain transmit antenna increases the KF values at the output of
the model (see discussion on Page 87). Many MPCs are heavily attenuated by the antenna
pattern at the transmitter. This leads to a very strong negative correlation of the KF with the
DS, the ASD, the ASA, and the ESA (all ρ ≤ −0.8). Those values do not relate in any way
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to the input values of the model. For example, the ASD and the KF should be uncorrelated
according to the model input. However, at the model output, a correlation coefficient of -0.75
is calculated. Subsequently, this also affects all the other correlation values, namely DS-ASD,
DS-ASA, DS-ESA, ASD-ASA, ASD-ESA, and ASA-ESA, which show very high positive values
(ρ ≥ 0.7) independent of the model inputs.

In case of NLOS propagation, input and output values are in better agreement with some
exceptions. Most of those exceptions occur for the ESA and the ASD. For example, ASD and
the ESA should be uncorrelated but at the model output a coefficient of 0.72 is obtained. An
explanation could be the very short decorrelation distance which is set to only 2-3 meters for both
parameters. Hence, there is a very high fluctuation of the parameters even at short distances.
This could alter the inter-parameter correlation properties at the output of the model when the
maps are interpolated.

1.4.6-568

DS-KF LOS
Meas.: -0.81

In.: -0.40
Out: -0.86 ± 0.03-1 1

NLOS
Meas.: -0.12

In.: 0.00
Out: -0.45 ± 0.04-1 1

DS-SF LOS
Meas.: -0.82

In.: -0.40
Out: 0.12 ± 0.10-1 1

NLOS
Meas.: -0.36

In.: -0.40
Out: -0.08 ± 0.06-1 1

DS-ASD LOS
Meas.: 0.61

In.: 0.40
Out: 0.72 ± 0.05-1 1

NLOS
Meas.: 0.48

In.: 0.40
Out: 0.22 ± 0.05-1 1

DS-ASA LOS
Meas.: 0.87

In.: 0.80
Out: 0.79 ± 0.05-1 1

NLOS
Meas.: -0.15

In.: 0.60
Out: 0.40 ± 0.04-1 1

DS-ESA LOS
Meas.: 0.25

In.: 0.00
Out: 0.84 ± 0.04-1 1

NLOS
Meas.: -0.24

In.: 0.00
Out: 0.20 ± 0.06-1 1

KF-SF LOS
Meas.: 0.82

In.: 0.00
Out: -0.20 ± 0.10-1 1

NLOS
Meas.: 0.08

In.: 0.00
Out: -0.21 ± 0.05-1 1

Figure 4.18: Inter-parameter correlation values extracted from the 3GPP-3D model (part 1)
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1.4.6-568

KF-ASD LOS
Meas.: -0.59

In.: 0.00
Out: -0.69 ± 0.07-1 1

NLOS
Meas.: -0.23

In.: 0.00
Out: -0.06 ± 0.05-1 1

KF-ASA LOS
Meas.: -0.85

In.: -0.20
Out: -0.91 ± 0.02-1 1

NLOS
Meas.: -0.17

In.: 0.00
Out: -0.58 ± 0.04-1 1

KF-ESA LOS
Meas.: -0.28

In.: 0.00
Out: -0.91 ± 0.02-1 1

NLOS
Meas.: -0.01

In.: 0.00
Out: -0.46 ± 0.04-1 1

SF-ASD LOS
Meas.: -0.58

In.: -0.50
Out: -0.02 ± 0.13-1 1

NLOS
Meas.: -0.60

In.: -0.60
Out: -0.41 ± 0.04-1 1

SF-ASA LOS
Meas.: -0.76

In.: -0.50
Out: 0.24 ± 0.10-1 1

NLOS
Meas.: 0.20

In.: 0.00
Out: 0.41 ± 0.04-1 1

SF-ESA LOS
Meas.: -0.31

In.: -0.80
Out: 0.13 ± 0.10-1 1

NLOS
Meas.: 0.12

In.: -0.40
Out: 0.19 ± 0.05-1 1

ASD-ASA LOS
Meas.: 0.55

In.: 0.00
Out: 0.68 ± 0.06-1 1

NLOS
Meas.: -0.15

In.: 0.40
Out: -0.01 ± 0.05-1 1

ASD-ESA LOS
Meas.: 0.10

In.: 0.00
Out: 0.64 ± 0.08-1 1

NLOS
Meas.: -0.10

In.: -0.10
Out: -0.25 ± 0.06-1 1

ASA-ESA LOS
Meas.: 0.38

In.: 0.40
Out: 0.89 ± 0.02-1 1

NLOS
Meas.: 0.60

In.: 0.00
Out: 0.64 ± 0.03-1 1

Figure 4.19: Inter-parameter correlation values extracted from the 3GPP-3D model (part 2)
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4.5 Decorrelation Distances

The results for the decorrelation distances are presented in Figure 4.20. The analysis could only
be done for the measurement data and the output of the new model. The 3GPP-3D model
does not support time-evolution of the LSPs. Hence, it is not possible to obtain continuous
samples of the parameters. However, this is required in order to estimate the decorrelation
distances (see Section 3.2.6, Page 63). The results are presented in a similar way as the results
for the inter-parameter correlation values. The gray bar depicts a range from 0 m to 400 m. A
downward pointing triangle in the top part of the bar indicates the value that was calculated
from the measurement data. An upward pointing triangle in the lower part of the bar indicates
the value that was set at the input of the model (see Table 4.2 on Page 82). The dark shaded
area indicates the range (twice the STD) of values at the output of the model. The vertical
line shows the average of the 16 values that were obtained by running the model 16 times. The
individual values are indicated by white dots in the bottom of the bar.

As described in Section 2.1 (Page 18), the channel model first generates the distance-dependent
correlation by filtering and then applies the inter-parameter correlation by a multiplication with
a matrix. However, if the inter-parameter correlation values are high, as it is the case for almost
all LSPs in case of LOS propagation, the distance-dependent correlation will be distorted. For
example, the KF is highly correlated with the SF (ρKF,SF ≈ 0.85). Thus, the autocorrelation
maps for KF and SF will be very similar. As a consequence, the two decorrelation-distances
are not independent of each other. For this reason, the model output values show a larger
spread and are less accurate when comparing them with the input values. The same is true
for ASA-LOS and ESA-LOS. The ASA has an input decorrelation-distance of 120 m while the
ESA has only 80 m. Both parameters are correlated with ρASA,ESA = 0.655. As a result, the
decorrelation-distance of the ASA at the model output gets reduced to 62 m.

In case of NLOS propagation, the output values agree better and have a smaller range. However,
there are discrepancies for some values. The decorrelation distance for the DS was set to 70 m
at the model input but an average value of 101 m was calculated at the output. A reason might
be the correlation with the ASD (ρDS,ASD = 0.45) which has a larger decorrelation distance
of 150 m. This increases the decorrelation distance for the DS and, at the same time, the
decorrelation distance of the ASD gets reduced to an average value of 122 m. The same effect
is responsible for the increased SF values at the model output since the SF also has a high
(negative) correlation with the ASD (ρSF,ASD = −0.75). The KF, however, has no noteworthy
correlation with any other LSP and thus it has the narrowest spread and agrees well with the
model input.

Almost all results of the current evaluation show significantly larger decorrelation distances than
those reported in [23] (see Table 4.2 for an overview). In case of LOS propagation, [23] also
reported high values of 30 to 130 meters for the SF, the KF, and the DS. However, all decorre-
lation distances for the four angular spreads in both LOS and NLOS propagation are below 5 m
and many of them are only 2 m. This would imply that in between two sampling points for the
LSPs, which are at a distance of 3.3 m, the angular spreads are almost completely uncorrelated.
The current analysis of the measurement data shows much higher values in between 35 m for
ESA-LOS and 207 m for the ASD-LOS which implies a high consistency for the angular spreads,
especially for the ASD. Larger values between 15 and 50 m are also common in the 3GPP-3D
model [49], although they are not as large as in the current evaluation.
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1.4.6-568

DS LOS
Meas.: 198.9

In.: 200.0
Out: 124.5 ± 55.30 400

NLOS
Meas.: 89.9

In.: 70.0
Out: 101.0 ± 14.20 400

KF LOS
Meas.: 125.4

In.: 100.0
Out: 114.6 ± 31.80 400

NLOS
Meas.: 20.6

In.: 21.0
Out: 18.6 ± 2.60 400

SF LOS
Meas.: 299.1

In.: 275.0
Out: 277.7 ± 94.30 400

NLOS
Meas.: 172.2

In.: 170.0
Out: 172.4 ± 32.90 400

ASD LOS
Meas.: 206.7

In.: 150.0
Out: 122.1 ± 39.80 400

NLOS
Meas.: 102.2

In.: 70.0
Out: 100.2 ± 15.30 400

ASA LOS
Meas.: 121.6

In.: 120.0
Out: 62.4 ± 26.70 400

NLOS
Meas.: 87.4

In.: 130.0
Out: 55.0 ± 9.10 400

ESA LOS
Meas.: 35.3

In.: 80.0
Out: 61.8 ± 25.20 400

NLOS
Meas.: 70.5

In.: 105.0
Out: 79.9 ± 11.40 400

Figure 4.20: Decorrelation distances in Dresden, Germany in units of [m]
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4.6 Performance Metrics

4.6.1 Signal to Noise Ratio

Figure 4.21 shows the results for the SNR in Dresden measurement campaign. In the data, the
average thermal noise power was -90.2 dBm. With 36 dBm transmit power, the effective path
gain must be at least -126.2 dB in order to achieve a SNR of more than 0 dB. The results (except
for Tap est.) are therefore calculated using a link budget of 126.2 dB. Hence, the curves are equal
to the ones for the effective path gain in Figure 4.6 but shifted by 126.2 dB. As for the LSPs,
there is one empirical CDF that was calculated from the measurement data after preprocessing
(thick solid line), i.e., after extracting the MPCs from the raw data. A second CDF (thin solid
line) was calculated from the output of the model. A third (dotted) line represents the results
from the 3GPP-3D model.

The last (dashed) CDF was calculated directly after extracting the MPC from the raw measure-
ment data. It represents the SNR that was obtained by dividing the sum power of the specular
paths by the remaining power after subtracting the reconstructed CIR from the raw data (see
Section 3.1.2 on Page 49 for details). Ideally, if there is only thermal noise, if the MPC extraction
works perfectly, and if the assumptions on the link budget are correct, then this curve would
match the predictions made by the model. However, this is only the case for NLOS. For SNR
values above 10 dB the curves deviate.
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Sim.
3GPP
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LOS NLOS
µ [dB] σ [dB] µ [dB] σ [dB]

Meas. Results 21.1 9.1 -0.7 6.1
QuaDRiGa Out 21.8 7.9 -0.6 8.1
3GPP-3D Out 30.7 5.4 4.0 9.0
Tap Est. 16.1 6.4 -0.7 4.9

Figure 4.21: SNR distributions in Dresden, Germany

For the LOS channels, there is on average a 5 dB difference between the predicted SNR and the
one estimated from the MPC extraction. Also, none of the of the estimates exceeds 23 dB SNR
while in the prediction there are values up to 40 dB. This can have several reasons:

1. Some parts of the measured CIR cannot be identified as specular MPCs. Those are called
dense multipath components [132]. They might contribute to the capacity of a MIMO link
but they cannot be tracked by the preprocessing of the data, i.e., they are too similar to
noise to be identified as specular paths.
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2. There can be calibration errors in the measurement system. Prior to the measurements,
the frequency response (FR) of the measurement system at different adaptive gain control
(AGC) levels was measured and calibrated out of the data. However, if there are calibration
errors, the FR of a path is not flat. The MPC estimation then tries to approximate the
FR of the system by additional ghost paths. However, it is not possible to approximate
the system FR perfectly with a limited number of ghost paths. Hence, a part of the signal
power will be identified as noise.

3. The dynamic range in the system is limited. In a pure LOS channel, the dynamic range
in the CIR can exceed 60 dB, i.e., the power of the direct component on a single MIMO
sublink might be more than 60 dB higher compared to the thermal noise floor. In this
case, the noise floor can increase due to limiting effects in the radio chain, e.g., numeric
noise in the analog to digital converters, nonlinearities in the amplifiers, clipping effects,
etc.

4. Another effect might be caused by the antennas which do not have a linear FR at 100 MHz
bandwidth. The antenna FR was not calibrated out of the data. Hence, this also causes
ghost paths when the FR is approximated. In the resimulated channels, however, no
frequency selectivity of the antenna response was assumed.

Mapping all the power in the raw CIR to specular components might result in a very high
number of paths (several hundred), many of them being ghosts due to the nonlinear FR of the
system and the antennas. However, this would cause exceptional long computing times for the
MPC estimation and the data analysis. Therefore, the maximum number of paths was limited
to 65. All the remaining power after detecting 65 paths is considered to be noise.

The relationship between the number of detected paths and the SNR is shown in Figure 4.22.
The solid black curve shows the average number of paths that was detected at a given SNR.
The gray shaded area represents the range in the results. The lower end of this area corresponds
to the 10-percentile and the higher end to the 90-percentile of the CDF. As can be seen, the
number of paths increases with increasing SNR and gets close to the limit above 10 dB SNR. This
confirms the assumption that 65 specular paths cannot capture all the received power above the
thermal noise floor - especially in the LOS channels. Between 1% and 10% of the signal power
is treated as noise. The estimated SNR is therefore limited to values around 20 dB. However,
since more than 90% of the power is included in the detected paths, no significant impact on
the other results is expected.
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Figure 4.22: Number of detected paths vs. SNR in the Dresden measurement data
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4.6.2 Single-User Capacity at a Fixed SNR

The results for the single-user capacity (see Section 3.3.1 on Page 65) are shown in Figure 4.23.
In this evaluation, the capacity of the entire 16×58 MIMO channel matrix was evaluated at
a fixed SNR of σ = 10 dB. Thus, the received power has been removed from the evaluation
and only spatial propagation effects can have an influence on the capacity. The lower bound of
the capacity in this case is the Keyhole capacity C [KH], i.e., the capacity with only one spatial
degree of freedom. The upper bound C [parallel] is reached when there are 16 parallel spatial data
streams. Their values can be computed as

C [KH] = log2(1 + 10 · 58) ≈ 9.18 bps/Hz, (4.3)

C [parallel] = 16 · log2(1 + 10/16 · 58) ≈ 83.51 bps/Hz. (4.4)

The LOS channels have an average capacity of 31.7 bps/Hz. 15% of those channels have a
capacity below 20 bps/Hz which is roughly twice the Keyhole capacity, indicating that there are
only two spatial degrees of freedom due to the two polarizations. Multipath scattering provides
no additional capacity in this case, independent of the number of antennas. The LOS capacity
is predicted well by the new channel model - having only a 1.1 bps/Hz higher value compared to
the measurements. The 3GPP-3D model also predicts the capacity well for LOS propagation.

In case of NLOS propagation, the measured channels have an average capacity of 46.3 bps/Hz.
The new channels model predicts a capacity of 48.5 bps/Hz. As for the LOS channels, this
value is roughly 5% larger compared to the measurements. The common Rayleigh i.i.d. model,
which uses random coefficients in the MIMO matrix, predicts a capacity of 80.2 bps/Hz. This
value does not agree with the measurement results. Hence, this model might not be suitable for
the current setup. The 3GPP-3D model predicts 56.6 bps/Hz for NLOS channels. This larger
value can be explained by the larger ASD and ESA which leads to less correlation in the MIMO
matrix compared to the new model.
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Figure 4.23: Capacity distributions in Dresden, Germany
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The results indicate that the capacity improvement by using single-link MIMO in an outdoor
setup is limited. The highest gain can be achieved by using two polarizations which guarantees
at least two spatial degrees of freedom. The strong fluctuations also emphasize the importance
of adjusting the transmission mode to the channel rank [133] and applying multiuser MIMO
techniques [56].

4.6.3 Multi-User Singular Value Spread

Results for the multi-user SV spread are presented in Figure 4.24. The SV spread is a measure
of the orthogonality of user signals. The lower the values of this metric is the less correlation
there is in the user channel vectors. A detailed introduction and discussion of this metric can
be found in Section 3.3.3 on Page 66. Here, the results from the measurements in Dresden,
Germany are presented and discussed.

One important aspect is the selection of the antennas that are used to calculate this metric.
The array antennas that were used during the measurements have many more elements then in
realistic deployments. However, in a multiuser MIMO setup, the combined number of receive
antennas of all MTs is usually smaller or equal to the number of transmit antennas at the BS.
The transmit array antenna has only 16 elements and, therefore, at most 16 spatial data streams
can be supported. To obtain more realistic results, a subset of the receive antenna elements at
the MTs has to be used. The evaluations are done for two different configurations.

1. Multi-antenna receivers: Each user is equipped with four receive antennas. The chosen
elements are the ones with the numbers 1 and 3 for vertical polarization, and 6 and 8 for
horizontal polarization (see Figure 4.3 on page 77 for details). Then, four terminals are
selected as described in Section 3.3.3. The compound channel matrix has a total of 16
transmit antennas and 16 receive antennas. This configuration can serve four spatial
streams to each user if there is sufficient multipath propagation.

2. Single-antenna receivers: Each user is equipped with a single receive antenna, as
suggested by [122]. At the BS, only the eight vertically polarized antenna elements are
used. At the terminal, the vertically polarized element with the highest received power is
chosen from the sides of the cube (i.e., from elements 1, 2, 3 or 4 in Figure 4.24). Then,
eight terminals are selected. The compound channel matrix has a total of 8 transmit
antennas and 8 receive antennas. This configuration attempts to serve one spatial data
stream per user, provided that they are separated well in the spatial domain.

In the multi-antenna configuration each terminal can receive up to four data streams. How-
ever, in many cases, especially for LOS propagation, the compound 16×16 channel matrix
becomes near-singular when there is too little multipath scattering to support four data streams
per user. If all 16 channel vectors are orthogonal to each other, the channel matrix would have
16 identical singular values and the SV spread would be 0 dB. The median SV spread in the
measured channels 22.9 dB which indicates that there is significant correlation between the user
signals.

The Rayleigh i.i.d. model (see Section 1.2.2) uses random complex-valued entries in the MIMO
channel matrix. The same path gain model as in the new channel model is assumed. However,
this has little relevance for the SV spread since it affects all singular values in the same way. The
predicted SV spread is 15.9 dB, 7 dB less than in the measurements. Clearly, this simple model is
not adequate the correctly model the interdependence of the user signals in a multi-user channel.
The 3GPP-3D model predicts a SV spread of 19.2 dB, 3.7 dB less than in the measurements.
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Figure 4.24: Multi-user singular value spread in Dresden, Germany

There might be two reasons for this difference. First, the larger angular spread compared to
the measurements increase the capacity in the single-link MIMO channels. Hence, there is less
correlation in the channel vectors and the SV spread gets lowered. Second, the channel vectors
of different users are uncorrelated in the model while in the measurements and in the new model
spatial correlation is included. The new channel model predicts a median SV spread of 26.5 dB,
3.6 dB more compared to the measurements. It seems that in the new model, there is more
correlation between coefficients of the 4×16 the MIMO matrices of the individual links between
the BS and the four MTs. This could be caused by the compact antenna configuration used at
the MTs. The cube antenna, which was used for the capacity evaluation, has a diameter of only
5 cm (0.42 λ). The two polarizations can always support two data streams. However, a third
and a fourth stream cannot be supported well and the SV spread increases.

In the single-antenna configuration each terminal has only one receive antenna and can
receive only one spatial data stream. Unlike in the multi-antenna case, the antenna spacing at
the MT has no influence on the results. However, if the terminals are not well separated, i.e., if
their mutual channel vectors (which contain the coefficients of the eight transmit antennas) are
not orthogonal, the SV spread will increase. The results for the measured data show an average
SV spread of 19.2 dB. The Rayleigh i.i.d. model predicts 12.6 dB in this case. These generally
lower values compared to the multi-antenna case are caused by the smaller matrix size (8 × 8
instead 16 × 16). Nevertheless, the SV spread obtained from the measured channels is 6.6 dB
larger compared to the i.i.d. channels. This indicates that the measured channel vectors are not
orthogonal between the users, especially if the users are chosen randomly as it was done for the
current evaluation. The predictions made by the 3GPP-3D model (14.3 dB) are closer to the
results obtained from the i.i.d. model. If the users are close together, their small-scale fading
channels are uncorrelated in the model. However, this is not the case in the measurements.
The new model places the MTs on the same tracks as in the measurements. Hence, spatial
correlation is included. The predictions made by this approach are only 0.4 dB larger than in
the measured data, indicating a good match between model and reality.
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4.6.4 Dirty-Paper Coding Capacity

While the SV spread gives an indication on how well users can be separated in the spatial
domain, it does not provide a measure of the overall performance, i.e., the achievable data-rate
in a multiuser channel. For this, a different metric, the DPC capacity, is used. An introduction to
this metric is given in Section 3.3.4. Here, the results obtained from the Dresden measurements
are presented. The same antenna configuration and user selection methods as for the SV spread
are used. The results are presented for two normalizations of the compound channel matrix.
First, the matrix is normalized according to (3.62) where a fixed SNR of σ = 10 dB gets divided
by the number of BS antennas. This has the advantage that the influence of the PG is removed
from the results and only spatial propagation characteristics, i.e., multipath and polarization
effects, are considered. Second, the power is not removed and the capacities are calculated at
their actual SNR.

In the Dresden multi-antenna configuration, one BS with 16 transmit antennas serves four
terminals, each having four receive antennas. The results are shown in Figure 4.25. The top part
of the Figure shows the evaluation results for a fixed SNR of σ = 10 dB. The bottom part shows
the same evaluation using the actual SNR of the channel. The SNR is defined as the average
channel power divided by the average noise power per MIMO sublink. The capacity formulas,
however, assume that the SNR is divided by the number of transmit antennas. Therefore, with
16 transmit antennas, σ = 10 dB corresponds to an SNR of -2 dB. The left part of the Figure
shows the empirical cumulative distribution functions of the results while the right part shows
the dependency of the capacity on the SNR.

For the fixed σ, it is possible to define some bounds of the capacity that help discussing the
performance of the model. The lower bound is reached when the compound channel matrix
has only one spatial degree of freedom, e.g., all users are at the same position which can only
be served by a keyhole channel. The BS can send a narrow beam towards this position. The
users then have to share the radio resources either in the time or frequency domain. The
resulting capacity in this case (3.71) is 9.3 bps/Hz. Such low values cannot be found in the
evaluation results. In a second scenario, the users can be separated in the spatial domain, but
each user can only receive one data stream. The compound channel matrix is composed of
four keyhole matrices, one for each user. The BS can form narrow beams towards the users
to maximize the received power. The resulting capacity (3.73) is 29.3 bps/Hz. This limit is
shown in Figure 4.24 as “4 single-stream users”. The upper bound is reached when each user
can receive four orthogonal data streams and all channel vectors are orthogonal to each other.
The resulting capacity (3.73) is 55.4 bps/Hz.

The median DPC capacity in the measured channels is 33.9 bps/Hz. It seems that the users
can be relatively well separated but cannot be served with four data streams. However, at
least two data streams can be supported due to the two polarizations which lead to higher
capacity values compared to the single-stream users. When i.i.d. channels are used, the predicted
capacity is 44.1 bps/Hz. This is in line with the low values for the SV spread. The uncorrelated
channel vectors in this model indicate a much higher capacity compared to the real world
scenarios. The predictions from the 3GPP-3D model (41.2 bps/Hz) are 21% lager compared
to the measurements. This is probably caused by the larger angular spreads and the missing
spatial consistency. The predictions from the new channel model are roughly 11% larger than
in the measurements (37.5 bps/Hz).

The top, right part of Figure 4.25 shows the DPC capacity as a function of the SNR. The thick
black curve shows the average value for the measurement data. The surrounding gray area
shows the range where the lower end corresponds to the 10-percentile and the higher end to
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Figure 4.25: DPC capacity for the multi-antenna configuration in Dresden, Germany. The BS has 16
antennas that serve four 4-antenna users in parallel. Top left: The capacity distribution
at a fixed SNR. Top right: The dependency of the capacity (calculated at a fixed SNR) on
the real SNR in the channel. Bottom left: The capacity distribution at the real SNR in
the channel. Bottom right: The dependency of the capacity (calculated at the real SNR)
on the real SNR in the channel.

the 90-percentile. The thin line shows the average obtained by the model. Here, the errorbars
indicate the range. The evaluation SNR in (3.62) was always set to σ = 10 dB, independent
from the SNR in the data. The higher capacity values that are predicted by the channel model
happen mostly at low SNR (SNR < 10 dB). This might be due to the NLOS propagation where
there are more MPCs observable in the model. There is a trend towards a lower DPC capacity
at higher SNR in the channel model. This is not visible in the measurement results.

The two lower sub-figures show the results at the real SNR, i.e., the received power was not
normalized out of the data before calculating the capacity1. The figure on the left shows the
CDFs of the capacities of the measured channels (thick line), the results from the new model
(thin line), the i.i.d. channels (thick, dashed line), the 3GPP-3D model (dotted line) and the
capacity that could be achieved with four users that can only receive a single spatial data stream.

There are significant gains due to spatial multiplexing and multiuser MIMO. The median ca-

1The results depend on the received power and the spatial propagation characteristics. Since there is a power
difference between measurements and simulation for the BS2-NLOS channels due to two high buildings blocking
the LOS very close to the transmitter, BS2 was excluded from this evaluation. See discussion on page 84 for more
details.
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pacity in the measured data is 50.2 bps/Hz. The Rayleigh i.i.d. model and the 3GPP-3D model
overestimate the gains by predicting 72 bps/Hz, an increase of more than 40% compared to the
measurement results. In the i.i.d. model this is caused by the well-conditioned channel matrix
due to the random channel coefficients. In the 3GPP-3D model there is an additional increase
caused by the higher PG values. There are at least 3 dB more power in the (NLOS) channel
coefficients generated by this model (see Section 4.3.1). This leads to an additional increase of
the capacity results. In order to obtain correct performance estimates, it is essential to correctly
model the PG in the propagation scenario. The new channel model provides more accurate
results by predicting 46.5 bps/Hz, 7% less compared to the measured channels. However, the
PG coefficients were adjusted to match the measurements. Hence, a better capacity prediction
can be expected.

The same evaluation was done for the single-antenna configuration. The results are depicted
in Figure 4.26. At a fixed SNR σ = 10 dB, the lower bound (3.71) of the capacity is 6.3 bps/Hz.
As for the multi-antenna case, such values could not be observed in the measurements. The
upper bound (3.73) is 27.7 bps/Hz. This value can be reached when the users have orthogonal
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Figure 4.26: DPC capacity for the single-antenna configuration in Dresden, Germany. The BS has
eight antennas that serve eight users in parallel. Top left: The capacity distribution at a
fixed SNR. Top right: The dependency of the capacity (calculated at a fixed SNR) on the
real SNR in the channel. Bottom left: The capacity distribution at the real SNR in the
channel. Bottom right: The dependency of the capacity (calculated at the real SNR) on
the real SNR in the channel.
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channel vectors. The median (measured) DPC capacity at σ = 10 dB is 17.7 bps/Hz. The
new channel model predicts 19.1 bps/Hz in this case, 8% more than in the measurements. The
3GPP-3D model predicts 21.2 bps/Hz and the i.i.d. capacity is 21.9 bps/Hz which corresponds
to an error of 20% and 24%, respectively. Hence, the new model is able to significantly improve
the performance predictions.

When the real SNR is included, a capacity of 25.8 bps/Hz is calculated from the measured
channels. The new model predicts 26.2 bps/Hz in this case (2% error). This prediction is better
than for the fixed-SNR evaluation. This is probably caused by a lower average PG in the model
that leads to a slightly lower SNR and, thus, to lower capacities. The predicted capacity with
i.i.d. channels, using the same path-gain model as for the new channel model, is 30.5 bps/Hz
which is 18% more compared to the measured data. Again, the 6% improvement compared
to the fixed-SNR evaluation might be caused by the PG model which is identical to the one
from the new channel model and thus also matches the measurements. The largest prediction
error can be seen in the results obtained from the 3GPP-3D model. Here, the effects from the
missing spatial correlation and the increased receive power due to the increased PG compared
to the measurements add up which leads to a 53% higher capacity prediction compared to the
measurements.

One of the main advantages of geometry-based stochastic channel models is their scalability. The
antenna configuration can be changed while the propagation characteristics of the environment
are kept fixed. This can be used to find the ideal configuration of a communication system
without the need for expensive prototypes and measurements. However, the scalability has not
been confirmed yet. Therefore, two additional evaluation results are presented. First, the same
single-antenna configuration as above is studied but with a varying number of users. Second,
the number of users is kept fixed and the number of antenna elements at the BS is increased.
Both cases are important to evaluate so-called massive MIMO systems that use a large number
of antennas at the BS to serve a relatively small number of terminals.

The results for the varying number of users are presented in Tables 4.4 (fixed SNR) and
4.5 (real SNR). The tables compare five cases: the results from the measurements, the results
from the new channel model (QuaDRiGa), the 3GPP-3D model, the Rayleigh i.i.d. model, and
the capacity for orthogonal user channels. The latter values describe the upper bound of the
capacity at a fixed SNR. They were calculated using (3.73). The relative error compared to
the measurement results is shown in the row marked as “err. (%)”. The PG model used for
the new model (QuaDRiGa), the Rayleigh i.i.d., and orthogonal channels was matched to the
measurements. The 3GPP-3D model uses the default UMa PG model from [49] which explains
why the 3GPP-3D capacity exceeds the capacity of orthogonal channels. However, only the
results in Table 4.5 are affected by this.

Table 4.4: DPC capacity in units of [bps/Hz] in Dresden for a varying number of users at σ = 10 dB

No. users 1 2 3 4 5 6 7 8

Meas. Results median 6.1 9.8 12.0 13.7 15.0 16.0 16.9 17.7

QuaDRiGa median 6.2 10.1 12.9 14.9 16.4 17.5 18.4 19.1
err. (%) 2.5 3.5 7.2 8.8 9.9 9.5 9.2 8.4

3GPP-3D median 6.3 10.4 13.5 15.9 17.7 19.1 20.3 21.2
err. (%) 4.0 6.1 11.9 15.5 18.5 19.6 20.3 20.0

Rayleigh i.i.d. median 6.3 10.4 13.5 16.1 18.1 19.7 20.9 21.9
err. (%) 3.1 5.8 12.4 17.0 20.9 22.9 24.2 24.3

Orthogonal median 6.3 10.7 14.4 17.6 20.4 23.0 25.4 27.7
err. (%) 4.6 9.5 19.3 27.9 36.7 44.0 50.9 56.8
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Table 4.5: DPC capacity in units of [bps/Hz] in Dresden for a varying number of users at the actual
SNR

No. users 1 2 3 4 5 6 7 8

Meas. Results median 7.9 13.1 16.8 19.4 21.1 23.7 24.0 25.8

QuaDRiGa median 7.5 12.7 16.6 19.6 22.0 23.7 25.1 26.2
err. (%) -4.6 -3.7 -1.4 1.3 4.1 0.3 4.3 1.7

3GPP-3D median 9.1 16.0 21.9 26.8 31.1 34.4 37.4 39.5
err. (%) 15.7 21.6 30.1 38.3 47.4 45.4 55.7 53.4

Rayleigh i.i.d. median 7.7 13.0 17.5 21.2 24.3 26.9 29.0 30.5
err. (%) -3.0 -0.9 4.1 9.5 15.2 13.7 20.6 18.4

Orthogonal median 7.8 13.5 18.4 22.9 27.2 30.9 34.6 38.0
err. (%) -1.9 2.6 9.5 18.4 28.7 30.8 43.8 47.5

For a single user, all values are in good agreement. When the number of users increases, mul-
tiplexing gains from adding new users decrease. The capacity gains for more than four users
are below 1 bps/Hz per user. The predictions from the new model agree well with the measure-
ments, having errors below 10%. However, the other channel models tend to overestimate the
capacity.

In the next step, the number of antennas is increased while the number users is kept fixed
at nu = 4. This evaluation can only be done in the channel model by replacing the transmit
antenna with a synthetic array antenna. This was done by modeling a single patch element by

F [θ](θ, φ) = 1.54 ·
√

0.0015 + 0.9985 · (cos θ)2.6 · exp (−1.23 · φ2) (4.5)

The parameters (1.54, 0.0015, -1.23 and 2.6) were found by fitting the synthetic pattern to the
ones from the anechoic chamber measurements. The synthetic pattern has an azimuth FWHM
beam width of 87° and an elevation beam width of 81°. The front-to-back ratio is 28.2 dB.
The gain of the single element is 3.75 dBi. This value already includes the attenuation caused
by the switch, the power divider and the cables. Then, three array antenna configurations are
considered for the evaluation of the DPC capacity:

1. The 32 patch elements are arranged in the same way as for the measurements, i.e., they
are arranged in a 2-D planar ULA with 62.5 mm element spacing. The elements in ele-
vation direction are coupled by power dividers to reduce the elevation FWHM to 23° (see
Section 4.1). Thus, there are only 8 effective antenna elements with a gain of 9.75 dBi.
The transmit power per element is set to 36 dBm, the noise floor is -90.2 dBm.

2. The same configuration as in case (1.) is used. However, the elements are not coupled
by power dividers. Thus, the array has 32 elements with 3.75 dBi gain per element. The
transmit power per element is set to 30 dBm to keep the sum-power constant.

3. The number of rows and columns in the planar array is doubled. Thus, there are now 16
columns and 8 rows. The total number of elements is 128, and the transmit power per
element is reduced to 24 dBm.

Figure 4.27 and Table 4.6 present the results for the DPC capacity. The error percentages refer
to the results from the new channel model. After replacing the measured antenna patterns with
the synthetic ones, only minimal differences can be found when comparing the results for the
capacity at σ = 10 dB (four users). The small-scale-fading (SSF) part of the model is not affected
by the antenna. When the actual SNR of the channel is used, the predicted capacities from the
models are roughly 0.7 bps/Hz smaller compared to the results from Table 4.5. The synthetic
antenna patterns seem to lower the radiated power which might explain this observation.
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Figure 4.27: DPC capacity for different numbers of transmit antennas in Dresden, Germany. Left: The
capacity distribution at a fixed SNR. The gray dots indicate the capacity for four users
with orthogonal channel vectors. Right: The capacity distribution at the real SNR in the
channel.

Table 4.6: DPC capacity prediction for different numbers of Tx-Antennas in units of [bps/Hz]

Fixed SNR Actual SNR
No. Tx Antennas 8 32 128 8 32 128

Meas. Results median 13.7 N/A N/A 19.4 N/A N/A
QuaDRiGa median 14.8 22.2 31.9 18.9 21.7 33.0

3GPP-3D median 15.8 23.6 32.7 26.2 29.1 40.6
err. (%) 6.3 6.5 2.3 39.0 33.8 23.1

Rayleigh i.i.d. median 16.1 25.0 33.2 20.2 24.7 34.2
err. (%) 8.3 12.6 4.0 7.0 13.8 3.7

Orthogonal median 17.6 25.4 33.3 22.2 25.1 34.7
err. (%) 18.4 14.2 4.3 17.7 15.5 5.2

When increasing the number of transmit antennas while keeping the sum-power and the number
of MTs constant, there are significant capacity gains, both with fixed SNR and at the actual
SNR in the channel. The average capacity at σ = 10 dB increases from 14.8 bps/Hz (8 transmit
elements with 9.75 dBi gain) to 22.2 bps/Hz (32 transmit elements with 3.75 dBi gain). When
using the real SNR of the channel, the capacity increases from 18.9 to 21.7 bps/Hz. In both
cases the size of the transmit array is the same (roughly 0.5 m wide and 0.25 m high). When
the number of elements is further increased (128 transmit elements, 1 m width, 0.5 m height),
an additional capacity gain of roughly 10 bps/Hz is estimated for both fixed and actual SNR.

Another observation is that, with a large number of transmit antennas, the variance of the
capacity decreases and the DPC capacity is close to the capacity of orthogonal channel vectors.
With 128 transmit antenna elements, the differences between the predicted capacities of the
four approaches (QuaDRiGa, 3GPP-3D, Rayleigh i.i.d. and orthogonal channels) is less than
5%. Only the capacity prediction of the 3GPP-3D model using the actual channel SNR is
23% larger compared to the new channel model. This is due to the different PG model. The
Rayleigh i.i.d. and orthogonal channels use the same PG model as the new channel model.
Hence, it might be sufficient to use simplified SSF models such as the Rayleigh i.i.d. model to
predict the achievable rates for massive MIMO channels that have many more transmit antenna
elements than users. However, is not possible to correctly evaluate beamforming strategies such
as maximum ratio transmission or zero-forcing in this case because the geometric properties
(e.g., the departure and arrival directions) are not modeled. This will also lead to erroneous
results in multi-cell scenarios where the interference caused by different BSs depends on the
beamforming strategy.
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4.7. Summary

4.7 Summary

A measurement campaign from downtown Dresden, Germany, has been evaluated in order to
derive the model parameters and validate the channel model from Chapter 2. The measurements
were done in an urban-macrocell scenario at a carrier frequency of 2.53 GHz. The measurement
data was processed as described in Chapter 3 and the large-scale parameters (LSPs) and per-
formance metrics were calculated. Then, the channel measurements were resimulated with the
new model in order to confirm that the same LSPs and performance metrics can be extracted
from the model output. A reference simulation using the 3GPP-3D model [49] was done to show
how the changes in the new modes affect the results. For this, the parameters from [49] for the
UMa scenario were used. The key findings are:

• The resimulated channels using the new channel model produce almost identical results as
the measured channels for all evaluated LSPs. The performance predictions for the single-
link MIMO channels agree well. In the evaluated multi-user MIMO configurations, up to
10% higher dirty-paper coding capacities are predicted by the new model when the SNR
is kept fixed in the capacity formula (i.e., the influence of the PG is removed). However,
this is still a significant improvement compared to the 3GPP-3D and the Rayleigh i.i.d.
model which predict up to 24% higher capacities.

• The 3GPP-3D model predicts roughly 10 dB more power in the line of sight (LOS) and 4 dB
in the non-line of sight (NLOS) scenario compared to the measurements. This is caused
by a mismatch in the path gain (PG) model. As a result, up to 50% larger capacities are
predicted by the 3GPP-3D model when the actual SNR of the channel is included in the
capacity formula. When the PG values are fitted to the measurements, correct results can
be obtained from the new channel model.

• When generating the departure and arrival angles in the 3GPP-3D model (see [49], page
26), a high Ricean K-factor leads to clustering of the angles of the NLOS paths (see
Fig. 4.9 for an illustration). When high-gain antennas (such as in the measurements) are
used at the BS, the NLOS path clusters are attenuated since they fall outside of the main
beam of the antenna. This has severe effects on the generated channel coefficients in LOS
propagation conditions, where the KF is high. When comparing the input parameters of
the 3GPP-3D model with the results obtained from the generated channels, the KF is
increased by 3.5 dB, the angular spreads and the delay spread are decreased by up to 50%,
and all inter-parameter correlation values at the output of the model do not agree with
the model input. This mismatch will increase further when the antenna gain increases,
such as when using commercial BS antennas. The new model uses a different method to
generate the angles where this mismatch cannot be observed.

• In the new measured and resimulated channels, different users are placed on the same track.
If they are close together, their fast-fading channel coefficients are correlated since they are
served by the same scattering clusters. The 3GPP-3D model does not support extended
terminal trajectories and, therefore, no fast-fading correlation can be included. Each user
gets initialized with a different set of scattering clusters. As a consequence, lower values
for the singular value spread and higher values for the DPC capacity are predicted for the
multi-user MIMO evaluation. With single-antenna users, the 3GPP-3D predicts 20% and
the Rayleigh i.i.d. model predicts 24% higher DPC capacities than in the measurements.
The predictions made by the new model are only 10% higher which indicates that there
is still less correlation than in the measurements. However, a significant improvement can
be seen.
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The results indicate that the new model is significantly better to evaluate multi-user MIMO
channels. In these evaluations, the inter-cell interference caused by different BSs has not been
considered. However, this is an important aspect since interference is the major limiting factor
in todays mobile broadband networks. Spatial channel models, such as the 3GPP-3D model, are
therefore almost always used to study wireless communication systems in interference-limited
conditions. The interdependence of the channels of several BSs is studied in the next chapter
where measurement data from downtown Berlin, Germany, could be used for this case.
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5 Validation of the Model for Multi-Cell
Transmission

The substantial effort that is needed to perform channel measurements makes it difficult to simul-
taneously measure the channel coefficients from multiple BSs. Hence, the compound multi-cell
multi-user MIMO channel can usually not be coherently recorded. One way to obtain early
multi-cell results from single-link measurements is to combine the channels from individual
measurements in a post processing step [19]. However, the number of links that can be char-
acterized is still very limited and it is difficult to generalize the findings and draw conclusions
for realistic network deployments with hundreds of BSs and MTs. More realistic performance
evaluations are therefore done using channel models. The model parameters are extracted from
single-link measurement data with a high spatial and temporal resolution. Such measurements
require sophisticated array antennas and channel sounders in order to resolve the departure and
arrival directions of the multipath components. However, it is an open issue how well the perfor-
mance predictions from such simulations match the performance of real network deployments.
Therefore, a second measurement campaign was done in Berlin, Germany, using a different mea-
surement setup. This setup consisted of three BS sites, having six sectors in total. All sectors
were equipped with commercial panel antennas and GPS-disciplined Rubidium clocks that al-
lowed phase-coherent operation in the same frequency band. As a result, the multi-cell channel
could be coherently recorded at the MT position and it was possible to validate the channel
model from Chapter 2 in a multi-cellular environment. With this setup, the direct comparison
of metrics such as the geometry factor (GF), the multi-cell delay spread, and the interference-
limited capacity could be done. Such metrics are important to determine the performance of
transmission schemes in a system-level environment with dozens of BSs and MTs. However,
due to the small number of antennas that was supported by each BS and the MT in the mea-
surements, the departure and arrival directions of MPCs could not be resolved. The parameter
tables were completed using results from the literature.

An earlier evaluation of the data was presented in [12]. However, after the publication of the
paper, new functionality was added to the model, e.g., the multi-bounce scattering model from
Section 2.4. The extraction of the multipath components (see Section 3.1.2) did not process
entire MIMO links but was limited to SISO. Hence, for the results reported here, the raw
measurement data was processed again and the channel model was used with all new features
enabled. Only minor deviations from the results in [12] were found. Additional evaluations
were done for the multi-user MIMO case where the influence of inter-cell interference on the
achievable performance was studied. Generally, the results from the measurements and the
model are in good agreement and it can thus be concluded that the generalization from single-
link measurements to multi-cell channel models is valid.

This Chapter is organized as follows: In Section 5.1, the measurements are described. Then, in
Section 5.2, the measurement results, the BS and MT positions, and the antenna characteristics
are used to parameterize the channel model from Chapter 2. The model is used to resimulate
the measurement campaign. The resimulated channel coefficients are processed in the same
way as the raw measurement data and a subset of the large-scale parameters is calculated from
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5. Validation of the Model for Multi-Cell Transmission

the two data sets as described in Chapter 3. The results in Section 5.3 show that, for almost
all parameters, there is a good agreement between the predictions made by the model and
the results from the measurements. The performance metrics, which provide a measure of the
achievable data rate of a communication system, are discussed in Section 5.5. In addition to the
evaluations in Chapter 4, it is also possible to study the influence of the inter-cell interference
on the results, which is done for the dirty-paper coding capacity in Section 5.5.5.

5.1 Multi-cell Measurements in Berlin, Germany

The measurement setup replicated a small pre-commercial LTE-advanced system consisting of
six sectors. All sectors were equipped with commercial Kathrein XPol panel antennas1 with a
half-power beam width of 60° in azimuth and 6° in elevation direction (polarization ±45°, 18 dBi
gain). The commercial hardware used in the Berlin testbed was limited to a maximal SNR of
30 dB which is sufficient to transmit 64 quadrature amplitude modulation (QAM) symbols.
Even if there is more power in the link budget, the maximum SNR is capped to this value. All
BS sites were synchronized using GPS-disciplined Rubidium clocks that allowed phase-coherent
operation in the same frequency band. Reference signals [134] consisting of 144 pilot tones
for each BS served for coherently identifying up to six cells. Additional orthogonal sequences
over four consecutive symbols allowed the identification of multiple antennas per cell. Detailed
information on the testbed is available in [18, 20, 135, 136].

At the Rx side, a customized terminal equipped with a pair of dipole-like antennas2 (4 dBi
gain) was used. These antennas were mounted on the roof of a car and slanted by ±45°. The
terminal was synchronized over the air to simplify the measurement procedure and to eliminate
additional calibration steps. The system automatically adjusted the multi-cell CIR within the
4.7 µs guard interval of the underlying OFDM system which removed the mean multi-cell delay
from the data. The MT detected the reference signals and converted them into an Ethernet
packet stream as described in [20]. This data stream was tapped at the terminal and recorded
to a notebook computer.

Custom import filters provide access to the stored CIRs. The import filters extract a 2×12×144
channel tensor every 10 ms. The dimensions correspond to the number of Rx antennas, the total
number of Tx antennas, and the number of samples in the frequency domain, respectively. The
preprocessing of the data was then done in a similar fashion as for the Dresden data. First, the
MPCs were extracted using the algorithm from Section 3.1.2. Then, the LSP were computed
and the measurement setup was replicated in the channel model. Both the preprocessed data
and the output of the channel model have the same format. Thus, identical routines can be used
to obtain the LSPs.

1Type No. 800 10541
2HUBER+SUHNER SWA 2459/360/4/45/V; Type: 1399.17.0040

Table 5.1: Parameters for the multi-cell measurements in Berlin

Parameter Value

Frequency Range 2.68 GHz (center freq.) ; 18.36 MHz (bandwidth) ; 144 carriers
CIR length 4.7 µs ; update every 10 ms
Link Budget 36.5 dBm Tx power per antenna ; -96 dBm noise floor
Max. MT speed 10 km/h
Measurement Track 2 · 3.1 km (two downtilt settings)
Tx antenna configuration 2 elements, XPOL ±45°, 18 dBi gain, 60° azimuth, 6° elevation
Rx antenna configuration 2 Dipole antennas, XPOL ±45°, 4 dBi gain, 360° azimuth, 80° elevation
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Figure 5.1: Map of the measurement area in Berlin, Germany, showing the transmitter and receiver
positions and the orientations of the antennas.

Figure 5.1 shows an overview of the measurement setup, providing the coordinates and heights
(in units of meters), the antenna orientations, and the downtilt settings for each BS site. Three
BSs are located around the Ernst-Reuter-Platz in downtown Berlin, Germany. They are at the
rooftop of the Heinrich Hertz Institute (HHI), the Deutsche Telekom Laboratories (TLabs) and
the main building of the Technische Universität Berlin (TUB). Each BS serves two sectors which
are indicated by ellipses with an white arrow on top. The four innermost sectors, indicated by
black ellipses, form a so-called cooperation cluster, i.e., they jointly serve the users within those
sectors on the same time and frequency resources. In this joint transmission mode, the eight
transmit antennas of the active sectors form a distributed array antenna. The outer sectors
cause out-of-cluster interference. The 12 measurement tracks with a total length of 3.1 km
are plotted as thick black lines. The measurements were repeated twice with different downtilt
settings. In the first setting, the main beam of the high-gain antenna reached the ground at 90%
of the inter site distance (ISD) (450 m). In the second setting, the downtilt was increased such
that this distance was reduced to 33% of the ISD (170 m). In this way, different interference
levels can be investigated and it is possible to evaluate how well the channel model can predict
the performance for different downtilt settings.
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5. Validation of the Model for Multi-Cell Transmission

5.2 Resimulation of the Measurement Campaign

As for the evaluations in Dresden, a replication of the Berlin testbed was created in the channel
model. The parameter tables from [12] are included on Pages 82 and 83, respectively. Since the
Berlin measurements utilized less antennas than in Dresden, only a subset of the LSPs could be
extracted. The missing parameters were taken from the literature. The BS positions and MT
tracks are depicted in Figure 5.1 on Page 115.

Channel Model Setup The Tx-positions, sector orientations and Rx-tracks were imported into
the channel model. The measurement tracks were then split into 190 segments. Each segment
had an average length (including the overlapping part) of 24 m with a standard deviation of
6 m. A separation into LOS and NLOS parts was done based on the overall received power and
a 3-D model of downtown Berlin, Germany. It is assumed that there is no inter-site correlation
of the LSPs due to the large ISD (500 m) and the high angular separation of the three BS sites
at the MT [116]. However, inter-sector correlations at the same BS are included implicitly since
the antennas of different sectors are combined into one array antenna.

Parameterization of the Model In a first attempt, the parameters from the WINNER UMa
[47, 48] scenario were used to resimulate the measurement campaign. However, some differences
between the measurement results and the WINNER parameters were found. For example, many
WINNER results (e.g., [23, 47, 96]) show median DS values of around 40 ns for LOS and 70-
230 ns for NLOS. Results from the measurements with low downtilts (0.9 ISD), however, show
larger DS values of 200 and 300 ns, respectively. This was also reported by other authors (e.g.,
[89, 95, 130]). The measurement results also indicated lower KF values, i.e., strong echoes were
found even if the direct component was present. In some cases, the power of those echoes could
even exceed the LOS power. Therefore, it was necessary to adjust some parameters in order to
increase the match with the testbed. After all, the intention is to show that the model creates
channels with similar properties as real data.

It is not possible to de-embed the antenna patterns because the spatial resolution of the antennas
is not sufficient to calculate the departure and arrival angles of the MPCs. Therefore, the
antenna-influence was removed by an iterative data-fitting method. First, a parameter (e.g., the
DS) was calculated from the measured data3 Then, the log-normal distribution of the parameter
was calculated. The median value (e.g., DSµ) and the STD (DSσ) were obtained. Then, the
model was used to resimulate the channel coefficients and calculate DS

[model]
µ and DS

[model]
σ from

the output. However, due to the weighting by the antenna pattern, some propagation paths are
amplified and others are attenuated. This increases the width of the distribution of the DS. In
the next step, the values at the input of the channel model were adjusted in order to account for
this difference. The procedure was repeated until the values DS

[model]
µ , DS

[model]
σ converged to

DSµ, DSσ from the measurements. The same was done for the other LSPs as well. The model
parameters for the Berlin UMa scenario are listed in Table 4.2 on Page 82. Table 4.3 on Page 83
provides the cross-correlation values between the LSPs.

To calculate the angular spreads, array antennas with a high spatial resolution, such as those
used by [22, 23] and [8], are needed. However, those antennas are not compatible with the
Berlin testbed. It was only possible to directly validate the values for DS, PG, SF, and KF. To

3The measurement data where the downtilt was set to maximize the gain at 90% of the ISD was used for this
evaluation.
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fill the gaps, results from other measurement campaigns were used. Hence, Table 4.2 includes
the averages of the results from measurement campaigns in Dresden, Germany [23], Ilmenau,
Germany, [96] and the WINNER parameters [47, 48].

Antennas It was made sure by extensive testing and debugging that for each parameter in the
tables, the implementation of the model from Chapter 2 produces exactly the same value in the
output channel coefficients. However, the table is only valid for omnidirectional radiation pat-
terns. High-gain BS-antennas were included by a measured 3-D pattern provided by Kathrein.
It contains the radiated power vs. azimuth and elevation angle for one polarization at a fixed
electrical downtilt of 10°. Mechanical tilts were added by rotating the antennas as described in
Section 2.5.2 to obtain the same downtilts as for the measurements. The polarization for the
second port and the cross-polarization isolation between the ports had to be approximated as
well. Since there was no measured 3-D pattern of the receive antenna, it was approximated it
by a dipole. However, with those antennas, the LSPs extracted from the channel coefficients
differ from the values in the table. This needs to be taken into account when discussing then
LSPs in the next section.

5.3 Large-Scale Parameters

The results for the LSPs are presented and discussed in a similar way as in [12]. The figures in
the following sections (see for example Figure 5.2) contain five curves. The solid lines show the
results for the low downtilt, i.e., the main beam reaches the ground at 0.9 ISD or 450 m. The
dashed lines show the results for the high downtilt (0.3 ISD, 170 m). The thick lines are for the
measurements, the thin lines for the model results. An additional dotted line shows the input
parameters of the channel model. Those are obtained by reading the values from the parameter
maps and may help to discuss the influence of the transmit antennas and the downtilt.

The results can be grouped into two categories: single-link parameters (PG, DS, KF, single-link
capacity) and multi-link parameters (GF, multi-cell DS, and interference limited capacities).
Small-scale fading, i.e., fast fluctuations of the received power of a MPC, can lead to strong
fluctuations of the parameters even in subsequent snapshots. Therefore, the LSP values obtained
from snapshots with a range of 3.3 m were averaged in order to reduce this effect (a more detailed
discussion can be found in Section 3.2). Along the 3.1 km measurement track there are 928 such
averaging intervals. Hence, there are 928 values for each multi-link parameter and 5,568 values
(928 · 6 sectors) for each single-link parameter. The simulation was repeated 16 times. Hence,
there are 16 CDFs and 16 median values (2-quantile) for each parameter. The average of those
16 values is plotted in the point where the ordinate shows a value of 0.5. The STD above and
below the mean of those 16 samples determines the width of the errorbar. Squared endings
are for the low tilt (0.9 ISD) and round endings for the high downtilt (0.3 ISD). Generally, the
results for the low downtilt agree better than for the high downtilt since the model parameters
were adjusted in Table 4.2 for the low downtilt data.
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5. Validation of the Model for Multi-Cell Transmission

5.3.1 Effective Path Gain

The effective PG combines the directional antenna gain, the SF, and the distance-dependent
PG. The results are shown in Figure 5.2. The measured power levels of the LOS and NLOS
areas were fitted to the Hatha model [64] as

PG[LOS] = −21.0 · log10 d[km] − 110.5, (5.1)

PG[NLOS] = −28.5 · log10 d[km] − 123.5. (5.2)

The LOS results agree very well with the results from the Dresden measurements (see Sec-
tion 4.3.1). However, the NLOS PG coefficient is much lower than in Dresden (28.5 instead of
46). Thus, the received power is more homogenously distributed in Berlin. A reason might be
the smaller coverage area (only 500 m ISD), and the elevated BS positions (49 to 84 m compared
to 27 to 55 m in Dresden).

At low downtilts (0.9 ISD), the average effective PG is increased due to the antenna gain.
Without antennas, the channel model would predict a median value of -104.6 dB. The antenna
increases this value by 2.2 dB to -102.4 dB. The opposite happens at high downtilts (0.3 ISD)
where the effective PG is decreased by 1.5 dB to -106.1 dB. The same effect can be seen in the
measured data. However, the difference between high and low downtilts is much larger (10.7 dB
in the measured data instead of 3.7 dB in the resimulated data). A possible explanation can
be found in the antenna patterns. At high downtilts, the main beam focusses the power at a
small area close to the BS. The rest of the trajectory is covered by the remainder of the pattern,
e.g., the sidelobes. The measured pattern was only available for 10° electric downtilt. Importing
this pattern in the channel model and adding mechanical tilts leads to a different footprint of
the antenna pattern on the ground which also changes the effective PG. In addition to that, if
the radiated power is localized in a small area, and if the MT is close to one of those areas,
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Figure 5.2: Effective path gain distributions in Berlin, Germany
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the received power is dominated by the BS serving this area. In the measurement system, the
achievable SNR is limited. Thus, weak paths from links to other BSs often fall below the noise
floor and cannot be resolved. This reduces the effective PG calculated from the measured data.
The model, on the other hand, does not have this limitation.

5.3.2 Ricean K-Factor

The KF (Figure 5.3) is influenced by the LOS probability and the antenna gain. For the
estimation of the KF, a certain number of paths has to be detected. When the SNR is too
low, many paths fall below the noise floor. Thus, the KF was only evaluated for parts of the
measurement track where the raw SNR in the measurement data was at least 5 dB. This includes
95% of the low downtilt data and 80% of the high downtilt data.

In the resimulated channels, lower downtilts (0.9 ISD) result in a 1.2 dB higher KF compared
with the data set with high downtilts. This is reasonable, because at high downtilts the beam
of the high-gain antenna illuminates only a small area close to the BS. The KF is reduced in
all other areas because the direct component is attenuated. In the measured data, on the other
hand, high downtilts result in a better KF. However, this can also be explained by the missing
MPCs due to the reduced resolution of the measurement system.

K-Factor (LOS only) If the KF is small, the detection of the LOS path might fail because a
later, stronger path may be taken as the first one by accident. For this reason, in Figure 5.3
(right), the evaluation was limited to areas where there is a LOS connection between Tx and
Rx. Here, the match between the four curves is better. The effect of the high-gain antennas
on the KF can be seen when comparing the parameters in Table 4.2 (model input) with the
results in Figure 5.3 (model output). The LOS-KF in Table 4.2 follows a normal distribution
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Figure 5.3: Ricean K-factor distributions in Berlin, Germany
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with N (2.7, 2.32). In some areas the weighting by the antenna pattern amplifies the direct
component, and the KF increases. In other areas, outside the cell, the direct component is
attenuated and the KF decreases. This explains the larger spread in the empirical distributions.

5.3.3 RMS Delay Spread

The DS in Figure 5.4 depends on the KF and the LOS probability which was 51% in the Berlin
testbed. At low SNR, the calculation of the DS becomes erroneous since many MPCs fall below
the noise floor. Thus, the evaluation was limited to areas where the SNR was at least 5 dB.

An interesting observation is that the antennas have little influence on the DS. This becomes
clear when comparing the DS from Table 4.2 (model input) with the DS in Figure 5.4. The
median LOS value from Table 4.2 (excluding antennas) is 204 ns. The corresponding values that
were calculated from the model output are 191 ns for low and 202 ns for high downtilts. For
NLOS channels, Table 4.2 uses 339 ns as input and the model outputs are 285 ns and 299 ns,
respectively.

The measurement results at higher downtilts (0.3 ISD), however, are significantly shorter com-
pared to the model input (80 ns difference for LOS and 105 ns difference for NLOS). This known
effect comes from the thresholding used to remove the noise from the data [118]. In the mea-
surement system the noise floor is 30 dB below the peak power in the multi-cell CIR. At high
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Figure 5.4: RMS delay spread distributions in Berlin, Germany
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downtilts the power difference between the serving cell and interfering cells can easily exceed
20 dB due to the antenna gain. This leaves a dynamic range of only 10 dB for the detection
of MPCs in the interfering links. Hence, the channels seem to have a shorter DS because weak
MPCs cannot be resolved. The resimulated channels do not have this limitation and thus show
a larger DS.

Multi-Cell Delay Spread The multi-cell DS (Figure 5.4, right) is calculated from the combined
CIR of all BSs. Hence, it includes the different mean-delays. This is important if a MT is
connected to several BSs at the same time, e.g., when using soft handover or joint transmission.
For the low downtilts, the measurement results show an increase of the median DS from 230 ns
to 338 ns. The model predicts a slightly larger value of 380 ns. However, the maximum delay
spread does not increase. All channels, single-cell and multi-cell, have a delay spread of less
than 900 ns.

The results for the high downtilts, however, show some differences. Both the measured results
for single-cell and multi-cell are shorter than the predictions from the model. The reason is likely
to be the same as discussed above: The measurement setup cannot resolve sufficient MPCs if
the power difference between serving and interfering links is high.

5.4 Inter-Parameter Correlation Values and Decorrelation Distances

Figure 5.5 summarizes the results for the inter-parameter correlation values and Figure 5.6 for
the decorrelation distances. For each of the parameters, there is one value that is calculated
from the measurements, one that serves as input to the model and 16 values that are obtained
at the model output when initializing the model several times. The results are obtained from
the dataset with low downtilts (0.9 ISD).

simulate_b_v1.2.29-441_16it_d5

DS-KF LOS
Meas.: -0.64

In.: -0.35
Out: -0.63 ± 0.06-1 1

NLOS
Meas.: -0.34

In.: -0.10
Out: -0.46 ± 0.10-1 1

DS-SF LOS
Meas.: -0.61

In.: -0.62
Out: -0.29 ± 0.10-1 1

NLOS
Meas.: -0.55

In.: -0.65
Out: -0.30 ± 0.17-1 1

KF-SF LOS
Meas.: 0.72

In.: 0.60
Out: 0.28 ± 0.06-1 1

NLOS
Meas.: 0.30

In.: 0.12
Out: 0.19 ± 0.10-1 1

Figure 5.5: Inter-parameter correlation values in Berlin, Germany
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simulate_b_v1.2.29-441_16it_d5

DS LOS
Meas.: 55.4

In.: 130.0
Out: 82.1 ± 21.30 300

NLOS
Meas.: 65.1

In.: 100.0
Out: 60.1 ± 13.60 300

KF LOS
Meas.: 79.1

In.: 23.0
Out: 48.0 ± 7.00 300

NLOS
Meas.: 53.1

In.: 40.0
Out: 29.7 ± 7.70 300

SF LOS
Meas.: 125.1

In.: 90.0
Out: 92.9 ± 19.00 300

NLOS
Meas.: 128.9

In.: 100.0
Out: 146.2 ± 38.10 300

Figure 5.6: Decorrelation distances in Berlin, Germany in units of [m]

The plots are structured as follows: The LSPs and the propagation conditions are indicated
on the left hand side of the Figures. The gray bar presents the range of the parameter. A
downward pointing triangle in the top part of the bar indicates the value that was calculated
from the measurements. An upward pointing triangle in the lower part of the bar indicates the
value that was set at the input of the model. The dark shaded area indicates the range of values
that were calculated at the output of the model. The vertical line shows the average of the
16 values. The width of the area, i.e., the range from the beginning of the shaded area to the
middle line, and from the middle line to the end, is determined by the STD of the 16 values.
Hence, the total width of the shaded area is twice the STD.

In case of LOS propagation, the parameters show high correlation values. The KF is correlated
with the SF (ρKF,SF = 0.72). This means that areas with a high overall power are dominated
by the direct component. Subsequently, this leads to low values for the DS which has a negative
correlation coefficient with both the KF and the SF (ρ < -0.6). However, it seems that those
values cannot be predicted well by the model where the average value ρKF,SF is only 0.28 despite
the input value of 0.6 and ρDS,SF = -0.29 with an input setting of -0.62. This indicates that
the true cross-correlation between DS and SF might even be smaller than -0.6. However, that
would destroy the positive definiteness of the cross-correlation matrix.

In both scenarios (LOS and NLOS), the decorrelation distances agree well in most of the cases.
The results are better than for the Dresden measurements (Section 4.5) where larger deviation
were found. This can be attributed to the smaller values for the inter-parameter correlations
(see Table 4.3). The decorrelation distances from the 3GPP-3D model (see Table 4.2) are only
half as big as in the measurements. However, the current results agree very well with [137].
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5.5 Performance Metrics

5.5.1 Geometry Factor

The GF is a lower bound for the SINR, i.e., the power of the serving sector divided by the
interference power and noise. Thus, the GF is mainly influenced by the PG and the antenna
directivity. The results are shown in Figure 5.7.

At higher downtilts (0.3 ISD), the coverage area of a sector is small and little power is radiated
into the neighboring cells. Hence, the interference situation can be improved by increasing the
downtilt. This is predicted well by the channel model. In case of low downtilts (0.9 ISD), the
model predicts a GF that is roughly 1.4 dB better compared with the measurements. Two
reasons could be behind this: First, the exact positions of the buildings on the campus are not
included in the model. Thus, the effective path gain at the MT positions is different for each
initialization of the model. Second, the antenna patterns in the model do not perfectly match
the real ones in the measurement. This changes the GF since the power distribution on the
ground differs from the measurements.
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Figure 5.7: Geometry factor distributions in Berlin, Germany

5.5.2 Single-User Capacity at a Fixed SNR

The results for the single-user capacity (see Section 3.3.1 for an introduction) are shown in
Figure 5.8. In this evaluation, the capacity of the 2×2 MIMO channel matrix of each BS-MT
link was evaluated at a fixed SNR of σ = 10 dB. Thus, the received power was removed from
the evaluation and only spatial propagation effects could have an influence on the capacity. The
evaluation was limited to areas where the SNR in the data was at least 5 dB. This covered 96%
of the measurement locations for the low downtilts (0.9 ISD) and 79% for the high downtilts

123



5. Validation of the Model for Multi-Cell Transmission

(0.33 ISD). The lower bound of the capacity is the Keyhole capacity C [KH], i.e., the capacity
with only one spatial degree of freedom. The upper bound C [parallel] is reached when there are
two parallel spatial data streams. Their values can be computed as

C [KH] = log2(1 + 10 · 2) ≈ 4.39 bps/Hz, (5.3)

C [parallel] = 2 · log2(1 + 10/2 · 2) ≈ 6.91 bps/Hz. (5.4)

At low downtilts, the median measured capacity of 5.44 bps/Hz is predicted well by the channel
model (5.37 bps/Hz). However, at high downtilts, the measured capacity is only 5.21 bps/Hz
while the predictions from the channel model remain unchanged (5.37 bps/Hz). Intuitively, the
predictions from the model make sense because the only difference between the two resimulated
data sets is the downtilt. However, the influence of the received power, which is mainly affected
by the downtilt, is removed from the capacity evaluation by fixing the SNR to σ = 10 dB.

Another observation is the difference in the width of the distributions. The resimulated channels
show a wider spread in the capacity results compared to the measurements. A reason for this
could be discrepancies in the values for the angular spreads. However, it is difficult to quantify
this influence without access to accurate angular spread measures. It is also possible that the
measurement system causes some random phase fluctuations within different MIMO sublinks
due to the over-the-air synchronization. Such a random component would explain the steeper
distribution of the measurement results. Nevertheless, compared with the distribution of an
i.i.d. channel, there are significant fluctuations in all the results. Clearly, it is important to
adjust the transmission mode to the channel rank as suggested by [133].
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Figure 5.8: Capacity at a fixed SNR in Berlin, Germany
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5.5.3 Multi-User Singular Value Spread

Results for the multi-user SV spread are presented in Figure 5.9. The SV spread is a measure
of the orthogonality of users signals. A detailed introduction and discussion of this metric can
be found in Section 3.3.3.

In Berlin, the BSs had two cross-polarized transmit antennas and the MTs had two receive
antennas. The SV spread is evaluated for the four active sectors shown in Figure 5.1. These BSs
form a so-called cooperation cluster, i.e., they coherently process the signals for the served MTs.
The compound channel has eight distributed transmit antennas. To evaluate the correlation
properties in the channel, two configurations are considered:

1. Dual-antenna receivers: Each BS serves one dual-antenna MT with two spatial data
streams (single-user MIMO). The terminals perform a handover to the BS with the highest
receive power. Hence, in addition to the path-gain window, users are chosen such that
each of the four active BSs serves one user. Therefore, the compound 8×8 channel matrix
has a block-diagonal structure and becomes near-orthogonal due to the two polarizations.

2. Single-antenna receivers: As in Dresden, the terminals select their best receive an-
tenna. Each BS then serves two MTs with a different data stream. Terminals are picked
randomly. As for the dual-antenna MTs, they are required to perform a handover and are
always served by their best BS. However, if the terminals are not well separated, i.e., if
their channel vectors are not orthogonal, the SV spread might increase.

The median SV spread for the dual-antenna receivers calculated from the measured channel data
for the low downtilt (0.9 ISD) is 13.5 dB which is only 0.8 dB more compared to the Rayleigh
i.i.d. channels. The values for the high downtilt (0.33 ISD) are very similar. Those values are
predicted well by the channel model (there is only 1 dB difference). When using single-antenna
receivers and serving eight instead of four terminal simultaneously, almost identical values can
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Figure 5.9: Singular value spread in Berlin, Germany
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be obtained. The results from the measurements as well as the resimulated channels are very
close to the ones for the dual-antenna configuration. Hence, one can conclude that using a
distributed antenna system with cross-polarized antennas and assigning the users to their best
serving BS is a good strategy. The resulting compound channel matrix is well-conditioned. For
comparison, in the Dresden measurement campaign, the eight transmit antennas were installed
at a single BS. The median SV spread was 19.2 dB in this case.

5.5.4 Dirty-Paper Coding Capacity

The DPC capacity is the upper bound of the achievable rates in a multi-user system. The results
are depicted in Figure 5.10. The results are presented for two normalizations of the compound
channel matrix (see Section 3.3.4 for an introduction). First, the matrix is normalized to a fixed
SNR of σ = 10 dB. This has the advantage that the influence of the power is removed from the
results and only spatial propagation characteristics, i.e., multipath and polarization effects, are
considered. Second, the power is not removed and the capacities are calculated at their actual
SNR.

When the SNR is fixed it is possible to define some bounds of the capacity that help discussing
the results. The lower bound is reached when the compound channel matrix has only one
spatial degree of freedom, e.g., all users are at the same position which can only be served by
a (compound) keyhole channel. If the (distributed) BS has no channel knowledge, it cannot
perform any spatial processing, e.g., beamforming ore precoding. The users have to share the
radio resources either in the time or frequency domain. In this case, the ergodic keyhole capacity
at σ = 10 dB with equal power allocation is (3.70) 6.3 bps/Hz. If the BS has perfect channel
knowledge, it can precode the users’ signals such that the waveforms that are transmitted by
the eight distributed antennas add up constructively at the MT position. The DPC capacity is
(3.71) is 9.3 bps/Hz in this case. This increase of the capacity comes from the 9 dB increase of
the effective received power due to the constructive interference. However, low capacity values
could not be observed in the measured channels. A special case arises when the four dual-
antenna users can be separated in the spatial domain but each user can only receive one data
stream. The compound channel matrix is composed of four keyhole matrices. Without channel
knowledge at the BS, a capacity of (3.72) 17.6 bps/Hz could be achieved in this case. Optimum
power allocation would disable one data stream per user and shift the power to the remaining
stream. The capacity (3.73) in this case is 21.4 bps/Hz. When there are eight orthogonal
channel vectors, a capacity of 27.7 bps/Hz can be achieved. In this case, it is irrelevant if there
is channel knowledge at the BS.

The median measurement results are very close to the upper bound of the capacity. At the
low downtilts (0.9 ISD), the median capacity is 26.0 bps/Hz for the four dual-antenna users and
26.3 bps/Hz for the eight single-antenna users. The distributions range from 23.2 to 27.5 bps/Hz.
The values are roughly 1 bps/Hz lower for the high downtilts (0.9 ISD). This difference is
predicted also by the channel model. However, for the single-antenna users the model predicts
1 bps/Hz lower values for both the low and high downtilts. There seems to be slightly more SSF
correlation between the users in the model than in the measurements. For comparison, when the
eight antennas are co-located at the same BS as it was the case in the Dresden measurements, a
median capacity of 17.7 bps/Hz could be achieved with eight single-antenna users (see Table 4.4
on Page 108). The distributed antenna configuration in Berlin and the handover of users to
their best cells leads to significant capacity gains.
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Fixed SNR (σ = 10 dB)
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Figure 5.10: DPC capacity in Berlin, Germany. Top: The capacity distribution at a fixed SNR. Bottom:
The capacity distribution at the actual SNR in the channel.
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When the actual SNR from the channel is used, the capacity in the Berlin testbed triples. This
is shown in the bottom part of Figure 5.10. Due to the handover to their best cell, users always
experience good reception condition. The SNR limit of the prototype measurement system,
which was 30.8 dB, is included in the curves. In most cases, the capacity was noise-limited, i.e.,
users could almost always achieve the 30.8 dB SNR. Only with the high downtilts (0.3 ISD) there
were some users that were power-limited, i.e., they were outside the main beam and thus had a
lower SNR. Due to joust transmission, interference was eliminated and external interference was
not present in this evaluation (this case is discussed in the next section). In the single-antenna
configuration, an average sum-capacity of 84.5 bps Hz was achieved for the four cooperating
sectors at the low downtilts (0.9 ISD). This value was reduced to 80.4 bps Hz at high downtilts
(0.3 ISD).

5.5.5 Dirty-Paper Coding Capacity with Inter-Cell Interference

The results from the previous section show significant gains for joint transmission. However,
those results did not include external interference. Hence, in reality, the gains will be lower.
In this section, interference is included in the evaluation for the DPC capacity as described in
Section 3.3.5 on Page 71. The previously disabled interfering sectors in Figure 5.1 (Page 115) are
used for this purpose. In addition, several techniques to mitigate the interference are compared.
Those are frequency reuse, massive MIMO and joint transmission. The results are presented in
Table 5.3 and Figure 5.12.

Transmission schemes It is assumed that each active sector always serves two single-antenna
MTs. The users select the best of their two receive antennas based on the power. The MTs
are placed randomly on the measurement track. No further constraints are applied. Hence,
there might be power differences between the users. However, if the users get assigned to their
best serving sector (as it is done for most of the schemes), they will often have similar received
powers. The sum-transmit power per sector is fixed to 39.5 dBm (8.93 W), independent of the
number of transmit antennas. The following transmission schemes are compared:

• Isolated cell
Each of the four active sectors is treated independently as if there were no interfering
sectors. The full spectrum is available for each sector. This scheme is unrealistic in
practice but helps to discuss differences between measured and resimulated channels at
low SNR and longer distances.

• Frequency reuse 4 (FR4)
Each sector gets a different frequency band. Users perform a handover to their best serving
sector based on the average received power. Channels are assumed to be interference-free.
However, only 25% of the spectrum is available in each sector. Thus, the capacity results
are divided by a factor of four to incorporate the reuse factor.

• Frequency reuse 4 (FR4) with massive MIMO
This scheme can only be evaluated using the channel model. The active sectors are
equipped with a massive MIMO array antenna with up to 144 antennas. The sum-power
remains the same. However, the excess amount of transmit antennas enables beamforming
gains that can increase the spectral efficiency. As above, users perform a handover to their
best sector, and each sector utilizes 25% of the total spectrum.
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• Frequency reuse 1 (FR1)
Each sector is treated independently. Users are assigned to the four active sectors. Within
those, they are assigned to their best serving sector. However, the interference from the
outer interfering sectors is included as well. Thus, each user sees the channel of its serving
BS and five interfering channels. It is assumed that the BSs have no knowledge of the
interfering channels but know the channels of their own users.

• Frequency reuse 1 (FR1) with massive MIMO
This scheme can only be evaluated using the channel model. The active sectors are
equipped with a massive MIMO array antenna. It is assumed that the BSs know the
channels of their own users but not the interfering channels. Thus, each active sector opti-
mizes the transmit strategy, i.e., the beamforming weights, as if there was no interference.
The two outer interfering sectors do not use massive MIMO but keep their conventional
antennas.

• Joint transmission, no external interference
The four active sectors form a cooperation cluster and jointly serve eight users. Thus, the
antennas of the cooperating BSs resemble a distributed array antenna with eight elements.
The transmit power per sector remains constant. Thus, the distributed array has a sum-
power of 45.5 dBm. Users are assigned to their best serving sector. To make the schemes
comparable, the capacity is measured in bps/Hz per sector. Hence, the values from the
previous Section have to be divided by a factor of four, i.e., if the distributed eight-element
array antenna has a sum-capacity of 80 bps/Hz, each of the four sectors sector achieves
on average 20 bps/Hz.

• Joint transmission, with external interference
The previous scheme is unrealistic because out-of-cluster interference is ignored. Therefore,
the two interfering sectors are used to cause uncoordinated interference which is included
in the capacity calculation. The BS optimizes the transmit strategy as if there was no
interference.

Massive MIMO antennas In order to study the effect of massive MIMO in the interference
limited setup, a model for the transmit antenna had to be created. This model consists of
16 individual elements, eight for +45° polarization and eight for -45°. The eight elements for
one polarization are coupled with a power-divider. Additional phase-shifts enable electrically
adjustable downtilts. A reference antenna pattern was provided by Kathrein. For the massive
MIMO antenna, a simplified model of a single antenna element was created. This is described
in detail in Appendix A.2. The element has a FWHM beam width of 68°, both in elevation and
azimuth direction, and a gain of 9.6 dBi. Then, four different array antenna configurations are
considered. The parameters are summarized in Table 5.2 and the array configuration is sketched
in Figure 5.11.

For the first “massive MIMO antenna”, a model of the 2-port Kathrein antenna was created by
using a fixed phase offset between the single elements to achieve the same 10° electric downtilt
as for the reference antenna pattern. Thus, this antenna is used to test how much the results
differ when replacing the measured antennas with the modeled ones. Mutual coupling between
the elements was ignored. Hence, there are differences in the sidelobes of the antennas (see
Figure A.2 on Page 140). This will also have an effect on the interference experienced by the
users in other sectors. The transmit power per antenna is set to 36.5 dBm. The gain of the
antenna is 18.5 dBi.
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Table 5.2: Overview of the massive MIMO antenna configurations in Berlin, Germany

No elements 2 16 64 144

Electric downtilt deg 10 0 0 0
Mechanic Downtilta deg 13/19/5 23/29/15 23/29/15 23/29/15
Tx. power per element dBm 36.5 27.5 21.5 18.0

mW 4,470 560 140 60
Max. beamforming gain dB 18.5b 19.0c 28.2c 30.0c

Az. beam width deg 67.1 67.1 6.1 5.7
El. beam width deg 6.5 6.1 6.1 5.7
Element spacing λ 1.0 1.0 1.0 0.71
Array height m 1.1 1.1 1.1 1.1
Array width m 0.2 0.2 1.1 1.1

aThe first value is for the HHI BS, the second for the TLabs BS and the third for the TUB BS. See
also Section 5.1 on Page 114 for details.

bThis value is fixed due to the fixed precoding weights (see Appendix A.2, Page 140).
cThis value is variable, depending on the transmit strategy.
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Figure 5.11: Massive MIMO antennas for interference mitigation in Berlin, Germany

For the second antenna, the fixed coupling between the antenna elements is removed and each
element can be used directly for the MIMO processing. The effective transmit power per element
is reduced to 27.5 dBm to maintain the sum-power per sector. The antenna layout is depicted
in Figure 5.11 on the left. The mechanical downtilt was increased to match the values for the
high-downtilt scenario, i.e., the maximum antenna gain is achieved at 170 m distance from the
BS (0.3 ISD). The minimum FWHM is 6.1° in elevation direction and 67.1° in azimuth direction.
The MIMO processing, however, can now adjust the beam direction in elevation direction to
improve the performance for the served user and to reduce interference.

For the third antenna, the -45° polarization is discarded and the +45° column is replicated eight
times (see Figure 5.11, middle). The element spacing of 1 λ is maintained. Thus, this 64-element
planar antenna has a size of roughly 1 m × 1 m. The minimum azimuth FWHM is reduced to
6.1° while the transmit power is reduced to 21.5 dBm. The maximum beamforming gain of the
antenna is 28.2 dBi if all the power is directed towards a single user.

A fourth antenna was created by packing the elements closer together (see Figure 5.11, right).
With +45° polarization, an element spacing of λ/

√
2 is feasible, and 144 elements can be stacked

in an 12 × 12 planar array. The array antenna size is not increased in this case. However, the
beam with also does not change much compared to the 64 element array. The minimum azimuth
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FWHM is now 5.7°, both in azimuth and elevation direction. The antenna gain is increased to
30 dBi while the transmit power per element is reduced to 18 dBm. The main difference is that
this antenna has a stronger sidelobe suppression which reduces the interference experienced by
other terminals.

Results Table 5.3 provides an overview of the results. The table is structured as follows: the
transmission scheme is listed on the left, followed by the number of transmit antennas in the
cooperation cluster, and the size of the coverage area. A value of 0.9 ISD means that the low
downtilts were used where the main beam hits the ground at 90% of the inter site distance
(ISD). Likewise, a value of 0.3 ISD means that the high downtilt settings were used. Then,
the results are presented for the measured data, the new (QuaDRiGa) channel model, and the
Rayleigh i.i.d. channel model. The latter includes the PG, SF and the average antenna gain at
the MT positions. Hence, power differences between the users are included (also the differences
between LOS and NLOS propagation), but the MIMO channel coefficients are modeled by an
i.i.d. matrix. For each transmission scheme and data set, the average value (avg.), the low
value for the CDF that could be achieved in more than 90% of the cases (cdf.1 ), and the high
value for the CDF that could be achieved in more than 10% of the cases (cdf.9 ). The column
denoted as err. shows the relative error compared to the measured data, if not stated otherwise
in the footnotes of the table. All results include the actual receive power, i.e., they use the
normalization where the channel matrices are normalized to the actual SNR in the channel.

Table 5.3: DPC capacity prediction for different transmission schemes and numbers of Tx-Antennas in
units of [bps/Hz per sector]

Measured QuaDRiGa Rayleigh i.i.d.

Row Scheme nt ISD avg. cdf.1 cdf.9 avg. cdf.1 cdf.9 err. avg. cdf.1 cdf.9 err.

1 Isolated cell 2 0.9 18.7 16.4 20.3 17.1 12.4 20.5 -8.8 17.4 13.5 20.3 -6.6

2 2 0.3 13.8 9.6 17.9 15.9 11.6 19.9 16.7 16.2 12.2 20.1 19.8

3 Freq. reuse 4 2 0.9 5.1 4.9 5.3 5.0 4.7 5.3 -1.0 5.0 5.0 5.1 -0.9

4 2 0.3 4.9 4.4 5.4 4.9a 4.5 5.3 0.1 5.0 4.7 5.1 0.9

5 Freq. reuse 4 2 0.3 N/A N/A N/A 4.9 4.4 5.3 -0.0 b 4.9 4.4 5.1 -0.4 c

6 massive MIMO 16 0.3 N/A N/A N/A 8.1 7.3 8.6 8.1 7.3 8.6 0.5 c

7 64 0.3 N/A N/A N/A 9.2 8.2 10.2 9.3 8.2 10.2 0.3 c

8 144 0.3 N/A N/A N/A 9.8a 8.7 10.9 9.9 8.7 10.9 0.4 c

9 Freq. reuse 1 2 0.9 2.2 0.8 3.9 2.6a 1.1 4.5 23.8 2.7 1.3 4.5 29.8

10 2 0.3 3.2 0.6 6.9 4.0a 0.8 8.2 31.0 4.1 1.0 8.2 36.1

11 Freq. reuse 1 2 0.3 N/A N/A N/A 4.8 1.0 10.0 19.2 b 4.8 1.1 9.7 0.5 c

12 massive MIMO 16 0.3 N/A N/A N/A 9.9 4.3 15.8 10.2 4.8 15.8 4.0 c

13 64 0.3 N/A N/A N/A 13.4 7.1 19.8 13.4 7.7 19.2 1.2 c

14 144 0.3 N/A N/A N/A 15.6a 7.9 22.9 15.6 9.1 21.6 2.6 c

15 Joint trans. 8d 0.9 21.1 20.7 21.5 20.7 20.2 21.2 -1.9 20.8 20.4 21.1 -1.7

16 interference free 8d 0.3 20.1 19.1 21.0 20.1a 19.4 20.7 -0.1 20.2 19.6 20.6 0.5

17 Joint trans. 8d 0.9 5.3 4.0 6.6 6.0 4.6 7.5 15.1 6.2 4.9 7.6 19.4

18 with ext. int. 8d 0.3 5.0 3.0 7.0 6.4a 4.8 8.1 33.6 6.5 4.9 8.2 36.8

aThis curve is included in Figure 5.12.
bThis value shows the difference of the results with synthetic antennas compared to the measured pattern,

i.e. the values in the row above.
cThis value shows the difference to the QuaDRiGa resultsu sing the same PG model.
d4 active sectors with 2 transmit antennas, each. The capacity is normalized to [bps/Hz per sector].

131



5. Validation of the Model for Multi-Cell Transmission

Additional illustrations of the results are provided in Figures 5.12 and 5.13. Figure 5.12 shows
the CDFs for several transmission schemes. Those are highlighted in bold text in Table 5.3. All
of them were obtained from the channel model. Figure 5.13 on page 134 shows the interference
footprint for different transmission schemes and exemplary user positions. The term interference
footprint refers to the geometry factor (see Section 3.3.2, Page 66) that would be achieved
when taking only the antenna patterns, precoding strategy, and path gain into account. The
precoders were calculated for the given user positions using maximum ratio transmission [57].
The interfering sectors did not apply any precoding strategy.

Discussion of the Results

Isolated cell
Measurement results for the isolated cells without interference and handover show an average
DPC capacity of 18.7 bps/Hz for the low downtilt (0.9 ISD) and 13.8 bps/Hz for the high
downtilt (0.3 ISD). For the low downtilt, the model predicts a 8.8% smaller capacity with a
higher spread while at the high downtilt the predicted capacities are 16.7% higher than in the
measurements. This can be explained by the results for the effective PG which show a similar
difference (see Section 5.3.1, Page 118).

In Dresden, the average capacity for two users was 13.1 bps/Hz (see Table 4.5, Page 109). There
were eight transmit antennas per BS in Dresden. However, there was also a the lower LOS prob-
ability (20% compared to 50% in Berlin) and a lower path gain. The capacity could be predicted
with high accuracy (2.9% error). A major difference was that calibrated antenna patterns were
available in Dresden, both for the transmitter and the receiver, while many approximations had
to be made in Berlin. It seems that the accuracy of the antenna model has a significant impact
on the accuracy of the performance predictions. The Rayleigh i.i.d. model predicts a slightly
higher capacity which is in line with the observations from the Dresden data.

Frequency reuse 4 (FR4)
The model predictions for FR4 with handover between cells are almost identical to the mea-
surement results. On average, a capacity of 5 bps/Hz per sector could be achieved for both
downtilt settings (including the reuse factor). It seems that all antenna models show a high
accuracy within the coverage area of a cell. This is also visible when comparing row 4 and row
5 in Table 5.3. Predictions with the massive MIMO antenna model are almost identical to the
measured results.
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When the number of transmit elements is increased while the sum-power is kept constant, signif-
icant beamforming gains are possible. Elevation beamforming (row 6) increases the capacity by
65% without changing the antenna dimensions. With full massive MIMO (row 8), the capacity
is doubled. Due to frequency reuse and handover, fairness among the users is maintained, i.e.,
90% of the users can achieve at least 90% of the average capacity, independent of the number
of transmit antenna elements.

Frequency reuse 1 (FR1)
FR1 with low downtilts has the worst performance (see row 9 in Table 5.3). The average capacity
results from the measures channels show 2.2 bps/Hz per sector. In 10% of the cases, the capacity
was below 0.8 bps/Hz. Increasing the downtilt, and thus reducing the coverage area per sector,
increases the average capacity to 3.2 bps/Hz. However, for roughly 30% of the users, increasing
the downtilt does not show any performance gain. This can be seen in the empirical CDFs in
Figure 5.12.

The values predicted by the channel model are up to 31% higher compared to the measurements.
A possible explanation is that antenna model, especially the accuracy for the sidelobes, does
not match well with the measurements. It seems that in the measurements, there was more
interference than in the resimulated channels. An indication for this sensitivity is the prediction
with the artificial antenna model in row 11. The artificial antenna (see Appendix A.2, Page 140)
ignores mutual coupling and thus shows some significant differences in the radiated power outside
the main lobe. This increases the predictions from the model by another 20% compared to the
results obtained with the adopted reference pattern from Kathrein.

FR1 and massive MIMO
If the conventional antenna is replaced by a massive MIMO array antenna, significant gains are
possible with full frequency reuse. Elevation beamforming with 16 antenna elements doubles
the average capacity from 4.8 bps/Hz (fixed elevation beam width) to 9.9 bps/Hz (variable
elevation beam width). The effect is illustrated in Figure 5.13 on the left hand side. The three
BS positions are marked with a square. Eight user positions are shown as black dots. The users
are positioned in a way that each active sector serves two users. The two interfering sectors
don’t have any users but cause interference to the existing users. The top-left figure shows the
GF for the fixed elevation beams (corresponding to row 11 in Table 5.3). Some users are well
within the coverage area of the sectors and have a high GF (white areas). However, some of the
users are at the cell edge have a very poor performance (gray areas). When the BSs are allows
to adjust the precoding weights to alter the beam width and tilt in elevation direction (bottom
left figure, corresponding to row 12 in Table 5.3), all of the users achieve a good performance.

If, in addition, azimuth beamforming is possible, the average capacity reaches 15.6 bps/Hz with
144 transmit antenna elements. However, there is also a large spread as can be seen in the CDF
in Figure 5.12. The effect of massive MIMO is illustrated in Figure 5.13 in the bottom right.
Here, each user gets illuminated by a narrow beam. The downside of this approach is that the
interference caused in the neighboring sectors is unpredictable. This is visible for the interfering
sectors which are deformed and have a lower GF compared to the conventional approach in
the top left. This also explains the large spread in the results. Deploying massive MIMO in
a conventional macro-cell setup requires some coordination between the neighboring sectors in
order to mitigate the interference.

Joint transmission
Rows 15 and 16 of Table 5.3 show the DPC capacity for joint transmission without external
interference, i.e., only the active sectors are considered. The results are identical to the ones
from Section 5.5.4 except for an additional factor of 0.25 to obtain the average capacity per
sector. The joint transmission capacity is roughly four times the FR4 capacity from rows 3 and
4. Thus, it is possible to remove all the interference within the cooperation cluster.

133



5. Validation of the Model for Multi-Cell Transmission

If the interfering sectors are included in the analysis (rows 17 and 18), the achievable rate drops
significantly. The average capacity is now only 6.0 bps/Hz. The effect of joint transmission
is illustrated in Figure 5.13 on the top right. The active sectors cooperate and their mutual
interference is removed. However, large areas still have a low GF due to the influence of the two
interfering sectors. In many cases, especially for the TLabs BS, no improvements can be seen.
It is important to carefully select the users that are served by joint transmission and assign
them to suitable cooperation clusters. This requires efficient scheduling algorithms to address
the interference-management problem. Also, backhaul requirements for the data exchange can
be significant [31].

X-Position [km]

Y
-P

os
iti

on
 [k

m
]

Freq. reuse 1 (2 Tx, 0.3 ISD)

Int
erf

eri
ng

 Se
cto

r
In

te
rfe

rin
g 

Se
ct

or

-0.4 -0.2 0 0.2 0.4
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4
BS
MT

X-Position [km]

Joint trans. (4⋅2 Tx, 0.3 ISD)

Int
erf

eri
ng

 Se
cto

r
In

te
rfe

rin
g 

Se
ct

or

-0.4 -0.2 0 0.2 0.4
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4
BS
MT

Geometry factor [dB]
0 2 4 6 8 10 12 14 16 18 20

X-Position [km]

Y
-P

os
iti

on
 [k

m
]

Massive MIMO FR1 (16 Tx)

Int
erf

eri
ng

 se
cto

r
In

te
rfe

rin
g 

se
ct

or

-0.4 -0.2 0 0.2 0.4
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4
BS
MT

X-Position [km]

Massive MIMO FR1 (144 Tx)

Int
erf

eri
ng

 se
cto

r
In

te
rfe

rin
g 

se
ct

or

-0.4 -0.2 0 0.2 0.4
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4
BS
MT

Figure 5.13: Interference footprint for different transmission schemes in Berlin, Germany

134



6 Conclusions

GSCMs such as the 3GPP SCM and the WINNER model allow the separation of antenna
and propagation effects. They are thus ideal candidates to evaluate the performance of massive
MIMO systems and joint transmission (JT) coordinated multi-point (CoMP) with realistic radio
channels. In this thesis, several extensions of the WINNER channel model [47, 48] and the
3GPP-3D model [49] were proposed that enable a more accurate description of the physical
propagation environment. In order to confirm the correctness of the model, measurements in
downtown Dresden, Germany, and downtown Berlin, Germany, were evaluated and the results
were compared with the model. For this, an extensive parameterization of the model was done
in order to separate the influence of large-scale and small-scale propagation effects.

The new model was able to predict the single and multi-user performance of a (near) massive
MIMO system with high accuracy. The dirty-paper coding (DPC) capacity of two multi-user
setups was evaluated. Independent of the number of antennas at the user terminal, the model
correctly predicted the channel rank and the capacity within 15% error. It was also shown that
i.i.d. Rayleigh fading models tend to overestimate the achievable rate in this case. The new
model can thus be used to test and evaluate different antenna and user constellations in order
to find the best massive MIMO system configurations.

It was shown that it is possible to generate channel traces with similar characteristics as measured
data. This will speed up the evaluation of new algorithms, since it is now possible to obtain
realistic performance results in an early stage of development. Existing parameter tables from
previous geometry-based stochastic channel models can be used. Hence, the new model enables
virtual field trials in many scenarios. Simulations were done with the 3GPP-3D parameters and
results were compared with the new model and the measurements. There were some differences.
Due to this, it is important to carefully check the existing parameter tables against real-world
scenarios. However, this would have exceeded the scope of this work.

Besides the new features that were introduced to enable accurate performance predictions for
massive MIMO and JT CoMP in cellular environments, many future technologies for 5G wireless
communications pose open questions regarding additional extensions of the channel model. Some
of them are:

• 2-D correlated small-scale fading
Correlated small-scale fading is currently only implemented along the user trajectory.
Therefore, if user positions are assigned randomly and each user has its own trajectory,
all users in the model will experience uncorrelated fading since each user gets initialized
with a new set of scatting clusters. This becomes an issue if the users are close together
because correlation will decrease the capacity in this case. A solution was proposed in the
COST channel model [51] where scattering clusters are generated globally and visibility
regions are assigned to them. However, mapping the angular spreads at the user posi-
tions to globally defined scattering clusters is problematic and often requires several new
parameters. Another solution could be an extension of the segment concept towards two
dimensions or by using a distance-dependent correlation function similar to the parameter
maps for all random variables in the model.
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6. Conclusions

• Birth and death of scattering clusters
It is an open issue how the published findings on the birth/death probability of individual
scattering clusters [91, 92] can be mapped to the temporal evolution of the LSPs. For
example, randomly creating and removing paths as suggested by [90] would significantly
alter the delay and angular spread.

• Inter-site correlations of the LSPs
Inter-site correlations of the LSPs can be included by incorporating more advanced al-
gorithms [138–140] for generating the parameter maps for the initial parameters. Also,
incorporating real topology maps and city layout plans into the map generation process
could greatly enhance the level of detail for the performance predictions and allow accurate
network planning.

• Mutual coupling of the antenna elements
It has been shown in [141] that mutual coupling alters the radiation patterns for closely
spaced antennas. Evaluations of the Berlin measurement data and comparison of the
capacity results for different antenna models in Section 5.5.4 also indicate that this seems
to have a significant impact on the interference caused by such antennas. Thus, it is
important to incorporate mutual coupling into the antenna models in order to get realistic
performance predictions.

• mmWave communications
There is an enormous amount of spectrum at mmWave frequencies ranging from 6 to 300
GHz that could be used for mobile communications [43]. Array antennas are a key feature
in mmWave systems in order to compensate for the high path loss. However, for most of
the mmWave spectrum, propagation conditions are not fully understood, i.e., there are
only few parameter tables available to be used in GSCMs and additional features such as
moving scatterers might be needed. Hence, at the moment, performance predictions for
such systems based on simulation studies are rather unreliable.

• Moving transmitters
In many use cases such as device-to-device (D2D), machine-to-machine (M2M), or car-to-
car wireless communications, both transmitter and receiver might be mobile. However,
the current concept of using parameter maps for obtaining correlated LSPs will no longer
work in this case since it requires that one of the devices is stationary. If both ends are
mobile, a new approach for modeling the spatio-temporal correlation properties of the
channel coefficients is needed.

The results presented in this thesis show that the extensions introduced in the new model
enable accurate performance predictions for massive MIMO and JT CoMP in infrastructure-
based deployment scenarios. When compared with measurements, the predictions made by
the model for the distributions of many channel parameters are accurate. Also, the current
framework of the model allows the implementation of many additional features to face future
requirements.
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A Appendix

A.1 Departure and Arrival Angles (Adopted WINNER Method)

In the WINNER model, the azimuth arrival and departure angels are modeled using a wrapped
Gaussian distribution (see [47], page 39).

P (φ) =
1

σφ
√

2π
· exp

(
−φ2

2σφ2

)
(A.1)

The wrapping is applied later by (A.4) when the discrete cluster angles are drawn from the
statistics. Since the above formula assumes a continuous spectrum, whereas the channel model
uses discrete paths, the variance must be corrected by a function Cφ(L,K). This function
ensures that the input variance σφ is correctly reflected in the generated angles. The same
approach was taken by the WINNER model. However, [47] does not explain how the correction
values were obtained.

Generation of azimuth and elevation angles The individual angles φl are obtained by first
normalizing the power angular spectrum so that its maximum has unit power. The scaling factor
1/(σφ

√
2π) can thus be omitted. The path powers P l (2.19) are also normalized such that the

strongest peak with unit power corresponds to an angle φ = 0. All other paths get relative
departure or arrival angles depending on their power,

φ
[1]
l =

σφ
Cφ(L,K)

·

√
−2 · ln

(
P l

max(P l)

)
. (A.2)

Next, two random variables, X l and Y l are drawn, where X l ∼ {−1, 1} is the positive or negative
sign and Y l ∼ N (0,

(σφ
7

)2
) introduces a random variation on the angle. The angles φ

[1]
l are then

updated to
φ

[2]
l = X l · φ

[1]
l + Y l. (A.3)

If the power P l of a path is small compared with the strongest peak, its angle φ
[2]
l might exceed

±π. In this case, it is wrapped around the unit circle by a modulo operation

φ
[3]
l =

(
φ

[2]
l + π mod 2π

)
− π. (A.4)

In case of elevation spreads, the possible range of elevation angles goes from −π/2 to π/2. In
this case, the values φ

[3]
l need an additional correction. This is done using (2.34). The positions

of the Tx and Rx are deterministic, and so are the angles of the LOS component. This is taken
into account by updating the values of the angles in order to incorporate the LOS angle

φ
[4]
1 = 0 (A.5)

φ
[5]
l = φ

[4]
l + φLOS . (A.6)

Finally, the NLOS cluster-paths are split into 20 sub-paths to emulate intra cluster angular
spreads.
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A. Appendix

Calculation of Cφ(L,K) The correction function Cφ(L,K) takes the influence of the KF and
the varying number of clusters on the angular spread into account. To approximate the function,
random powers Pl and angles φl are generated with the correction function set to Cφ = 1. The
powers are calculated as described in Section 2.2 with different values of K included. Based
on those values, the actual RMS angular spread σ

[actual]
φ is calculated using equations (2.24),

(2.25), and (2.26). The correction function follows from comparing σ
[actual]
φ with σφ. However,

two aspects need to be considered:

1. Due to the randomization of the angles in (A.3), the average angle over a sufficiently large
quantity (≈ 1000 realizations) of σ

[actual]
φ has to be used. This value is denoted as σ

[avg.]
φ .

2. There is a nonlinear relationship between the angular spread σ
[avg.]
φ of the simulated data

and the initial value σφ. This comes from the logarithm in (A.2) and the modulo in (A.4).
However, for small values, the relationship can be approximated by a linear function.
The maximum angular spread σmax

φ is defined as the point where the error between the
corrected value

σφ
Cφ(L,K) and σ

[avg.]
φ is 10°.

For a range of typical values L ∈ [2, 42] and K [dB] ∈ [−20, 20], Cφ(L,K) can be numerically
calculates as

Cφ(L,K) =
1

σmax
φ

·
∫ σmax

φ

0

σ
[avg.]
φ (σφ)

σφ
dσφ , (A.7)

where the σφ-dependency of σ
[avg.]
φ (σφ) comes from the individual angles φl.
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Figure A.1: Visualization of the angular spread correction function Cφ(L,K). Left: Surface plot of
Cφ(L,K) for different values of L and K. Right: Scatter-plot of the initial angular spread
σφ vs. the output of the model (with correction).

Correction of the angular spread in the WINNER model The proposed correction function
for the WINNER model (see [47], pp. 39) works as follows: The individual angles (A.2) are
calculated by

φ
[1]
l =

2 · σφ1.4

C
·

√
− ln

(
P l

max(P l)

)
, (A.8)

where C depends on the numbers of paths (see Table A.1). The KF is corrected by a polynomial
of third grade. With the constant coefficients in (A.8) and the factor of 2 in the square root of
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(A.2), the correction function Cφ(L,K) of the WINNER model is

CWINNER
φ (L,K) = C ·

(
1.1035− 0.028 ·K − 0.002 ·K2 + 0.0001 ·K3

)
. (A.9)

A comparison the both functions for different values of L and K is given in Table A.2. In
the second column, the letter W indicates the value for the WINNER model and the letter
Q indicates the value of the adopted function. The polynomial has a value of 1 at KF values
-11.65, 3.11, and 28.54. At those points, the WINNER correction function is independent of the
KF. The corresponding rows are highlighted in the table. Generally, both functions are similar.
They agree best as KF values around -14, -3, and 12 but show differences at other values.

Table A.1: Correction values from [47] for different numbers of paths

L 4 5 8 10 11 12 14 15 16 20
C 0.779 0.860 1.018 1.090 1.123 1.146 1.190 1.211 1.226 1.289

Table A.2: Comparison of the correction functions

KF Number of paths (L)
[dB] W/Q 4 5 8 10 11 12 14 15 16 20

-11.7 W 0.779 0.860 1.018 1.090 1.123 1.146 1.190 1.211 1.226 1.289
Q 0.765 0.822 0.904 0.923 0.929 0.935 0.935 0.935 0.935 0.943

-8.0 W 0.895 0.988 1.169 1.252 1.290 1.316 1.366 1.391 1.408 1.480
Q 0.790 0.820 0.857 0.870 0.880 0.890 0.977 1.020 1.070 1.250

-4.0 W 0.917 1.012 1.198 1.283 1.322 1.349 1.401 1.425 1.443 1.517
Q 0.713 0.777 1.047 1.213 1.277 1.340 1.427 1.470 1.500 1.613

0.0 W 0.860 0.949 1.123 1.203 1.239 1.265 1.313 1.336 1.353 1.422
Q 0.830 0.990 1.277 1.380 1.420 1.460 1.520 1.550 1.570 1.637

3.1 W 0.779 0.860 1.018 1.090 1.123 1.146 1.190 1.211 1.226 1.289
Q 0.926 1.029 1.221 1.295 1.325 1.354 1.391 1.409 1.425 1.481

4.0 W 0.752 0.831 0.983 1.053 1.085 1.107 1.149 1.170 1.184 1.245
Q 0.930 1.020 1.190 1.257 1.283 1.310 1.343 1.360 1.373 1.420

8.0 W 0.625 0.690 0.817 0.875 0.901 0.920 0.955 0.972 0.984 1.035
Q 0.820 0.870 0.967 1.003 1.017 1.030 1.057 1.070 1.077 1.103

12.0 W 0.508 0.561 0.664 0.711 0.733 0.748 0.776 0.790 0.800 0.841
Q 0.627 0.653 0.707 0.727 0.733 0.740 0.760 0.770 0.773 0.793

16.0 W 0.431 0.476 0.563 0.603 0.621 0.634 0.658 0.670 0.678 0.713
Q 0.443 0.457 0.490 0.503 0.507 0.510 0.517 0.520 0.523 0.537

20.0 W 0.423 0.467 0.553 0.592 0.610 0.623 0.647 0.658 0.666 0.701
Q 0.300 0.310 0.320 0.323 0.327 0.330 0.337 0.340 0.343 0.350
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A. Appendix

A.2 Model of the Transmit Antenna in Berlin

The evaluation of massive MIMO in Section 5.5.5 requires a flexible model of the transmit
antenna where the number of elements can be changed. This model is derived from the high-
gain BS-antennas. In the model, eight single antenna elements are stacked on top of each
other with 1 λ spacing at a center frequency of 2.495 GHz. Thus, the antenna has a height of
approximately 1 m. The field pattern of a single antenna element is approximated by

F [θ](θ, φ) = 3 ·
√

0.0005 + 0.9995 · (cos θ)3.7 · exp (−2 · φ2), (A.10)

F [φ](θ, φ) = 0. (A.11)

The parameters (3, 0.0005, 3.7 and -2) were found by fitting the synthetic pattern to the ones
provided by Kathrein. A single antenna element has a FWHM beam width of 68°, both in
elevation and azimuth direction. The front-to-back ratio is 33 dB. The gain of the element is
9.6 dBi. The Kathrein antenna has two feed ports, one for +45° and one for -45° polarization.
Thus, the antenna array is constructed from 16 individual elements, eight for each polarization.

The element orientation is matched to the polarization by rotating the eight elements in the
first column by -45° and the elements in the second column by +45° around the x-axis in GCS
as described in Section 2.5.2. The electric downtilt is included by a coupling matrix C which
maps the signal from antenna port p to transmit element t

ct,p =

√
1

nt
· exp

(
−2π · j · et,p,z · sin(β)

λ

)
, (A.12)

where et,p,z is the relative position of transmit element t to the array center in z direction, β is
the tilt angle in radians, and λ is the wavelength. The receive signal then follows from

y = H ·C · x + v. (A.13)

The effective antenna pattern is shown in Figure A.2 where it is compared with the measured
pattern of the Kathrein antenna. The resulting antenna pattern has a gain of 18.3 dBi which is
very close to the measured pattern (18.5 dBi). The beamwidth of the main beam is almost iden-
tical. However, the position and magnitude of the sidelobes is different. This can be explained
by the missing mutual coupling in the antenna model and a mismatch in the approximation of
the single elements.
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Figure A.2: Comparison of the synthetic and the measured antenna patterns in Berlin, Germany
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els,” Tech. Rep., 2015.

[76] L. Liu, C. Oestges, J. Poutanen, K. Haneda, P. Vainikainen, F. Quitin, F. Tufvesson, and P. D.
Doncker, “The COST 2100 MIMO channel model,” IEEE Wireless Communications, vol. 19, no. 6,
pp. 92–99, December 2012.

[77] [Online]. Available: http://www.easy-c.de

[78] 3GPP TR 25.996 v14.0.0, “Spatial channel model for multiple input multiple output (MIMO)
simulations,” Tech. Rep., 2017.

[79] H. Xiao, A. Burr, and L. Song, “A time-variant wideband spatial channel model based on the 3gpp
model,” Proc. IEEE VCT ’06 Fall, 2006.

[80] M. Shafi, M. Zhang, A. Moustakas, P. Smith, A. Molisch, F. Tufvesson, and S. Simon, “Polar-
ized MIMO channels in 3-D: models, measurements and mutual information,” IEEE J. Sel. Areas
Commun., vol. 24, pp. 514–527, Mar. 2006.

[81] A. Zajic, G. Stuber, T. Pratt, and S. Nguyen, “Wideband MIMO mobile-to-mobile channels:
Geometry-based statistical modeling with experimental verification,” IEEE Trans. Veh. Technol.,
vol. 58, no. 2, pp. 517–534, 2009.

[82] M. R. Andrews, P. P. Mitra, and R. de Carvalho, “Tripling the capacity of wireless communications
using electromagnetic polarization,” Nature, vol. 409, pp. 316–318, Jan 2001.

[83] M. Narandzic, M. Käske, C. Schneider, M. Milojevic, M. Landmann, G. Sommerkorn, and
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