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Zonal Large-Eddy Simulation of
a Fan Tip-Clearance Flow, With
Evidence of Vortex Wandering
The flow in a fan test-rig is studied with combined experimental and numerical methods,
with a focus on the tip-leakage flow. A zonal RANS/LES approach is introduced for the
simulation: the region of interest at tip is computed with full large-eddy simulation
(LES), while Reynolds-averaged Navier–Stokes (RANS) is used at inner radii. Detailed
comparisons with the experiment show that the simulation gives a good description of the
flow. In the region of interest at tip, a remarkable prediction of the velocity spectrum is
achieved, over about six decades of energy. The simulation precisely captures both the
tonal and broadband contents. Furthermore, a detailed analysis of the simulation allows
identifying a tip-leakage vortex (TLV) wandering, whose influence onto the spectrum is
also observed in the experiment. This phenomenon might be due to excitation by
upstream turbulence from the casing boundary layer and/or the adjacent TLV. It may be
a precursor of rotating instability. Finally, considering the outlet duct acoustic spectrum,
the vortex wandering appears to be a major contribution to noise radiation.
[DOI: 10.1115/1.4028668]
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1 Introduction

The development of complex vortical flows in the rotor blade
tip regions is a well-known feature of shrouded turbomachines
[1]. These vortices are strongly involved in the issues an aerody-
namic designer must address:

(1) losses, associated with shear
(2) stability: a relation was shown between the deviation of the

TLV and the onset of spike initiated rotating stall [2]
(3) acoustics: the turbulent eddies developing close to the geo-

metric singularity of the blade tip contribute to broadband
noise emission [3,4]

As a consequence, over the past decades, a large number of
experimental and numerical studies have been dedicated to the
investigation and prediction of the tip-clearance flows. Recent
experimental studies range from isolated blades (e.g., Ref. [3]) or
cascades (e.g., Ref. [5]), up to representative rigs (e.g., Ref. [6]).
Regarding numerical simulations, averaged methods (RANS) are
currently widespread in the industry and have shown good capa-
bilities in predicting the mean flow in the tip region [6,7]. How-
ever, future progress in aerodynamic design will require an
improved modeling of turbulence. For example, the prediction of
the acoustic sources requires at least a description of flow spectra
and two point correlations. Such an improved description of the
unsteady flow can be achieved by LES. A remarkable example of
the capabilities of LES is presented by You et al. [8], on a cascade
configuration [5]. Application of LES to a rotor configuration was
presented by Hah [9] on the NASA Rotor 37, but no detailed ex-
perimental data (e.g., spectra) was available to assess the extended
description of LES.

This study first aims at introducing a zonal RANS/LES simula-
tion of a fan rotor, where the region of interest at tip is simulated

with full LES and the hub and midspan regions are simulated with
RANS. The results are compared with new experimental data,
including mean flow and spectra downstream of the rotor. Once
validated, the simulation is used for an in-depth analysis of the
flow, which exhibits a natural unsteadiness.

2 DLR Low-Speed Fan Test Rig

The measurements were performed in a laboratory scale fan
rig, at DLR in Berlin. A sketch of the rig is shown in Fig. 1. The
main dimensions of the rig and the fan stage are described in
Table 1.

Different casing segments can be mounted, for different
purposes, e.g., to adjust the rotor tip gap, to evaluate special geo-
metries, to install hot-wire traverses or pressure sensors, and so
on. The termination of the exhaust duct is anechoic, with a throttle
for setting the operating point.

For the hot-wire measurements, the test rig was equipped
with two traverses, marked with white ovals in Fig. 2. Both traver-
ses were equipped with calibrated x-hot-wire probes. The first
x-hot-wire probe was at an axial position just upstream of the
rotor. The second x-hot-wire probe was located between the rotor
and the stator. Both hot-wire traverses have two envelopes. The
hot-wire probes can be moved in radial direction and can be
rotated, see Fig. 3. The inlet hot-wire probe, upstream of the rotor,
was moved in the radial direction only. Downstream of the rotor,
the hot-wire probe was also rotated to fit the flow angle of the
flow. To get a good impression of the flow field, especially down-
stream of the rotor, measurements at 40 radial positions between
hub and casing were carried out. In comparison to single hot-wire
probes, x-wire probes can be used to measure two velocity com-
ponents of a 3D flow. In the inlet, the x-wire probe was used for
the axial and radial components of velocity. Downstream of the
rotor, the x-wire probe measured the axial and azimuthal compo-
nents of velocity. A data acquisition system recorded the data and
controlled the traverses automatically. This system also recorded
blade and rotor trigger signals. The trigger signals were needed
to average the data correctly and even possible variability in the
rotation speed.

1Corresponding author.



In the present study, the rotation speed is set to X¼ 3195 rpm,
yielding a blade tip Mach number Mtip¼ 0.22 and a Reynolds
number Re¼ 2.2� 105 (based on blade tip velocity and chord
length). The mass-flow is adjusted to an intermediate operating
point, with a flow coefficient /¼ 0.24. In these conditions, the
reduced fan loading is w¼ 0.30, and the efficiency is 68%. The
operating point is shown in the overall performance map of the
fan, in Fig. 4, together with the characteristics at X¼ 3000 rpm
and various throttle positions (such curves are not available at
X¼ 3195 rpm). The flow coefficient (/) of the present operating
point appears clearly above the value where the efficiency is
maximum on the X¼ 3000 rpm characteristic curve. As such, the
present operating point is considered as intermediate, in the range
of possible flow conditions.

3 Numerical Approach

3.1 Zonal RANS/LES. Undoubtedly, LES offers a deep
insight into turbulent phenomena, and yields promising
perspectives to aerodynamics. However, in the context of high

Fig. 1 Sketch of the DLR fan rig

Table 1 General rig dimensions

Length of inlet duct L¼ 1200 mm
Radius of rotor tip Rtip¼ 226.2 mm
Interstage hub/tip ratio r¼ 0.63
Rotor blade count B¼ 24
Stator vane count V¼ 32
Rotor blade chord length c¼ 43.5 mm
Rotor tip clearance s¼ 2.4 mm
Rotor–stator separation distance (hub/tip) g¼ 37 mm/56 mm
Averaged rotor solidity 0.9
Averaged stator solidity 1.5

Fig. 2 DLR fan rig with the hot-wire traverses (marked with
white ovals)

Fig. 3 Hot-wire probes inside the fan rig duct

Fig. 4 Overall performance of the fan. D: reduced fan loading
(w), �: efficiency (g). The filled symbols represent the operating
condition of the present study (X 5 3195 rpm), while the hollow
symbols are for a lower shaft speed (X 5 3000 rpm).



Reynolds number flows, LES involves a large computational cost,
often out of reach of current standard capabilities. Consequently,
in the literature, a particular attention has been paid to strategies
combining RANS and LES modeling, where LES is confined to
some regions of the flow. Detached Eddy Simulation [10] is a
popular example of such strategies. The approach recently intro-
duced by Tucker et al. [11,12] is an alternative, and has been spe-
cifically applied in the context of turbomachines. These two
strategies use RANS in the near wall regions, where the grid den-
sity requirements of LES are demanding. In the present study, a
quite different strategy is employed, described as zonal RANS/
LES. Since only the tip-region is of interest, full LES is used for
it, down to the wall, while the mid- and low-radius regions are
described with RANS. This allows an in-depth analysis of the
region of interest, including the inner region of the boundary
layers, where the production of turbulence is maximum.

The main equations of RANS and LES (i.e., excluding the
turbulence modeling equations) are very similar, even though the
variables are mathematically different (RANS: averaged varia-
bles, LES: filtered variables). In the context of practical aerody-
namic solvers, assuming the grid density is appropriate, the
resolution approach (RANS or LES) is essentially controlled by
the model viscosity (turbulent viscosity lt for RANS, subgrid-
scale viscosity lsgs for LES). Thus, a zonal RANS/LES approach
can be expressed on the basis of a common set of equations, which
is adjusted locally with a particular attention to the model
viscosity
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where the overline (�q) denotes the averaging or filtering, the
overtilde (~q) denotes the Favre decomposition, and

frij ¼
@eui

@xj
þ @euj

@xi
� 2

3
dij
@ euk

@xk

The model viscosity lmod is lt in a RANS zone, and lsgs in a
LES zone. Practically, a smooth transition is ensured through a
function b

lmod ¼ 1� b xð Þð Þlsgs þ b xð Þlt (4)

where the expression of b(x) must be defined a priori, as it con-
trols the zonal cutting of the domain (see Subsection 3.2).

The RANS turbulent viscosity is given by the model of Wilcox
[13]

lt ¼ Cl �q
ekex (5)

The LES subgrid-scale viscosity is given by the shear-improved
Smagorinsky model [14]

lsgs ¼ �q CsDð Þ2� eS x; tð Þ
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where S is the strain rate tensor (with: Sj j ¼ ð2
P

ij SijSijÞ1=2
),

Cs¼ 0.18, and the average :h i is computed by exponential smooth-
ing in time [15]. In the present simulation, the cut-off frequency
of the smoothing is set at the blade passing frequency
(fc¼ 1264 Hz).

The transport equations for ek and ~x are solved over the whole
domain, in order to close the RANS equations (providing ek and ~x
for Eqs. (1)–(3), and (5)). According to the model of Wilcox
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with the following set of coefficients [13]:

Cl ¼ 1; rk ¼ 2:0; rx ¼ 2:0; Ck ¼ 0:09; Cx1 ¼
5

9
; Cx2 ¼

3

40

Finally, in order to recover the LES equations from
Eqs. (1)–(3), one should impose k¼ 0 in the LES regions. How-
ever, assuming convection between the RANS and LES zones to
be negligible (by a proper choice of the zonal cutting), and since
the production term of k in Eq. (7) is mostly controlled by lmod,
the value of k computed from Eq. (7) is expected to be small in
the LES zones. This is confirmed a posteriori in the present con-
figuration: in the LES region, k is about 1/20th of the kinetic
energy of the fluctuations. Consequently, the three terms involv-
ing k in Eqs. (1)–(3) are not explicitly set to zero in the LES
zones, for practical reasons.

More discussions about the zonal RANS/LES strategy, and a
channel flow validation, can be found in Ref. [16].

3.2 Computation Setup. The simulation has been carried
out with TURB’FLOW [17], an in-house Navier–Stokes solver
dedicated to turbomachines. The equations and the turbulent clo-
sure have been presented in Subsection 3.1. The discretization
uses finite volumes on multiblock structured grids. Inviscid fluxes
are interpolated with a four-point centered scheme, with fourth
order numerical viscosity (Jameson [18] coefficient:� 0.01 in the
region of interest at tip). Viscous fluxes rely on a two-point cen-
tered interpolation. Time resolution is explicit, with a three-step
Runge–Kutta method, and the time step is: 2:5� 10�8s
� 2� 10�5c=UFF

Q .
The transition between the RANS zone (low- and mid-radius

region) and the LES zone (region of interest at tip) is ensured by a
third order polynomial function b(x), with

b r � 0:89 � Rcð Þ ¼ 1 and @b=@r r ¼ 0:89 � Rcð Þ ¼ 0

b r � 0:94 � Rcð Þ ¼ 0 and @b=@r r ¼ 0:94 � Rcð Þ ¼ 0

The computational domain includes a long section of the inlet
duct (azimuthal sector: 1.875 deg) and one rotor passage. It is pre-
sented in Fig. 5, and the mesh on a meridian sheet is shown. The
simulation of the inlet duct section allows the casing boundary
layer to develop upstream of the rotor. The grid consists of about
11� 106 points, distributed in 75 structured blocks. In the LES
region at tip, the cell dimensions at the wall are around the classi-
cal criteria for LES [19] in wall units: Dxþ< 30 (streamwise
direction), Dyþ< 3 (wall-normal direction), and Dzþ< 50 (trans-
verse direction). In the RANS region at inner radii, the spanwise
(i.e., radial) dimension is increased up to Dzþ¼ 400.



An adiabatic no-slip condition is specified on the walls. At the
inflow, density and velocity are imposed. A particular treatment
handles the interface between the inlet duct sector and the rotor
passage (see Fig. 5), since the former only covers 1/8th of the azi-
muthal extent of the latter. There is a direct contact over 1/8th of
the rotor passage, and the rest of the rotor face is set as inflow and
fed by periodic copies of the inlet duct flow. At the rotor outflow,
a sponge layer is designed (smooth coarsening of the mesh and
increase of the numerical viscosity), and a semi-non-reflecting
condition is used to impose the mean static pressure with a radial
equilibrium. The “semi-non-reflecting condition” is a linear
combination of an outflow condition (where static pressure is
imposed) and a nonreflecting condition. The weight coefficients
are, respectively, 0.5(1�Ma) and 0.5(1þMa), where Ma is the
maximum Mach number in the outflow.

The zonal simulation has been initialized from a preliminary
under-resolved full-LES computation [20], and then run for a du-
ration of 17 � c=UFF

Q (106 iterations) in order to reach statistical
stationarity on the numerical probes. Then, the results have been
acquired over more than 10 � c=UFF

Q (6.4� 105 iterations). The
computational cost of the complete zonal simulation is 1.4� 105

central processing unit (CPU) hours.

4 Combined Analysis of the Experimental and

Numerical Results

The mean vortical topology of the simulation is illustrated in
Fig. 6. Classical structures [8] are observed. The light-blue
streamlines reveal the largest vortex, known as tip-leakage vortex
(TLV), which results from the interaction of the leakage flow with
the main flow through the passage. It is fed around midchord by
tip-separation vortices (TSV) that develop on the blade tip edges.
The dark purple streamlines originate from the casing boundary
layer and are entrained by the induced vortex (IV), which is gener-
ated aside the TLV, with an opposite sense of rotation.

The blade pressure coefficient is plotted in Fig. 7 at midspan
and close to the tip. At midspan, the distribution is rather classical
for a low-speed fan. Close to the tip, a low-pressure hump is visi-
ble on the suction side, because of the influence of the TLV.

The description by LES of the largest turbulent eddies is illus-
trated in Fig. 8, where the instantaneous vortical flow is presented.
Elongated turbulent eddies are observed around the TLV and the
IV. Interestingly, some of these eddies are shown to travel from
one blade tip to the adjacent one, and to perturb the root of the
adjacent TLV. This is particularly observable when this view is
animated.

Thereafter, the results of the simulation are analyzed in compar-
ison with the available experimental data. Flow statistics and
velocity spectra are examined, using the same postprocessing rou-
tines for the experiment and the simulation. Unfortunately, it is
not possible to compare the fan characteristics (pressure rise and
efficiency) between the experiment and the simulation, since these
quantities are extracted for the whole stage (rotorþ stator) in the
experiment, whereas only the rotor is simulated. However, the
rotor performances can be compared through alternative quanti-
ties. First, the flow coefficient of the simulation is imposed by the
boundary conditions, and is thus equal to the experimental value.
Second, the rotor performances will be evaluated and compared

Fig. 6 Streamlines of the LES mean flow in the blade tip region

Fig. 7 Mean pressure coefficient on the blade surface, from
the simulation. Solid line: midspan; dashed-dotted line: close
to the tip at 97% span.

Fig. 8 Instantaneous isosurface of Q-criterion (8 3 107 s–2),
colored by chordwise vorticity

Fig. 5 Computational domain: inlet duct sector and rotor
passage. The mesh on a meridian sheet is shown, with every
second point plotted in each direction.



through the velocity flow maps downstream of the rotor
(Figs. 10(c)–10(f)), which enable to characterize the deviation and
the velocity deficit regions.

4.1 Mean Flow at the Rotor Fan Face. The radial profile of
the mean axial velocity at the fan face, that is, upstream of the
fan, is presented in Fig. 9. The simulation is in fair agreement

with the experiment. The main discrepancy is in the hub region,
where the simulation yields smaller velocities than the experi-
ment. More precisely, the boundary layer thickness on the hub is
significantly overpredicted. When plotting the turbulent kinetic
energy k in the intake (not shown here), a region with high values
of k is observed along the bullet nose, near the stagnation point.
This is a classical flaw of RANS turbulence models [21], and par-
ticularly of the present k–x model. The production of k is overes-
timated around the leading edges of bodies (here: the bullet nose).
In the present computation, the k-production limiter proposed in
Ref. [21] is used, but it does not completely suppress the default.
This overproduction of k then strengthens the diffusion of the
boundary layer and results in an overprediction of the boundary
layer thickness.

In the region of interest near the casing, the experiment shows a
sudden velocity drop, probably associated with the casing bound-
ary layer. The thickness of this boundary layer appears to be well
captured by the simulation.

4.2 Flow Statistics Downstream of the Rotor. The mean
velocity components and the turbulent intensity are discussed in
this subsection, from the analysis of the experimental and numeri-
cal results. First, the relative streamwise velocity is presented in
Figs. 10(a) (flow maps) and 10(b) (radial profiles). A fairly good
agreement is achieved between the experiment and the simulation.
The magnitude of the velocity and the radial gradient are captured

Fig. 10 Mean velocity components downstream of the rotor (computed in the rotating frame
of reference). (a), (c), and (e): contours (the simulation domain boundaries are drawn on
the experimental maps). (b), (d), and (f): radial profiles (time and azimuthal average). 3:
measurements; solid line: simulation.

Fig. 9 Radial profile (time and azimuthal average) of axial
velocity Ux in the fan face plane. 3: measurements; solid line:
simulation.



by the simulation. Also, the velocity deficit at tip, associated with
the clearance flow, is fairly well simulated. Considering the radial
profiles (Fig. 10(b)) with more attention, the simulation appears to
underestimate the velocity in the hub region. The flow maps
(Fig. 10(a)) show this is due to an overestimate of the blade wake
near the hub. This is consistent with the upstream results at the
fan-face, where the simulation shows lower velocities than the
experiment in the hub region. However, the attention of this work
is focused on the tip-region, where the clearance flow results in a
velocity deficit. The radial extent of the velocity deficit region is
correctly simulated, and the velocity is overestimated by roughly
9% (according to Fig. 10(b)), as a consequence of the blockage in
the hub region. On the whole, the description of the tip-region by
the simulation is fairly good.

The mean axial velocity is presented in Figs. 10(c) and 10(d),
and the tangential velocity in Figs. 10(e) and 10(f). The discrepan-
cies previously observed on the relative streamwise velocity
mainly affect the axial velocity: the blade wake is overestimated
in the hub region, the radial extent of the clearance flow is
correctly captured (compare the radii of the velocity drop in
Fig. 10(d)), but the velocity is overestimated at tip because of the
blockage in the hub region. Concerning the tangential velocity, a
good agreement is observed between the experiment and the simu-
lation. The radial profile is nearly uniform, except in the hub and
tip regions, where the tangential velocity increases in relation
with the reduction of the axial velocity. These evolutions and the
velocity magnitudes are correctly simulated.

The turbulent intensity of the fluctuations is shown in
Figs. 11(a) and 11(b). This quantity is computed as

Tufluc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

3
u02x þ u02y þ u02z

� �r
Us

(9)

where u0x, u0y, and u0z are the root-mean squared velocity fluctua-
tions, and Us is the local mean streamwise velocity. For the simu-
lation, it is important to notice that Tufluc only represents the
turbulent intensity in the LES region (i.e., near the casing). In the
RANS region, the turbulent intensity must be computed from
the variable k. However, the definition of a unified turbulence in-
tensity (valid both in the RANS and LES regions) is not trivial,
essentially because the equation of k is also solved in the LES
region but not used to compute lmod. Consequently, only Tufluc is
presented here. This quantity is representative of the turbulent
intensity in the region of interest near the casing. The clearance
flow region is characterized by high values of the turbulent inten-
sity, which are slightly underestimated by the simulation. Accord-
ing to Fig. 11(b), the clearance flow region extends down to
r=Rc � 0:88 in the experiment, and r/Rc¼ 0.9 in the simulation.
The value of Tufluc is not exactly zero in the RANS region

(r� 0.89 Rc), because of residual fluctuations, partly induced by
the unsteadiness in the nearby LES region.

4.3 Velocity Spectra Downstream of the Rotor. A major
added-value of LES with respect to RANS is the description of a
large part of the spectral content of the flow. Such an approach is
able to predict complex interactions between the mean flow and
the large scale turbulent eddies in the time domain, while RANS
is limited by its modeling hypotheses and calibrations. The direct
description of the largest turbulent eddies also permits to compute
directly the broadband noise sources, while RANS requires further
modeling approximations. As a consequence, a proper evaluation
of LES must consider the spectral content of the flow, which can
be here compared to the X-wire measurements downstream of the
rotor.

The present study is focused on the tip-flow. Therefore, spectra
are extracted at the radial position r¼ 0.98 Rc, in the static frame
of reference. The axial velocity and tangential velocity spectra are
presented in Figs. 12 and 13. A remarkable agreement is observed
between the experiment and the simulation, for both velocity com-
ponents. The peak above 104 Hz, particularly visible in Fig. 13,
corresponds to an eigenfrequency of the hot-wire probe. There-
fore, it is not present in the simulation.

The broadband content of the flow is captured over the whole
experimental range of frequencies (up to �20 kHz) and about six
decades of energy. This indicates the energy distribution among
the large turbulent eddies is correctly reproduced by the LES sim-
ulation. This is a notable proof of quality of the computation.

Furthermore, the dominant peaks of the experimental spectra
are also captured by the simulation. Three dominant frequencies
are particularly visible on the axial velocity spectrum, in Fig. 12:
f1¼ 710 Hz, f2¼ 1280 Hz, and f3¼ 1980 Hz (these precise values

Fig. 11 Turbulence intensity of the fluctuations downstream of the rotor (computed in the
rotating frame of reference). (a) contours (the simulation domain boundaries are drawn on the
experimental map). (b) radial profiles (time and azimuthal average). 3: measurements; solid
line: simulation.

Fig. 12 Power spectral density of the axial velocity, in the
downstream plane at radius r 5 0.98 Rc. Dashed line: experi-
ment; solid line: simulation.



are obtained from the experimental spectrum, which has a finer
frequency resolution: Df¼ 15 Hz). The f2 peak corresponds to the
blade passing frequency, and represents the influence of the rotor
wakes. The other two peaks are clearly related, through nonlinear
combination with f2, since f3¼ f1þ f2 (by the experimental resolu-
tion). The f1 peak is dominant. It must be associated to a natural
unsteadiness, since the blade passing is the only deterministic
unsteadiness that can arise in the simulation, at the frequency f2
and its harmonics. The significant width of the f1 peak around its
central value (see Fig. 12) is another indication of its nondeter-
ministic nature. This feature is further investigated in Sec. 5.

5 Natural Unsteadiness

We call “natural unsteadiness” a turbomachine unsteadiness
that is not related to rotor/stator interaction frequencies. Accord-
ing to the literature, various flow phenomena can be classified into
this category, such as: rotating stall [22], rotating instabilities
[23,24], oscillations of the TLV [25] and vortex shedding.

As pointed out above, the f1 component observed in Figs. 12
and 13 is most certainly due to a natural unsteadiness, whose
physical nature is to be determined. A rotating stall is not
expected at this intermediate operating condition (flow coefficient:
/¼ 0.24). But rotating instabilities have been largely documented
on variants of this rig [24,26], in similar regimes.

In the simulation, the axial velocity spectrum can be computed
from a rotating probe. The result is presented in Fig. 14, for a
probe at r¼ 0.98 Rc in the TLV. A peak protrudes at f¼ 1800 Hz,
together with harmonics. This must be associated to the natural
unsteadiness, since the rotor unsteadiness is the only deterministic
unsteadiness in the simulation, and it is not visible in this frame of
reference. No rotating-frame measurement is available from the
experiment, but acoustic measurements in the outlet duct are pre-
sented in Fig. 15. Here again, a dominant peak is visible at

f¼ 1800 Hz. The 1800 Hz peaks from Figs. 14 and 15 can be
related, assuming the Doppler effect to be negligible, since the
outlet duct axis is perpendicular to the trajectory of the blades.
This hypothesis is supported by the results of Kameier and Neise
[26], on a previous version of this rig: coincident frequencies
were observed between wall-mounted pressure probes and the
acoustic measurements, attributed to tip-clearance noise. There-
fore, the simulation peak at f¼ 1800 Hz, in the rotating frame of
reference, appears to be confirmed by the experiment. In Fig. 14,
the peak is artificially broadened by the coarse frequency resolu-
tion of the simulation (Df� 100 Hz for the averaged spectrum). In
Fig. 15, the frequency resolution of the experiment is much finer
(Df¼ 2 Hz), and the peak appears sharp. This sharp peak in the
acoustic spectrum is not contradictory with the broad peak
observed for the near-field velocity (e.g., in Fig. 12). Indeed,
acoustic pressure is an integrated value, which averages out local
frequency jitter. Moreover, some local aerodynamic fluctuations
might not propagate as acoustics. The experimental spectrum in
Fig. 15 also shows additional peaks beside the f¼ 1800 Hz peak
and the blade passing components. They are probably associated
to interactions with the stator vanes, which are not taken into
account in the simulation.

The frequency of the natural unsteadiness in the rotating frame
of reference, f¼ 1800 Hz, is worth attention. It is higher than the
blade passing frequency (in the static frame of reference). This is
against the hypothesis of a rotating instability constituted by a
number of cells that rotate in a nearly frozen state at its own
speed, as described by Kameier and Neise [26] or Inoue et al.
[23]. Such rotating instabilities generally have a number of cells
smaller than the number of blades, with a rotational speed about
half the shaft speed. These conditions do not allow a higher fre-
quency than the blade passing frequency, in the rotating frame of
reference, as observed here.

The Fourier transform (in time) of the whole tridimensional
flow can be computed from the simulation, in the rotating frame
of reference, at the frequency of the natural unsteadiness
(f¼ 1800 Hz). The real part of the radial-velocity Fourier trans-
form is plotted in Fig. 16, where positive and negative valued iso-
surfaces are shown. The highest amplitudes are observed at the
blade tip, on the suction side, in the region of the TLV. Therefore,
the natural unsteadiness is most certainly associated with the
TLV. Furthermore, the alignment of the positive and negative iso-
contours along the vortex axis, alternating laterally at nearly con-
stant radius, indicates a lateral oscillation of the TLV. Such a
phenomenon, called “vortex wandering,” has been visualized by
Zierke et al. [25], in a high-Reynolds number pump facility. These
authors also cite previous observations, concerning tip vortices
behind a wing or a hydrofoil. More recently, You et al. [27]
detected a wandering of the tip leakage vortex in a cascade
configuration, from both experimental and numerical results.
These authors calculated the Strouhal number of the oscillation

Fig. 13 Power spectral density of the tangential velocity, in the
downstream plane at radius r 5 0.98 Rc. Dashed line: experi-
ment; solid line: simulation.

Fig. 14 Simulation: power spectral density of the axial velocity,
at a point attached to the rotating frame of reference, in the
downstream plane at radius r 5 0.98 Rc

Fig. 15 Experiment: sound pressure spectrum



(nondimensional frequency, based on the chord length and the
upstream velocity): St¼ 1.5, in the blade vicinity. In the present
study, the Strouhal number is computed in the rotating frame of
reference, with the upstream relative streamwise velocity at the
tip. The value, St¼ 1.0, is in good agreement with the cascade
study. You et al. [27] considered shear-layer instability in the
clearance jet flow was the most probable origin of the natural
unsteadiness in the cascade configuration. We suggest a different
mechanism: the wandering could be a response of the TLV to
upstream turbulence. In the present configuration, upstream turbu-
lence is provided by the casing boundary layer and the impact of
the adjacent TLV on the blade being considered. Such a response
to turbulence has been studied by Bailey and Tavoularis [28], on a
wing tip vortex. These authors obtained values of the Strouhal
number consistent with the values mentioned above: St� 0.5 and
0.3 at distances 4 c and 6 c downstream of the blade, respectively
(c: chord length).

These arguments tend to demonstrate that the natural unsteadi-
ness observed here is related to a wandering of the TLV. This is
not contradictory with the previous studies [24,26], which
described rotating instabilities on variants of the same rig, for
various operating conditions in the high loading range (i.e., low
flow coefficient /). The phenomenon described by these authors
is made of flow cells that propagate from one rotor passage to the
adjacent one, at an intermediate rotation speed. The present oscil-
lation of the TLV can coexist with the rotating instability. It could
even be a precursor of the rotating instability, since it occurs at
intermediate loading. This was already suggested by the numeri-
cal results of M€arz et al. [24], on a variant of the same rig (differ-
ent tip gap width, rotor speed and stator geometry). These authors
carried out a simulation over the whole circumference of the rotor,
with a rather coarse grid, and the mass flow was reduced progres-
sively from a stationary operating point. They observed first a
wandering of the TLV, before the rotating instability developed.
The following mechanism, from vortex wandering to rotating
instability, is proposed. When the flow rate is reduced, the TLV
trajectory leans upstream, toward the azimuthal direction, and
impacts the adjacent blade. Consequently, a wandering of the
TLV results in a quasi-periodic influence on the adjacent passage,
which excites the adjacent TLV, and so on, from one passage to
the next one. This could generate a perturbation of the tip flow,
rotating at its own speed. At the present time, this mechanism is
only a hypothesis, and further studies should be carried out to
confirm it. Such studies should consider the evolution of the
unsteadiness, when reducing the flow coefficient from the present
conditions. In the present simulation, the natural frequency does

not appear to be altered by the periodic boundary conditions,
probably because vortex wandering affects all the passages. But
when reducing the flow coefficient, the whole circumference
should be taken into account, in order not to influence the devel-
opment of the rotating instability. The experiment is particularly
adapted to such investigations, and the attention should be focused
on the evolution of the frequencies here associated with the vortex
wandering. In addition, thanks to the progress of the available
computational resources, it is possible to envisage computations
like the present one over a full circumference, in order to access
the details of the flow when reducing the flow coefficient toward
regimes where the rotating instability appears.

Finally, it is remarkable that the frequency associated with the
natural unsteadiness (f¼ 1800 Hz) dominates the acoustic spec-
trum in Fig. 15. The possible mechanisms of noise radiation by
vortex wandering can be discussed. While the wandering motion,
which is comparable to a low frequency oscillation of the TLV, is
not expected to generate a significant amount of noise by itself, it
might generate strong sound waves when hitting the tip of the
adjacent blade. Moreover, the oscillation modifies the tip-to-
vortex distance, thus acting upon the tip or trailing-edge radiation
of the blade being considered. The interactions between the vortex
wandering, the rotor and the stator can explain the various peaks
observed in the measured sound spectrum (Fig. 15). Finally, the
low frequency peaks are not due to cascade resonances, which are
in the high frequency range (above 2800 Hz).

6 Conclusion

The analysis of the flow in a fan test rig has been carried out by
combined experimental and numerical means. On the numerical
side, a zonal RANS/LES approach has been introduced, in order
to investigate with full LES the tip-flow region, particularly of
interest here, while a RANS description is used at inner radii.

Comparison of the experimental and numerical results shows
the simulation provides a good description of the flow, with, how-
ever, some overestimate of the blade wake near hub. The region
of interest, near the casing, is simulated with precision. Remark-
able results are obtained on the velocity spectra downstream of
the rotor. The tonal and broadband contents of the flow are pre-
cisely simulated, over about six decades of energy. This descrip-
tion by LES of the turbulence dynamics in the tip flow is a major
achievement of the present work.

Finally, a natural unsteadiness has been detected in both the
experimental and numerical spectra. A detailed analysis of the
LES results, with Fourier decomposition over the whole domain,
indicates a wandering motion of the TLV. The Strouhal number is
about unity, in good agreement with previous observations of this
phenomenon. We suggest this oscillation could be excited by tur-
bulence from the casing boundary layer and/or the adjacent TLV,
and could be a precursor of rotating instability. This natural
unsteadiness appears also to dominate the measured sound spec-
trum, which makes it worth attention during the design process of
a fan. Further studies are necessary to investigate the mechanisms
and the parameters of this phenomenon, and to provide some
design rules to the engineers.
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Nomenclature

cp ¼ specific heat at constant pressure
Cp ¼ pressure coefficient (normalized with the fan-face

mean values)
IV ¼ induced vortex

Fig. 16 Real part of the radial velocity Fourier transform
(f 5 1800 Hz): isosurfaces at –4 3 1026 m/s (dark gray) and
4 3 1026 m/s (light gray)



k ¼ turbulent kinetic energy
LES ¼ large-eddy simulation

p ¼ static pressure
Pr ¼ Prandtl number
Prt ¼ turbulent Prandtl number
Qv ¼ volume flow rate

r ¼ radius
Rc ¼ casing radius

Rtip ¼ rotor tip radius
RANS ¼ Reynolds-averaged Navier–Stokes

T ¼ static temperature
TLV ¼ tip-leakage vortex
Tufluc ¼ turbulence intensity of the fluctuations

ux, ur, uz ¼ Cartesian components of velocity (eq. ui, i ¼ 1…3)
ux, ur, uh ¼ axial, radial, and azimuthal velocities

UFF
Q ¼ mean flow velocity at fan face (¼ 28.73 m/s from the

simulation)
b ¼ RANS/LES zonal coefficient

DPt ¼ total pressure increase
g ¼ isentropic efficiency of the fan stage (rotorþ stator)

lmod ¼ RANS/LES dynamic viscosity
lsgs ¼ subgrid-scale viscosity (LES)

lt ¼ turbulent viscosity (RANS)
q ¼ density
/ ¼ Qv=ðpXR3

tipÞ, flow coefficient

w ¼ DPt=ð0:5qX2R2
tipÞ, reduced fan loading

x ¼ specific dissipation rate of turbulence
X ¼ rotation speed
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