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1. INTRODUCTION 

 

 

Seasonal snow cover can occupy 50% of the land area of the Northern Hemisphere 
(Mialon et al. 2005). This affects both the lives of people living in the area by putting 
strains on the infrastructure (Makkonen 1989) and the environment. The large spatial 
coverage together with the high reflectivity of snow makes it an important factor for the 
global energy budget (Flanner et al. 2011). The reflective properties of the snow surface 
are directly dependent on the geophysical properties of the snow. Given the high 
variability of snow geophysical properties around the globe, also the behavior of light on 
the snow surface varies between different areas. Understanding climate requires 
understanding the reflective properties, such as surface albedo, of snow, and thus the 
geophysical processes and characteristics, such as surface roughness, of the snow. This is 
the motivation behind the work presented in this dissertation. 

One of the geophysical properties affecting the reflectance of the snow surface is snow 
surface roughness. The measurements of snow surface roughness are relatively few and 
they are made in different scales and resolutions. Most of the existing studies on snow 
surface roughness describe the large scale roughness (Leroux & Fily 1998, Warren et al. 
1998, van der Veen et al. 2009, Kuchiki et al. 2011, Zhuravleva & Kokhanovsky 2011, Picard 
et al. 2016). The work on small scale roughness is still very limited, possibly due to the lack 
of methods available. Also the present day surface albedo models include information on 
the large scale surface roughness, but small scale surface roughness is still missing. The 
work on small scale roughness is starting fast, with new methods being developed and 
parameters being tested. This dissertation contributes to developing methods to study 
small and medium scale surface roughness by presenting two new methods to measure 
the snow surface structures. 

Small-scale roughness can be measured using a background plate that is partially inserted 
into the snow. The interface between the plate and the snow surface forms a profile of 
the snow surface, which is then used to describe the surface features. Different methods 
have different ways of extracting the profile, which are in different scales, resolutions and 
level of accuracy. Large-scale roughness is often measured using laser scanning, typically 
airborne laser scanning having relatively low resolution. 

The parameters used to describe snow surface roughness are many. The applications 
related to the optical properties of the snow surface use root mean square height 
variation, correlation length, and autocorrelation functions, which are also the 
parameters used in scattering models. Since the snow surface roughness (being the height 
variation) depends on the measured scale and resolution, the parameters used should be 
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able to describe the surface at all relevant scales. This dissertation studies the use of 
multiscale parameters in describing the snow surface height variation. 

In climate studies, the brightness of the surface is described as surface albedo. It is an 
essential climate variable (ECV) defined in the Implementation Plan for Global Observing 
System for Climate in support of the United Nations Framework Convention on Climate 
Change (GCOS Secretariat 2006). The relationship between large scale surface roughness 
and albedo has been studied previously (Leroux & Fily 1998, Warren et al. 1998, Kuchiki 
et al. 2011, Zhuravleva & Kokhanovsky 2011), but the effect of small scale surface 
roughness on surface albedo is still largely unknown. The existing studies show both a 
darkening of surface albedo (Leroux & Fily 1998, Warren et al. 1998, Kuchiki et al. 2011, 
Zhuravleva & Kokhanovsky 2011) and a change in small scale surface roughness as the 
snow ages (paper II), suggesting a link between surface albedo and surface roughness. 
However, further studies are needed to know the relationship in more detail. 

The importance of surface albedo on the global and local climate requires the 
understanding of the behavior of albedo at a global scale. In practice, this means using 
satellite data and products. Recently the advancements in satellite data processing and 
availability have enabled the processing of surface albedo data records that are long 
enough for climate studies. Paper IV utilizes one of these data records (CLARA-A2 SAL) to 
study the changes in surface albedo prior to melt and melt season timing of areas covered 
with seasonal snow. 

The satellite-based albedo and snow products need to be validated against in situ 
measurements. Most of these are pointwise measurements or cover only a small area. 
Since the satellite data comes in resolutions of tens of meters to kilometers, there is a 
clear gap between the scales of the satellite and validation data. In addition to this, the in 
situ measurements typically cover only one type of surface, whereas the reflectance 
observed by the satellite instrument comes from a mixture of different land cover types 
and the atmosphere. Therefore the in situ measurements do not fully represent the areas 
covered by the footprints of the satellite observations. This is especially the case in areas 
with fractured land use features, such as in the boreal forest zone, where the land surface 
features vary in small scales. 

In order to be able to validate satellite-derived albedo and snow products, the validation 
data would need to cover larger areas. Laser scanning offers a means to cover larger areas, 
thus providing a better representativeness for the satellite data validation (Kenner et al. 
2011, Egli et al. 2012, paper III, Picard et al. 2016). So far the use of laser scanning data for 
satellite data validation is not common and methods are still being developed. More 
information is still needed on the behavior of laser scanning range and intensity data on 
snow surfaces. Once the open issues about the data have been solved, laser scanning can 
be used in several glaciological applications. This dissertation provides information on the 
backscattering of laser beam from different types of snow surfaces, thus enhancing the 
usability of laser scanning on measuring snow surfaces. 
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The improved satellite-based albedo and snow products give means to study the changes 
in these on a global scale. Recently, global satellite-derived time series on snow and 
albedo of several decades have provided information on the long-term changes in the 
snow cover. The studies on the time series data reveal changes in the  snow cover extent, 
melt season timing and albedo during the spring months of northern hemisphere (Derý & 
Brown 2007, Markus 2009, Brown & Robinson 2011, Derksen & Brown 2012, Wang et al. 
2013, Atlaskina et al. 2015, Chen et al. 2015, Malnes et al. 2016). 

The main objective of this dissertation is to study the seasonal snow surface roughness 
and albedo using optical satellite data and laser scanning. This includes developing 
methods to measure snow surface roughness and studying the usability of laser scanning 
on snow surface, which could potentially be used for satellite data validation and snow 
surface scattering modelling. The work presented here provides the basis for future work 
on studying the role of small scale surface roughness on seasonal snow surface albedo.  

The specific objectives of this dissertation are: 

 To develop methods for measuring small scale seasonal snow surface roughness 
(papers I, II, III) 

 To study the usability of multiscale parameters to describe the snow surface 
roughness (paper II) 

 To study the behavior of small scale surface roughness of seasonal snow in boreal 
forest zone (paper II) 

 To develop methods and improve the usability of laser scanning on snow-covered 
surfaces (papers III and IV) 

 To study the changes in large scale surface albedo of snow-covered surfaces (paper 
V) 
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2. LIGHT TRANSFER, OPTICAL PROPERTIES 
AND ALBEDO OF SNOW 

 

 

The optical properties of snow depend on the type of snow crystals, surface roughness 
and amount of liquid water at and near the surface of the snowpack. The scattering 
properties are most heavily determined by particle size and shape (Shi & Dozier 2000). 
Also surface roughness depends on the type of snow crystals and their arrangement on 
the surface. 

The characteristics of the snow surface are first affected by the falling snowflakes, which 
can take several different forms (Nakaya 1954, Magono & Lee 1966, Libbrecht 2005, Lamb 
& Verlinde 2011). As the snowflakes reach the ground, the cohesion between snow 
crystals makes the crystals attach to the surface at first contact instead on being arranged 
to a position of minimum energy (Löwe et al. 2007). The arrangement of the crystals also 
depends on the prevailing wind conditions. After the snowflakes have fallen on the ground 
they start to reshape. These metamorphic processes can be divided into mechanic, dry 
and wet metamorphism (Sommerfield & LaChapelle 1970). Mechanic metamorphism is 
typical in cold temperatures, where the absence of liquid water give the wind possibility 
to redistribute and mechanically round the crystals. During transportation by air, the 
surface snow particles change shape by breaking into smaller particles and gaining mass 
from moisture in the surrounding air both through accretion and aggregation (Armstrong 
& Brun 2008). New snow falling on top of the crystals also causes mechanical breaking of 
the crystals. 

If the snowpack is dry, that is, there is no liquid water, the ice sublimates from the snow 
crystals and possibly gathers on other crystals. This causes angular crystals to become 
rounded crystals as the water vapor is sublimated from the convex surfaces and gathered 
in the concave parts (Colbeck 1982a). In addition to rounding of the crystals by 
sublimation, sintering forms ice bonds between different grains resulting in larger grains 
(Colbeck 1997) and kinetic growth metamorphism causes the rounded crystals to grow 
into faceted crystals (Colbeck 1982b). In wet snow, there is liquid water within the 
snowpack. The melting and refreezing of water reshape the grains and forms layers of 
different density and grain structure in the snowpack (Figure 1). 

At the snow surface, solar radiation can either be reflected back to the atmosphere or 
absorbed into the snowpack. At the visible wavelengths, absorption is much weaker than 
reflectance through scattering (Warren 1982). The scattering of solar radiation at the 
snow surface can be divided into 3 different types of processes: single, multiple and 
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volume scattering. In single scattering, the incoming radiation is reflected directly back to 
the atmosphere. Multiple scattering refers to the scattering of radiation from one flat 
particle surface to another and in the end back to the atmosphere (Woodhouse 2006). 
Volume scattering results from the bulk properties of the snowpack (Shi & Dozier 2000). 
The amount of these depends on the hardness and roughness of the surface (Warren et 
al. 1998, Nagler & Rott 2000). The rougher the surface is, the more multiple and volume 
scattering takes place.  

 

 

 

Figure 1 Seasonal snowpack layering at Sodankylä airport 5th April 2013. The photo shows a thin 
slice of natural seasonal snow (with a small branch of pine (Picea Abies)). The photo was taken by 
Teemu Hakala, FGI. 

 

In climate studies, the brightness of the earth’s surface is typically parameterized by 
surface albedo. It describes the fraction of the incoming solar radiation that is reflected 
back to the atmosphere and potentially to the space from the earth’s surface. There are 
different ways to define surface albedo depending on the range of wavelength and the 
angular distributions included. The albedo used in the study presented in chapter 5.1 is 
the directional –hemispherical reflectance (so-called black-sky albedo, αbsa) of a given area 
on the surface describing the incoming solar radiation from one direction, versus the 
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reflected radiation in all directions, mathematically written as (Schaepman-Strub et al., 
2006)  

 

 

𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏(𝜃𝜃𝑠𝑠, ∅𝑠𝑠) = ∫ ∫ 𝜌𝜌(𝜃𝜃𝑠𝑠, ∅𝑠𝑠; 𝜃𝜃𝑣𝑣, ∅𝑣𝑣)cos⁡(𝜃𝜃𝑣𝑣)sin⁡(𝜃𝜃𝑣𝑣)𝑑𝑑𝜃𝜃𝑣𝑣𝑑𝑑∅𝑣𝑣
𝜋𝜋/2
0

2𝜋𝜋
0  (1) 

 

 

where (θs, øs)  are the vertical and horizontal direction of the incoming radiation (a single 
incident direction),(θv, øv) are the viewing directions of the reflected radiation in the 
zenithal and azimuthal planes and ρ is the reflectance. 

The albedo values of different surfaces vary considerably. Liquid water, such as oceans 
and lakes have very low albedo values typically around 10 percentage units (Jin et al 2002). 
Fresh clean snow surface, on the other hand, can have albedo values of up to 90 % 
(Warren 1982). The albedo of snow depends on the snow surface crystal type, size and 
distribution on the surface, the scale and directionality of the surface features (surface 
roughness), impurities, amount of liquid water, Sun and observation angles, and 
wavelengths in question (Warren 1982, 1984, Warren & Brandt 1998). The most 
important factor determining the albedo of the snow surface is the grain size (Warren & 
Wiscombe 1980, Wiscombe & Warren 1980). The albedo values decrease as the grain size 
increases (Wiscombe & Warren 1980), which explains the darkening of snow surface as 
the snow ages. There are several methods developed to automatically derive snow crystal 
size (Ingvander et al. 2012, 2013, Pirazzini et al. 2015). Many of them are based on 
photogrammetry, where crystal size is derived automatically from crystal images. Also 
other ways have been developed to describe the effect of snow surface grains on snow 
optical properties. One of these is specific surface area (SSA), which describes the surface 
area of the grain per unit mass (Gallet et al. 2009, Gallet et al. 2014). 

As the snow starts to melt the grains size and amount of liquid water in the snow 
increases. This leads to lower values of surface albedo. With the darkening surface the 
amount of solar energy being absorbed by the snow surface increases, further enhancing 
the melt and decrease of the albedo. This phenomenon is called the ice-albedo feedback 
(also known as snow-albedo feedback) (Arrhenius 1896, Budyko 1969, Warren & 
Wiscombe 1980). The albedo of snow is also affected by surface roughness. So far most 
of the studies concentrate on large scale roughness, such as sastrugis and smaller scale 
wind induced formations (Leroux & Fily 1998, Warren et al. 1998, Kuchiki et al. 2011, 
Zhuravleva & Kokhanovsky 2011). For none-smooth snow surfaces where surface 
roughness is randomly oriented the albedo is smaller for rougher surfaces due to trapping 
of radiation in the troughs (Warren 1982). For regular surface features the effect of 
surface roughness depends on the direction of the Sun relative to the surface features.  
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Besides the snow geophysical factors, the albedo of snow also depends on the Sun 
elevation angle, impurities, and cloudiness (Warren 1982, 1984). When clouds are absent, 
the albedo of a smooth horizontal snow surface increases with decreasing solar elevation. 
This is due to the likelihood of near horizontal radiation to escape the snow surface 
instead of being absorbed by the surface. The grain shape becomes more important as 
the solar elevation decreases, and at low solar elevations the albedo of faceted grains is 
higher than for other types of grains (Choudhury & Chang, 1981). On cloudy weather, the 
albedo can be higher than with clear skies due to the multiple scattering of light from the 
clouds. (Wiscombe & Warren 1980). At the wavelengths where snow exhibits significant 
absorption, the albedo of a snow surface is higher at lower solar elevations (Wiscombe & 
Warren 1980, Pirazzini 2004). 

The optical properties of seasonal snow depend on several different factors. These include 
the physical structure of the snow pack, such as crystal size and shape, amount of liquid 
water and air and the impurities of the snow pack. They contribute to the basis for the 
surface roughness of the snow, which is discussed in more detail in the following chapter. 
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3. SURFACE ROUGHNESS OF SEASONAL 
SNOW 

 

 

Surface roughness affects the optical properties of seasonal snow. The roughness 
depends on several different processes and environmental conditions. Some of these are 
global, (e.g. sun elevation, maritime/continental climate, vegetation zone…) and some are 
local (e.g. prevailing wind direction and speed, amount and type of precipitation, distance 
to the canopy...). The dominant factors affecting the surface roughness depend on the 
scale and environment. At the microscale, the crystal shape and distribution determine 
the roughness. These depend on the type of crystals that fall on the surface and the 
metamorphosis of the snow crystals, as described in the previous chapter. In climates 
where air (surface) temperature stays much colder than the freezing point, the surface 
features and metamorphosis of snow crystals are mostly affected by reshaping and 
rearranging of the crystals by aeolian processes. In climates where air temperature rises 
near or above melting point also sublimation, melting, and refreezing of the snow crystals 
affect the surface features (Sturm et al. 1995). 

At larger scales, the surface features are caused by wind, melting and the topography of 
the ground. The redistribution of particles by wind modify the crystals and determine the 
accumulation patterns on the snow surface (Mellor 1965, Jaedicke et al. 2000), such as 
wind induced ripples and dunes. The macro scale roughness includes also features caused 
by other factors such as topography, land use and canopy type (Winkler et al. 2005, Deems 
et al. 2006, Schirmer & Lehning 2011, Eveland et al. 2013, Gruenewald et al. 2013, Scipión 
et al. 2013, Veitinger et al. 2013). The vicinity of tree trunks affects the surface in a 
complex way. Forested sites have milder diurnal temperature variation and lower wind 
speeds than open areas. In open areas wind is often the dominant process affecting the 
distribution of snow (Lehning et al. 2008) whereas forests tend to attenuate the weather 
extremes, keeping the air warmer during cold condition and shadowing the surface from 
direct warming of solar radiation in the spring. This results in slower melting in the spring 
in forested sites. Trees also affect the distribution of snow. Next to tree trunks under the 
large branches snowpack is typically shallower. On the other hand, smaller trees with 
fewer branches can enhance snow accumulation at the root of the tree trunk as the tree 
trunk acts as a snow fence. At forested sites snow gathers also on the trees. Eventually 
this snow will fall down to the snow surface causing surface features of different scales. 
The small particles from vegetation, such as branches and old dried leaves and needles, 
fall on the snow surface, forming scars and enhancing the melt in the springtime. 
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Surface roughness and the amount of liquid water are the main parameters affecting the 
microwave backscatter from wet snow (Williams & Gallagher 1987, Nagler & Rott 2000). 
The microwave remote sensing data is particularly important in the Polar Regions, where 
winters do not have enough sunlight and the weather is often cloudy. Also, the 
bidirectional reflectance distribution function (BRDF) of snow is heavily affected by 
surface roughness (Warren et al. 1998, Peltoniemi et al. 2010). Therefore, understanding 
the effect of surface roughness on remote sensing signals on snow-covered surfaces could 
enhance the quality of both optical and microwave remote sensing based snow and 
albedo information and enhance the quality of remote sensing based products and 
climate models. 

Seasonal snow surface roughness is a result of several different environmental processes, 
with different processes being the dominant influence on different scales. The importance 
of surface roughness on the optical properties of snow surfaces are recognized but the 
detailed description of the relationship between small scale surface roughness and albedo 
is still fairly poorly known, with most of the work focusing on the large scale roughness. 
The understanding of surface roughness would require methods to measure it and large 
data sets. Examples of these are presented in the following chapters. 

 

3.1. SURFACE ROUGHNESS PARAMETERS 

Several different parameters have been developed for describing surface roughness 
(Church 1988, Manninen 2003, Manes et al. 2008, Fassnacht et al. 2009a, a good overview 
in Dong et al. 1992, 1993, 1994a, 1994b). The choice of parameters depends on the 
surface features relevant to the application and the material that is described. 

For snow, there are two main fields interested in surface roughness: The studies on the 
atmosphere-surface interactions describe the surface roughness by using atmospheric 
roughness length. This is the parameter used in most surface-atmosphere models. It 
describes the height above the surface at which the mean wind speed reduces to zero 
when extrapolating the logarithmic wind speed profile down through the surface layer 
(Manes et al. 2008, Gromke et al. 2011). The roughness of the snow surface affects the 
wind speed near the surface. This, in turn, affects the exchange of chemicals between the 
snow and the atmosphere, and the latent and sensible heat flux between these two. The 
studies on snow surface scattering properties describe the surface by geometric 
roughness. These include studies on the brightness of the snow surface, scattering 
modeling of snow, and optical and microwave remote sensing. 

The geometrical roughness of snow surfaces is typically described using correlation length 
and root mean square height variation (σh).  The values of these parameters depend on 
the measured scale and the orientation (Manninen et al. 1998). For example, in remote 
sensing, the surface radiative properties are affected by the roughness from the used 
wavelength up in fractions of the used scale (Ulaby et al. 1982, Fung 1994, Rees & Arnold 
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2006). Therefore also the measurements and parameters should describe all the scales 
that are relevant (Keller et al. 1987, Church 1988, Manninen 1997a, Manninen et al. 1998, 
Fassnacht & Deems 2006). So far, most of the existing surface roughness studies are made 
in different scales, directions, and resolutions, which makes it difficult to compare them. 
Furthermore, most of the existing studies have measured only a single scale, and are thus 
not fully able to describe the surface. Some multiscale parameters have been developed 
(Manninen 1997a, 1997b, 2003, Davidson et al. 2000, Löwe et al. 2007, Manes et al. 2008, 
Fassnacht et al. 2009a), but the directionality has not been taken into account in the 
parameters as often (Herzfeld 2002, Trujillo et al. 2007).  

The parameters used in the papers I-III are based on the root mean square height variation 
(σh), which is a typical descriptor of surface roughness in microwave surface 
backscattering models (Ulaby et al. 1982, Fung 1994). Since these depend on the 
measured length (scale), the σh is calculated as a function of measured length. The σh of a 
single scale was replaced by the mean σh of all the subprofiles of equal length along the 
whole profile (similarly to the sliding window technique). The σh of each profile is 
calculated using the following equations: 

 

 

⟨𝜎𝜎ℎ𝑖𝑖⁡⟩ = ⁡ 1
(𝑛𝑛−𝑖𝑖𝑛𝑛0)

⁡∑ 𝜎𝜎ℎ𝑖𝑖𝑖𝑖,⁡⁡⁡⁡⁡⁡⁡⁡i⁡ = 1,… , 𝑛𝑛𝑖𝑖𝑛𝑛−𝑖𝑖𝑛𝑛0
𝑗𝑗=1   (2) 

 

 

where 𝜎𝜎ℎ𝑖𝑖𝑖𝑖 is the rms height of a subprofile of 𝑖𝑖𝑖𝑖0 points. The size of the smallest 
subprofile is 𝑛𝑛0 and it is enlarged with an increment of i so that the size of a subprofile is 
𝑖𝑖𝑖𝑖0, where i = 1,…,𝑛𝑛𝑖𝑖  and 𝑛𝑛𝑖𝑖  is the number of different subprofile lengths. The subprofile 
is moved from the beginning of the whole profile by an increment of j. The total number 
of points in the 1 meter profile is n.  

According to Keller et al. (1987), for natural surfaces the logarithm of the rms height 
variation σh is linearly dependent on the logarithm of the length x for which it is 
determined, giving: 

 

 

𝜎𝜎ℎ(𝑥𝑥) = 𝑒𝑒𝑎𝑎𝑥𝑥𝑏𝑏       (3) 

 

 

where a and b are constant parameters. These parameters will be used in the analysis 
presented in chapter 3.4. 



27 
 

The parameter values are affected by the inner and outer scale effect. In the inner scale 
effect, the low number of points in each subprofile or causes statistical uncertainty. In the 
outer scale effect, the low number of subprofiles has the same effect. The outer scale 
effect starts to influence the data at subprofile lengths longer than 60% of the maximum 
length (Manninen et at. 1998). Therefore the analysis in paper II is made using the values 
for a and b at 60% of the maximum profile length. 

The parameters presented here give means to describe seasonal snow surface roughness 
in a way that takes into account all measured scales. This is important for scattering 
modelling, which typically include single input for describing surface roughness when in 
fact the roughness affects the scattering on many scales. 

 

3.2. METHODS FOR MEASURING SURFACE ROUGHNESS 
OF SNOW 

The studies on snow surface roughness are relatively few. One of the reasons for this is 
the difficulty of measuring it. Lacroix et al. (2008) have put together an overview of the 
history of snow surface roughness measurements. Many of these are based on inserting 
a plate partially into the snow and measuring a profile of the snow surface. These plate-
based measurements started in the 1980’s by Rott (1984) and Williams et al. (1988). After 
this, the methods have improved regarding accuracy and resolution (Rees 1998, Rees & 
Arnold 2006, Löwe et al. 2007, Manes et al. 2008, Elder et al. 2009, Fassnacht et al. 2009a, 
2009b, Gromke et al. 2011, paper I). Some of these methods are manual in the sense that 
the height variation is measured using, for instance, a ruler (Rees 1998) and some 
incorporate photography (Löwe et al. 2007, Manes et al. 2008, Fassnacht et al. 2009a, 
paper I). The different methods have been used to measure different types of snow, such 
as melting snow or freshly fallen snow.   

In addition to the plate-based measurements, there are some methods that are based on 
laser scanning. Most of the methods have measured individual profiles but laser scanning 
data could be used to cover larger 3-d areas of the surfaces. In addition to improving the 
accessibility and spatial and statistical coverage, laser scanning gives the potential for 
studying the directionality of the height variation. It also leaves the surface intact, which 
gives the possibility to repeat the measurements at the same areas at different times. 
Then again, this data does not have as high resolution or accuracy as some of the plate 
methods. More details on laser scanning are given in chapter 4.  

In this dissertation, two methods for measuring snow surface roughness are presented. 
One is based on plate photography, and it is described in detail in the following chapter. 
It was used in the field in Sodankylä, Finnish Lapland, and the snow profiles were extracted 
using a fully automatic algorithm developed by Manninen et al. (2012). The results of the 
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analysis of these profiles are presented in chapter 3.4.  The other method is based on 
mobile laser scanning (MLS), and it is presented in chapter 4.3. 

 

3.3. PLATE PHOTOGRAPHY METHOD 

The method used in papers I-III is based on photographing a 1.06 m x 0.4 m wide black 
board with scales on the sides (Figure 2). The black area in the middle is 1 m x 0.4 m. The 
scales consist of three rows of black-and-white squares of 1, 5 and 10 mm in size.  

While measuring, the plate is carefully inserted into snow so that the top of the plate 
remains above the snow (Figure 3). The plate is photographed perpendicularly using a 
Canon PowerShot G10 digital pocket camera. The camera has a 4416 x 3312 pixels and a 
zoom lens with an optical image stabilizer. One image is enough for retrieving the profile, 
but to ensure good image quality, three images were taken from each profile. The 
resolution of the images and the profiles depend on how close to the plate the photograph 
is taken, but was on average 0.27 mm.  

 

 

 

Figure 2 The background used in the plate photography method for measuring snow surface 
roughness. The calibration of the plate method was made using an artificial tooth rack profile 
shown in the figure. 

 

The plate and camera are easy to carry during field measurements. Therefore it can be 
used in a wide area. It can also be taken to the areas surrounded by trees, which can be a 
limiting factor for the laser scanning based methods, where the tree trunks limit the 
visibility of the snow surface. The limits to the use of this method come from the 
resolution of the camera. Also, in some cases, if the snow is loose or has an icy cover, 
inserting the plate into the snow and holding it in place without disturbing the snow 
surface profile can be difficult. However, for most cases in the boreal forest zone this is 
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not the case. Snowfall can also be a problem to the method because falling snowflakes 
appear as white spots on top of the black plate. These can still be analyzed with little 
manual assistance, but if the falling flakes appear on top of the snow profile or at the 
corners of the black area the profile extraction will not be successful. 

 

 

 

Figure 3 Plate photograph with enlargement of the extracted profile. The profile is from Tähtelä, 
site index 10, 16th March 2010 with fresh snow. 

 

The vertical accuracy of the coordinates of the profiles was tested by taking a photograph 
of a straight horizontal paper edge and analyzing it with the method described above. The 
average absolute deviation of the measured height variation from zero was 0.93 mm with 
a parabola shape (y = 0.0000144 ∞ 2 -0.01479x + 2.609; R2 = 0.99). This is most likely due 
to the scales of the board being 1 mm above the black background. It may also be due to 
residual error from the barrel distortion correction. When the coordinates were corrected 
according to the parabola the absolute deviation of the coordinates from zero was 0.07 
mm.  

 The vertical and horizontal accuracy was studied in more detail by taking photographs of 
an artificial profile with rack-tooth pattern (Figure 2). The rack-tooth pattern dimensions 
were 5 mm x 5 mm. The test data consisted of 50 images taken from different angles and 
distances. From this, a subset of 30 profiles was chosen to represent the realistic 
measurement settings. The profile was placed on top of the image in different angles for 
different cases. This dataset was used to construct a residual barrel distortion correction. 
Based on the rack-tooth –profile analysis the overall horizontal analysis is on average 0.1 
mm, with 80% of the cases having an error smaller than ±0.6 mm. The overall vertical 
accuracy in on average 0.04mm with 80% of errors in a range smaller than ±0.2 mm. 
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The repeatability of the method was tested by analyzing three different images taken from 
the same set of the rack-tooth profiles. Twenty-one of the cases had three successful 
images and were included in the analysis. The profiles were analyzed using root mean 
square height variation of subprofiles of different length at different parts of the profile 
(similar to sliding window technique). The mean values of rms height variation for each 
length of subprofiles were calculated. The subprofiles longer than 60% of the maximum 
length were obtained from the analysis because the mean value of the longer subprofiles 
is calculated from only a few individual subprofiles, thus causing statistical uncertainty 
(Figure 5 in Manninen et al. 1998). The standard deviation of the rms values per 
measurement is <0.02 mm. The variation of the rms height measurement is typically <1% 
of the mean value. 

The effect of the temperature variation on the dimensions of the scale was estimated to 
be <0.1 % for a typical measurement temperature range. The detected reasons for the 
failure of automatic analysis are blurred or out-of-focus images, a very large dark object 
at the front of the image, snowflakes at the corners of the black area and on scales, and 
extremely poor contrast of the image intensity. 

The plate photography –based method presented here is able to describe the snow 
surface roughness in scales smaller than 1 m with resolution less than 1 mm. The method 
is easy to use also in field conditions: it is light to carry, does not require complicated or 
expensive technical device, and it tolerates moisture and cold weather. Therefore it offers 
means to gather large data sets on roughness in many different conditions. 

 

3.4. PLATE METHOD RESULTS 

The snow surface roughness measurements presented in this dissertation were made as 
part of the SNORTEX (Snow Reflectance Transition Experiment) campaign (Roujean et al. 
2010, Manninen & Roujean 2014). The campaign took place in Sodankylä, Finnish Lapland 
(67.4°N, 26.6°E) during winters 2008-2010. The base of the campaign during field 
measurements was in the premises of Finnish Meteorological Institutes Arctic Research 
Centre (FMI-ARC). The campaign was led by FMI and Météo-France. Also the Finnish 
Geodetic Institute (FGI, now Finnish Geospatial Research Institute of National Land Survey 
of Finland), University of Helsinki, University of Eastern Finland, the Laboratoire de 
Glaciologie et Géophysique de l´Environment, and the Finnish Environment Institute. The 
campaign aimed at studying the different factors affecting the boreal forest albedo during 
the melt seasons. It included both airborne and ground-based measurements.  

The surface roughness plate measurements made during the SNORTEX-campaign were 
analyzed using the multiscale parameters developed by Manninen (1997b, 2003, see 
chapter 3.1). The aim of the study was to gather information on the snow surface 
roughness of the study area and to investigate the use of the plate-based method and the 
parameters in question in describing the seasonal snow surface roughness. The 
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measurements covered different types of natural snow, including fresh, old, wet and dry 
snow. The measurements cover different types of land use, including forests, open bogs 
and lake ice (Figure 4). The plate profiles were analyzed using the parameters a and b (Eq. 
3) 

The parameter a and b (Eq. 3) react differently to the features along the profile they 
describe. Parameter a reacts to the height variation of the shorter wavelengths. Therefore 
fresh fluffy snow gets high values of a, and aged snow gets lower values correspondingly. 
The parameter b reacts to the longer wavelength characteristics and irregularity of the 
occurrence of height variations. The surface features of older snow have less variation in 
the crystal level, but larger variation in the longer wavelengths. This variation is caused by 
melting, impurities, and scars made by animals on top of the snow. These are more 
irregular in nature than the wind induced ripples or crystal level features and therefore 
old melting snow gets high values of b. 

 

 

 

Figure 4 The measurement sites for plate photography measurements during SNORTEX 
campaign. 

 

The different character and sensitivity of the parameters can be seen in Figure 5. The 
figure presents the values for a and b for all measured profiles. The parameters from the 
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March 2009, February 2010 and March 2010 profiles show similar combinations for the 
values for the two parameters but the profiles measured in April 2009 form a separate 
group of values. This is because April 2009 was melt season whereas the other months 
did not yet experience as much melting. For April 2009 the values for b are generally 
higher for the corresponding values for a than for the other months. This is because in the 
melt season the new fresh snow is not able to level out the irregular pits and peaks of the 
already melting snow surface. 

 

 

 

Figure 5 The parameters a and b of Eq. 3 for 60% of the maximum length for all plate profiles from 
2009 and 2010. 

 

The effect of a single snowfall event on the values for parameter a can be seen in Figure 
6, which shows the values for the two parameters for Tähtelä (site 10 in Figure 4) for 
March and April 2009. At the beginning of the field campaign in March 2009 the snow 
surface was aging. At the evening of 15th March, it began to snow, continuing in short 
periods until the morning of 18th March. This can be seen in the values for parameter a, 
which gets relatively low values at the beginning of March 2009. Then, as the snowfall 
starts, the values increase, and after the snowfall they gradually decrease. The values for 
a are in the range of -4 to -0.5. This is also the range of values for a in all the measurement 
sites in March 2009. This shows that the weather conditions can largely explain the 
distribution of a. In April 2009 there was no snowfall during the measurement period. 
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Figure 6 The temporal variation of parameters a and b of Eq. 3 in Tähtelä from 11th March 2009 to 
28th April 2009. 

 

The results here present a large data set of small scale surface roughness measurements. 
The measurements cover many different types of environments and thus snow types of 
the Boreal Forest.  The parameters used here were able to distinguish between old and 
fresh snow surfaces, as well as the difference between mid-winter and melt season snow. 
Previous studies have shown that the albedo of snow decreases as the snow gets older. 
The study presented here shows that the small scale surface roughness changes as the 
snow gets older. This suggests that the small scale surface roughness has an effect on 
surface albedo.  
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4. LASER SCANNING OF SNOW COVERED 
SURFACES 

 

 

Laser scanning is a technique ideal to use in 3D mapping of different targets, such as 
topography, forest, vegetation, buildings and indoors areas. It has proven to be 
particularly good at measuring inaccessible and dangerous environments. It also leaves 
the measured surface intact, which means it can also be used for change detection.  

The applications for laser scanning are rapidly increasing as the scanning systems are 
becoming cheaper and easier to use. The laser scanning methods can be divided into 
airborne and terrestrial methods. In airborne laser scanning (ALS) the scanning system is 
installed onboard an aircraft. These systems can cover large areas, but the resolution and 
accuracy of the data is not as good as with terrestrial laser scanning (TLS), where the 
scanner is on ground, typically mounted on a tripod (Rees & Arnold 2006, Van Der Veen 
et al. 2009, Hollaus et al. 2011). The measurements presented here are made using TLS. 

In the recent years, several different methods have been developed, where the scanning 
system is mounted on a moving vehicle. These mobile laser scanning systems (MLS) cover 
larger areas than stationary laser scanning and the data has higher resolution and 
accuracy than the airborne data. The MLS systems typically have a 2-d profiling laser 
scanner mounted on a moving vehicle, where the movement of the vehicle provides the 
third dimension for the point cloud. The systems consist of a scanner, a moving vehicle, a 
GPS-device and an inertial measurement unit (IMU). The MLS system used in the study 
presented in chapter 4.3  is the FGI ROAMER (Kukko et al. 2007). 

 Laser scanning is based on the scanner sending a laser beam towards an object or area 
and then measuring the backscatter of the beam. The direction to which the beam was 
sent, and the time it took until the photodiode of the scanner detected the backscattered 
beam gives the location of the reflecting surface. The range measurement can be based 
either on the time-of-flight or on the phase-based measurement principle. Changing the 
direction of the outgoing beam the observations can be combined into a 3D point cloud, 
where the data of each measured point contains x, y and z coordinates and the intensity 
of the backscattered beam. The 3D point cloud can then be analyzed using either 
photogrammetric methods to extract different objects or by modeling the surfaces.  

The intensity data of a point cloud tells the relative intensity of the backscatter of the laser 
beam for each measured point within the scan. The data has not yet been used for many 
applications, but the methods utilizing also this information are increasing. Since the 
intensity data is gathered automatically while scanning, making it usable for data analysis 
would bring added value to the work and create new possibilities for applications. For 
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snow surfaces, this could mean for example automatic classification of snow surface 
types. 

The intensity value of a laser point is affected by the backscattering properties of the 
reflecting object. With snow, this means the grain size and shape (Kaasalainen et al. 2006) 
and the surface structure (Zhuravleva & Kokhanovsky 2011). The backscattering 
properties of the target then affect the angular dependency of the intensity, that is, the 
incidence angle effect (Kaasalainen et al. 2011, Krooks et al. 2013). The effect of 
measurement geometry and its correction has been studied by Sicart et al. (2001) and 
Weiser et al. (2015). Knowing the effect of incidence angle is particularly important for 
MLS data which typically covers a larger area and thus wider range of incidence angles. 

In order to be able to use the intensity value, it needs to be calibrated since the absolute 
intensity value changes between different datasets. This is typically done using objects 
whose reflectance is pre-known (Kaasalainen et al. 2009). In field conditions, these can be 
placed in the view of the scanner and later extracted from the data and used as reference 
values to calibrate the data. This also enables the comparison of different datasets. 
Different radiometric calibrating systems have been developed by, for instance, Ahokas 
et al. (2006), Coren & Sterzai (2006), Höfle et al. (2007), Kaasalainen et al. (2009) and 
Wagner et al. (2006). Calibrated intensity data has previously been used for range data 
segmentation and classification (Höfle et al. 2007, Yan et al. 2012). 

Using laser scanning on snow surfaces requires knowledge on the behavior of laser beam 
on the snow surface. The usability of MLS in snow applications was studied by Kaasalainen 
et al. (2010). Since some types of the snow surface crystals are transparent in the direction 
of the optical axes of the crystal, and the surface may contain liquid water, there is a 
chance that the laser beam backscatter does not come from the surface, but from lower 
levels of the snowpack. Prokop (2008) has studied the depth the backscattering 
represents by placing reflective foils and blankets on the snow and comparing the range 
data from the blanket and the snow. According to his study, there was less than 1 cm 
difference in the surface height of the different surfaces. Here the depth from which the 
backscattering takes place is studied by placing black metal plates horizontally into the 
snowpack and observing the effect they have on the intensity value of the backscatter 
(chapter 4.1). 

To be able to use the laser scanning intensity data for snow surfaces several factors need 
to be taken into account. First, the snow BRDF is highly varying. In stationary terrestrial 
laser scanning data, the direction of the laser beam changes as the scanner rotates. This 
means that each laser point observation represents the backscattering for a different 
angular composition of the BRDF. The incidence angle between the scanner and snow 
surface changes also along the scan line. The effect of these need to be taken into account 
while using the intensity data. This dissertation presents a study on the incidence angle 
dependence of the intensity data from different snow types (chapter 4.2). 

In glaciology laser scanning has mostly been used for snow depth measurements and the 
applications have focused on using the range data (Arnold et al. 2006, Várnai & Cahalan 
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2007, Kaasalainen et al. 2008, Prokop 2008, Prokop et al. 2008, Hood & Hayashi 2010, 
Helfricht et al. 2014, Picard et al. 2016). Some first attempts have been made to use 
airborne laser scanning data for glacier surfaces (Lutz et al. 2003, Höfle et al. 2007). The 
surface roughness studies using laser scanning have focused on different snow-free 
surfaces (Lacroix et al. 2008, Eitel et al. 2011). ALS has been used to study the roughness 
of larger areas, such as ice sheets (Van Der Veen et al. 2009) and forest canopy 
(Weligepolage et al. 2012). This dissertation presents a study on the feasibility of MLS data 
on snow surface roughness mapping (chapter 4.3). 

 

4.1. DEPTH OF BACKSCATTER 

The depth from which the backscattering takes place was studied by placing black metal 
plates horizontally into the snowpack and observing the effect they have on the intensity 
value of the backscatter. As soon as the intensity value starts to change the laser beam 
has reflected from the depth of the plate. The measurements were made using Leica 
HDS6100 scanner. It measures at 650-690 nm wavelength. The beam diameter at exit was 
3 mm, having a beam divergence of 0.22mrad. The range measurements were based on 
phase detection. Additional measurements were made with a Sick LMS151 laser scanner 
to compare the results of the phase-based scanner with the pulse-based one. The Sick 
scanner measures at 905 nm wavelength and has an 8 mm beam exit with15 mrad beam 
divergence. 

The intensity detector of the Leica scanner is linear and follows the Rl2 dependence (Rl 
being the range) of the radar equation (Wagner et al. 2006) at distances greater than 10 
m (Kaasalainen et al. 2011): 
 

 

𝑃𝑃𝑟𝑟 =
𝑃𝑃𝑡𝑡𝐷𝐷𝑟𝑟2

4𝜋𝜋𝑅𝑅𝑙𝑙4𝛽𝛽𝑡𝑡2
𝜎𝜎𝑏𝑏      (4) 

 

where Pr is the received power, Pt is the transmitted power, Dr is the receiver aperture, Rl 
is the range, and βt is the transmitter beam width. σb is the backscatter cross section, 
which is related to target reflectivity and the measurement geometry. In this study, all 
parameters, including the range Rl, remained constant, except for σb, which depends on 
the incidence angle (cf. Shaker et al. 2011, Kaasalainen et al. 2011).  

According to Höfle & Pfeifer (2007), the σb depends on the incidence angle as follows: 
 
 

𝜎𝜎𝑏𝑏 = 𝜋𝜋𝜋𝜋𝑅𝑅2𝛽𝛽𝑡𝑡2𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖𝑖𝑖      (5) 



37 
 

 

 

where ρ is the target reflectance, Rl is the range, βt is the laser beam width and αia is the 
incidence angle. With plates in the snowpack closer than where the backscattering would 
take place, it would affect the surface reflectivity, which is also contained in the cross-
section parameter σb (Wagner et al. 2006). 

The measurements were made at the premises of FGI in Kirkkonummi (60.1°N, 24.5°E), 
Finland. The snow cover in this region is typical taiga snow with ice lenses and several 
layers with different density and crystal shape (Sturm et al. 1995). The relevant 
geophysical properties of the snow were documented and the overall weather conditions, 
such as air temperature, were monitored during the measurements. 

The snow cover was studied using standard snow pit measurements. After this, a clear cut 
in the snowpack was made, and black aluminum plates were inserted into the snow at 
different depths in a horizontal position similar to the snow surface (Figure 7). The plates 
were 50 cm x 25 cm and 15 cm x 10 cm in size. The bigger plates were used deeper in the 
snowpack to ensure that they cover the sample area. The smaller plates were used near 
the surface where the snow was less packed and therefore inserting the plates into the 
snow without destroying the surface was more difficult. They were also easier to place at 
an exact depth.  

 

 

 

Figure 7 The set up for measuring the depth of backscatter. Left: The scanners were placed above 
the snow surface (here both Leica on the right and Sick on the left). Right: The Spectralon® 
reflectance panel was placed in the view of the scanner and black metal plates were inserted into 
the snow. 
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The scanner was placed so that the incidence angle was as close to perpendicular to the 
surface as possible. A Spectralon® reflectance panel was placed in the view of the scanner 
next to the snowpack (Figure 7). The first scanning was done without plates, followed by 
the case where the plate was at the deepest (typically 20 cm depth). In order to not break 
the snowpack, the plate was left in the snow and a new plate was placed above it. The 
closer to the surface the plates were, the less difference there was between the depths 
of different plates. Near the surface, the scanning was made at 0.5 cm depth interval. 
After collecting the data, a sample of the laser scanning data from the snow surface above 
the plates was extracted from the point cloud and the differences in the intensity values 
from samples of different plate depths were compared. The typical sample size was 10 x 
10 cm. 

The measurements were repeated on different days with different types of snow. The 
snow types covered fresh fluffy dendritic snow to old wet slushy snow. Images of the 
different snow surface crystals together with the weather data are seen in Table 1. If the 
snow was scanned from a too short distance there would be a risk of oversaturating the 
intensity values. Therefore the scanning was carried out from different locations as 
straight above the snow sample as possible but still far enough.  

The mean normalized intensity values for measurements of different snow types with 
plates at different depths are shown in Figure 8. The values are normalized using the mean 
intensity value of the 99 % backscattering plate of Spectralon® reflectance panel. 
According to the measurements for dry snow, the backscattering takes place from the 
very surface of the snow. The results were similar to the results obtained by the Sick 
scanner. For wet snow, the black plate starts to affect the intensity values already at 0.5 
to 1 cm depth. This indicates that the majority of the backscatter comes from this depth. 
Since natural snow is not a featureless plane the depths of the black plates should be 
considered as approximate. 

The use of laser scanning on describing snow surface feature requires the understanding 
the behavior of laser beam on snow surfaces. The work presented above shows that the 
backscattering of the laser beam takes place at the very surface of the snow.  

 

  



39 
 

Table 1 Weather and snow conditions of each day of the backscatter depth measurements: The 
scales in the crystal images are in cm. 

26th January 2012  

Scanner position: next to the snow, see Figure 3 
Snow depth (cm):  34 
Air temperature: -5°C 
Surface crystals: DFbk/PPsd, dendrites, and broken 
dendrites 

 

16th February 2012 

Scanner position: from a window on a higher floor 
Snow depth (cm): 32  
Air temperature: -2.5°C 
Surface crystals: DFbk, dendrites and broken dendrites 

 

13th March 2012 

Scanner position: from a roof 
Snow depth (cm): 30 
Air temperature: +5°C, half cloudy 
Surface crystals: RGlr, MFcl, large rounded clustered 
crystals, very wet  

7th February 2013 

Scanner position: from a roof 
Snow depth (cm):  25 
Air temperature: 0°C 
Surface crystals: DFbk, wet but fresh, sticky dendrites 
and broken dendrites  

14th February 2013 

Scanner position: from a window on a higher floor 
Snow depth (cm): 75 
Air temperature: 0°C, cloudy 
Surface crystals: MFcl, wet rounded clusters, some 
evidence of earlier freezing with sharp edges  
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a) 
 

 
 

b) 
 

 
 

c) 
 

 
 

d) 
 

 
 

e) 
 

 
 

 

 

Figure 8 The normalized intensities of the snow surfaces for the different measurements. The 
measurements were made a) 26th January 2012: dry dendrites b) 16th February 2012: dry dendrites 
c) 13th March 2012: wet rounded and clustered d) 7th February 2013: wet fresh dendrites e) 14th 
February 2013: wet rounded clusters. The horizontal axes shows the depths of the plates. 
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4.2. THE INCIDENCE ANGLE DEPENDENCY OF THE 
INTENSITY OF LASER BACKSCATTER FROM DIFFERENT 
SNOW SURFACES 

The dependence of the incidence angle effect on snow type was measured using the Leica 
HDS6100 scanner presented in the previous chapter. The wavelength dependency of the 
incidence angle effect was studied using Hyperspectral Lidar (HSL) developed at FGI 
(Hakala et al. 2012). During measurements, the scanners were placed indoors in a 
laboratory and the snow samples were kept outdoors (Figure 9).  

 

 

 

Figure 9 Left:  The snow sample of natural snow in a plastic container. Right: The setup for the 
scanning. The scanner is at the front of the image and the snow sample with the rotator is on the 
back. 

 

The different snow surfaces were studied by cutting 20 cm x 20 cm samples of different 
snow surface using a thin plastic box with one side wall open (Figure 9). The samples were 
6-8 cm thick. The sample was kept in the same box during the measurements. The box 
was installed on a URB100CC rotation stage (Newport, Irvine, CA). The rotation device was 
mounted on an aluminum frame along with a mirror.  The snow sample was then scanned 
several times, each having the sample in a different angle. The distance between the snow 
sample and the scanner (via mirror) was about 5 m. The mirror was used to enable 
measurements of greater angles without destroying the snow sample.  

The data were analyzed by fitting a plane to the point cloud from the snow sample to 
measure the incidence angle more precisely. The analysis is based on the mean and 
median values of the intensity values for the snow sample.  A similar set of measurements 
were made during several days having different snow surface. Snow crystal images 
together with weather information for the different measurements can be seen in Table 
2. The crystals have been classified according to Fierz et al. (2009). Additional 
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measurements with different wavelengths were made using HSL (Hakala et al. 2012) 21th 
February 2012. The backscatter was measured at 8 wavelengths (554.8 nm, 623.5 nm, 
691.1 nm, 725.5 nm, 760.3 nm, 795.0 nm, 899.0 nm, 1000.4 nm). 

 

 

Table 2 The weather and snow conditions of the measurements of the incidence angle effect. The 
number of the scale in the images of the snow surface crystals is in centimeters. 

4th February 2013   

Snow depth (cm): 18 
Air temperature: 0°C 
Surface crystals: DFdc, broken dendrites and needles, fresh 
fallen snow  

14th February 2013   

Snow depth (cm): 41 
Air temperature: 0°C 
Surface crystals:   DFdc, needles and decomposed 
dendrites, that have partially melted and then refrozen  

21st February 2013   

Snow depth (cm): 37  
Air temperature: 0°C  
Surface crystals: DFdc, old broken crystals that have been 
clustered but are not yet very rounded  

4th March 2013 

Snow depth (cm): 30.5 
Air temperature: -5.5°C 
Surface crystals: DFdc, needles and broken dendrites 

 

19th March 2013 

Snow depth (cm): 33.5 
Air temperature: -6°C 
Surface crystals: DFbk/PPsd, a fresh fluffy layer of dendrites 
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To ensure the stability of the setting during the different scans, a four-step Spectralon® 
(Labsphere Inc.) reflectance target with 12 %, 25 %, 50 % and 99 % reflectance panels was 
placed near the snow sample in the view of the scanner. During the data analysis, the 99 
% panel was used to monitor the comparability of the different scans. The stability of the 
measurements was monitored also by measuring air temperature next to the snow 
sample during measurements, visually monitoring the snow sample between the scans 
and during the rotation, and sampling the snow point cloud both through the mirror and 
directly. 

The mean intensities for different snow types as a function of incidence angle are shown 
in Figure 10.  The incidence angle dependency seems to be similar to all measured snow 
types. The differences between the measurements are smaller than the standard 
deviations of intensity values of the samples. The intensity values where typically normally 
distributed. Therefore the mean value represents the sample well. The similar 
dependency of the intensity of the different snow types on the incidence angle gives the 
possibility to use similar correction function for the intensity values for all snow types. A 
first-order cosine function for the incidence angle was fitted to the intensity data. Due to 
the measurement setting the other variables are static. The fitting of the first-order cosine 
function gives an empirical correction: 

 

 

0.1009 + 0.8812(cosαia )      (6) 

 

 

The R2 for the fitting was 0.9884. A more precise fitting needs to be done when a larger 
data set including wet snow is available. The intensity values for different wavelengths 
seem to have a similar dependency on incidence angle. 

The incidence angle measurements originally included a sample set of wet snow, but the 
data turned out to be corrupted. Therefore it was excluded from the analysis. It is 
noteworthy though that the excluded data followed the same pattern as the other snow 
types. This is in line with the previous experiments including also different incidence 
angles from wet snow (Anttila et al. 2011).  

The results presented above show that the incidence angle dependency of the laser 
scanning intensity value is similar to all snow types. More similar measurements need to 
be made in the future to form a more precise correction function for the incidence angle 
effect. These results will enhance the usability of the intensity data in laser scanning based 
methods for snow cover mapping. 
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Figure 10 The mean backscattering intensity of the snow samples. The intensity values have been 
normalized using the maximum values of each measurement set. The error bars show the standard 
deviation of the snow samples. 

 

 

4.3. MOBILE LASER SCANNING MEASUREMENTS OF 
SNOW SURFACE ROUGHNESS 

The MLS and validation measurements of seasonal snow surface roughness were made 
during the SNORTEX campaign 18th March 2010. The scanning was made using the FGI 
ROAMER system, which includes a FARO Photon 120 laser scanner and a NovAtel SPAN 
GPS-IMU system, together with data synchronizing and recording devices. A summary of 
the equipment can be seen in Table 3. FGI Roamer was mounted on a sleigh and driven 
by snowmobile along a 2.5 km long track (Figure 11 and Figure 12). The track followed a 
marked snowmobile track and covered sparse pine forest and open bogs. The GPS-IMU 
system measures the platform movements and observes the GPS satellites to reproduce 
the system trajectory for the scanner data. The data is recorded as a function of time at 
100 Hz data rate. At post-processing, the scanner point data is time synchronized with the 
trajectory data from the GPS-IMU, producing a 3D point cloud. 

The data from 18th March 2010 was surveyed using 49 Hz scanning frequency and point 
measurement rate of 244 000 pts/s. The scanner head was mounted upwards on the 
sleigh for vertical profiling to produce across-track swaths. The point density of the data 
in hand varies between 100 pts/m2 and 3000 pts/m2. The spacing between the scan 



45 
 

swaths in the data was approximately 2-6 cm depending on the speed of the vehicle. A 
sample of the gathered laser data can be seen in Figure 13. 

 

Table 3 Technical details for FGI ROAMER. 

Scanner FARO Photon 120 
 120-976 000 pts/s, user selectable 
The maximum field of view 320° 
Scan frequency 3-61 Hz, user selectable 
Wavelength 785 mm 
 Phase shift ranging 
Spot size 3.3 mm + 0.16 mrad divergence 
Georeferencing system NovAtel SPAN GPS-IMU 
 NovAtel DL-4plus receiver and GPS-702 antenna 
 L1 and L2 frequencies 
 Honeywell HG1700 AG11 tactical-grade RLG IMU 
 Gyro bias 1.0 deg/h 
 Random walk 0.125 deg/rt-h 
 Data rate 100 Hz 
Bi-trigger synchronization  
 Delivers scanner triggers to receiver log 
 Camera triggering × 4 
Rugged laptops for data recording  

 

 

 

Figure 11 The FGI ROAMER mounted on a sleigh, moved by snowmobile. 
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Figure 12 The MLS data coverage for 18th March and plate profile validation sites (yellow dots). 
Map data courtesy: NLS of Finland. 

 

 

 

Figure 13 A sample of MLS data from 18th March 2010. The colors come from surface elevation 
variation. The white objects are trees and the 2.5 m wide black area is the area near the scanner 
for which data could not be collected due to shadowing of the scanner. 
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According to the scanner manufacturer, the point measurement accuracy of the scanner 
is 2 mm with 1 mm repeatability for 90 % reflective target. In practice, however, the 
accuracy depends on the object surface type, reflectivity and object angle relative to the 
scanning beam. The relative point accuracy of this system is estimated to be a few 
millimeters. The absolute positioning accuracy is at centimeter level. The largest source 
of error in the data is the direct georeferencing of the mapping sensor data with global 
satellite navigation and inertial positioning. 

To study the usability of this data for snow surface roughness mapping, plate 
measurements of snow surface roughness similar to the ones presented in chapters 3.3 
and 3.4 were made along the track. The plate profiles were measured in the same 
direction as the swath (perpendicular to the scan lines) at 11 locations (shown in Figure 
12) shortly after the scanning. Corresponding surface profiles were extracted from the 
laser scanning data. The profiles were cut using 3 cm and 5 cm wide boxes. The profiles 
were cut both along the scan swath and perpendicular to it (similar to the plate profile). 
At some locations, an additional set of profiles were cut from the scanning data closer to 
the scanner in order to get better resolution for the laser scanning profile. This was done 
only if the original plate measurement was far from the trajectory and the snow surface 
between the plate profile and the scanner was intact.  

The corresponding plate and laser scanning profiles were compared using rms height 
variation calculated as a function of measured length (Eq. 2). The linearly rectified profiles 
can be seen in Figure 14. The profiles can be divided into two groups according to the 
comparison results: The profiles that match rather well considering the shape and 
magnitude, and the profiles that do not match quite as well. 

The plate profile locations were located from the laser data using distinct visible objects 
such as placing of tree trunks relative to the profile. In some cases, the laser data turned 
out to be too sparse for meaningful profile extractions, and the profiles were cut 
purposely from a different location. This mismatch of locations is also causing some 
differences in the comparison between the plate and the laser scanning profiles. Some 
differences are expected to be caused by the fact that the laser scanning profiles show 
centimeter level roughness, whereas the plates measure roughness with sub-millimeter 
resolution. At validation site 9 the surface shows a slight bump while at validation sites 3 
and 6 there is some wind induced ripples, and the profiles from different sources seem to 
have been taken at a different phase of the ripple formation. However, for relatively flat 
and smooth snow surface, such as the one measured here, the variation in scales larger 
than millimeters is so little, that the miss-locations may not have as large effect on the 
rms height variation as it could have at different surfaces. This is also demonstrated by 
the fact that in some cases the laser scanning profiles measured parallel to the plate 
profiles match the plate profiles even better than the laser profiles measured in the same 
direction as the plate profile. The surface height variation along the profiles is typically in 
centimeter scale, as can be seen in the plots in Figure 15, and the scale of variation is the 
same for both the methods. 
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Figure 14 Snow surface profiles derived by using plate photography and MLS. The profiles taken at 
the same location as the plate profile are indicated as "close" and the profiles extracted further 
away from the plate profile are indicated as "far". 
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Figure 15 The rms height variation of the MLS and plate profiles. 

 

The resolution of the laser profiles parallel to the laser swath (along scanline) is typically 
much higher than the profiles that were cut across the swath. The role of resolution, 
uneven point density, laser spot size, wavelength and function of range and incidence 
angle on the surface roughness parameters should be studied in more detail. In this study 
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the laser spot size at the far edge of the snow surface data is about 30 mm, taking into 
account also the effect of incidence angle. The used wavelength, 785 mm, is so close to 
optical wavelengths, that the penetration and absorption to the surface are expected to 
have little effect (Warren et al. 2006). The depth from which the backscattering takes 
place on snow surfaces is studied in more detail in paper IV. The differences between the 
rms functions from the two methods are within 2 mm, especially for scales 50-60 cm. In 
the cases where the differences are larger, they are still on the scale of 10 mm.  

After the MLS data was shown to be potential for snow surface, a method to obtain snow 
surface roughness (MLS grid) by using surface classification and 3D samples was 
developed. The method starts with cleaning the data from noise points and separating 
the snow surface from observations of other targets. Points with less than five points 
within the radius of 20 cm from the point in question were removed. This step caused the 
removal of some points from snow cover at far distances (greater than 25 m). Therefore, 
the stray points were not removed directly but classified as “sky points”, giving the 
possibility to restore them in case they are needed at later application.  

After filtering the noise points from the data, the snow surface was extracted from the 
point cloud. The snow surface classification followed the method introduced by Axelsson 
(1999). The method starts by building a surface model from points given by the user, in 
this case, the points still left in the point cloud after cleaning. The model consists of 
triangles and it is then gradually extended by iteratively adding points to the point cloud. 
A set of parameters determine how far a point can be to still be included in the model. 
The method performs generally very well, but in the close vicinity of the scanner, some 
points are lost. These are typically peak points of small ripples 3-10 mm in size. Some of 
these were returned to the snow surface by searching for points less than 2 cm above the 
snow surface with 10 cm maximum triangle edge lengths. 

After extracting the snow surface, the surface roughness was calculated. It was done by 
first selecting a resolution and radius for the areas for which the method is applied. Then 
a plane is fitted to each resolution unit center, and minimum distance from the plane is 
calculated for each point less than the predefined radius from the center point. The 
minimum distance from the plane is determined similarly to the plate profile method so 
that the roughness is defined as the mean minimum distance of the points to the plane. 
A sample of the MLS grid roughness data is shown in Figure 16. 

The results from the MLS grid method were compared to the plate profiles. The MLS grid 
test data had 1-meter grid sampling. The sample diameters were from 10 cm to 100 cm in 
10 cm intervals. The sample points closest to the plate profiles were used for the 
comparison. The rms height data of both the methods can be seen in Figure 17. The figure 
shows that the increase in sample size increases the rms height value of the MLS grid data, 
as was expected. The largest increase was found for the sites with the largest variation in 
surface topography. The 10 cm scale turned out to be the most challenging one for MLS 
grid, which can be explained by the number of points within this area being quite low, 
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thus causing statistical uncertainty. The low number of points can also affect the accuracy 
of the plane fitting. This can be helped by measuring denser point clouds in the future. 

 

 

 

Figure 16 Snow surface roughness from MLS data with 10 cm (left) and 100 cm (right) sample 
diameters at 1 m grid. 

 

 

Figure 17 The rms height variation of the snow surface derived by validation plate profiles and MLS 
grid 3D.  

 

Based on the results the MLS grid method and MLS data show great potential for surface 
roughness mapping, especially at above centimeter scales. The MLS data can be used to 
cover large areas, which is particularly useful for satellite data validation and for studying 
the variability of the snow surface in different environments, such as forested vs open 
areas. 
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5. THE ALBEDO OF THE AREAS COVERED 
BY SEASONAL SNOW 

 

 

Due to the importance of seasonal snow and surface albedo to the climate, it is important 
to study them at a global scale. This means vast and remote areas. The in-situ ground 
measurements do not have sufficient spatial coverage to provide the means to do this, 
but satellite remote sensing data covers large areas and is available for several decades.  

The changes in the albedo of snow covered areas can be studied using satellite-based 
snow and albedo products. The products use the microwave and/or optical instruments, 
which are sensitive to the brightness of the surface at measured wavelengths. The optical 
instruments have typically a higher spatial resolution than the microwave instruments, 
and can detect even thin snow covers or surface hoar. Therefore they provide data 
suitable for mapping the snow cover extent, fraction of snow cover and surface albedo. 
The microwave instruments in turn are more sensitive to the liquid water at and near the 
surface. This makes microwave instruments good at measuring properties like snow water 
equivalent, which is a key parameter for hydrological applications such as flood 
predictions. Furthermore, microwave measurements are typically not sensitive to cloud 
cover, which prohibits observations of the earth´s surface from the optical sensors.  

Currently, there are several snow cover and albedo products available, some of which are 
more observations-based and some incorporate modeling in the retrieval algorithms 
(Schaaf et al. 2002, Siljamo & Hyvärinen 2011, Barlage et al. 2015, Riggs & Hall 2015, 
Anttila et al. 2016). The products can be further divided into operational products 
designed for snow cover and albedo monitoring, and time series, which are meant for 
climate studies. The operational products are meant for climate and hydrological 
monitoring, and weather and flood prediction. They are produced at regular intervals, for 
example, weekly, biweekly or monthly. The long data records of intercalibrated satellite 
data form the basis of longer time series, giving means to study long-term climatological 
changes in snow cover and surface albedo. The surface albedo products can also be used 
to observe changes in the snow cover, as is done in paper V. 

Deriving broadband surface albedo from satellite radiance observations requires several 
steps. First, the satellite instruments make observations above the atmosphere. If this 
data is used to derive the albedo of the earth surface, then the observations from clouds 
also need to be removed and the effect of the atmosphere, both downwards and 
upwards, needs to be taken into account. Second, the earth surface itself has many 
different types of land surfaces, which all have different scattering properties (BRDF). 
Since the satellites measure the reflectance at only one direction, the BRDF is needed to 
describe the scattering in all other directions to derive the hemispherical reflectance 
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needed for the surface albedo derivation. Third, satellites observe radiance at a limited 
number of wavelengths. If the data is used for deriving broadband albedo, then the 
spectral albedos of the observed wavelengths need to be converted into broadband 
albedo.  

The surface albedo of the snow covered areas consists of reflectance from both the snow 
cover and the vegetation. Furthermore, the snow conditions vary both spatially and 
temporally. For instance, the reflective properties are different for different snow 
surfaces, the trees can be covered by snow or be totally snow free, the fraction of the 
ground covered by snow can be anything from 0% to 100%, and the snow surface can be 
either clean or dirty. Thus, it is easy to understand why describing the surface albedo of 
snow-covered surfaces in the climate models is particularly difficult for the vegetated 
areas, such as the boreal forest zone. (Essery 2013, Thackeray et al. 2015, Abe et al. 2017). 
Given the large area covered by the boreal forest, and the large variation in albedo values 
for this area, more information is needed on the phenomena affecting the albedo and 
snow cover of this area.   

The previous studies have already observed changes in the snow cover and vegetation, 
which have affected the surface albedo over snow covered areas of the Northern 
Hemisphere (Hall 2004, Smith et al. 2004, Derý & Brown 2007, Trenberth et al. 2007, 
Brown & Robinson 2011, Flanner et al. 2011, Derksen & Brown 2012, Foster et al. 2013, 
Stocker 2014, Atlaskina et al. 2015, Fassnacht et al 2016). The studies on snow cover have 
focused on the changes in snow cover extent, which has been observed to be decreasing, 
especially in the spring (Derý & Brown 2007, Brown & Robinson 2011, Derksen & Brown 
2012). This has an effect on the springtime albedo during the melt season (Atlaskina et al. 
2015). Also, the timing of the melt season has changed, with different trends for different 
areas (Markus 2009, Wang et al. 2013; Chen et al. 2015, Malnes et al. 2016).  

 

5.1. CHANGES IN SURFACE ALBEDO PRIOR TO MELT IN 
AREAS COVERED BY SEASONAL SNOW 

The changes in albedo and SCE during the melt season have been well reported, but there 
is very little information on the possible changes in surface albedo prior to the melt 
season. The study presented here utilizes global albedo data to define the start and end 
of the melt season, and to look at the albedo level at the start of the melt season to see if 
there have been changes in surface albedo already before the melt. The albedo levels are 
derived from the exact time of the start and end of melt. 
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5.1.1. Methods for retrieving melt season timing 
and albedo 

The melt season parameters are derived from sigmoid fittings of yearly surface albedo 
data of the 34 years long CLARA-A2 SAL (the Satellite Application Facility for Climate 
Monitoring (CM SAF, funded by EUMETSAT) CLouds, Albedo and RAdiation second release 
Surface ALbedo data record (Anttila et al. 2016, Karlsson et al. 2017)) data record. The 
albedo values of CLARA-A2 SAL are derived from optical satellite data (AVHRR instruments 
onboard the NOAA and MetOp satellites). The final albedo data used here consists of 
pentad mean values of black-sky surface albedo corresponding to the wavelengths 0.25 -
2.5 µm. The data is given in 0.25° resolution and covers the years from 1982 to 2015. 

The sigmoids fittings are done to each pixel and each year using nonlinear regression 
(Böttcher et al. 2014) (Figure 18). Only pentads from the end of January until end of 
August were used. The date of snowmelt onset was defined to be the date at which the 
sigmoid reached 99 % of its variation range. The corresponding threshold for the end date 
of the snow melt season was defined to be 1%. The length of the melt season was the 
time difference between the start and end date of the melt season. The albedo values at 
the time of the onset and end of melt were used as to represent the albedo values 
preceding and following the melt season.  

 

 

 

Figure 18 An example of the sigmoid fitting for location 68.125°N, 120.125°E for the year 2007. 

 

The final analysis included only the pixels for which at least 10 years of data were 
available, the difference between the albedo values at the end and start of melt was larger 
than 5 % absolute albedo units, and both start and end day of melt were derived 
successfully. The mean values of R2 and root mean square error (RMSE) of the final 
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sigmoid regressions were 0.989 and 5.55 (albedo percentage), respectively. The analysis 
was made by using only the pixels for which R2>0.95 and RMSE<20. This resulted in 
discarding about 2 % of the data. The final dataset consisted of 2.46 million pixel level 
melt seasons. 

The trends for the melt season parameters were determined per pixel over the 34 years 
using linear regression of rolling five year means. 5-year mean values with fewer than 3 
observations were excluded from the analysis. The linear fitting was carried out only for 
the pixels that had at least 20 mean values. In the end, trends for 72092 pixels were 
retrieved successfully.  

 

5.1.2. Trends in surface albedo prior to melt 

The trends in the albedo at the start of melt season show large spatial variation (Figure 
19). The areas of increasing and decreasing albedo values appear in large homogeneous 
areas typically in the boreal forest zone. Most of the tundra areas do not have statistically 
reliable (R2>0.5 for the trend fitting) trends. This can be seen in Figure 19b, which shows 
the land use classes from GlobCover2009 (Arino et al. 2010) for the areas with observed 
reliable trends in albedo prior to melting. The GlobCover2009 classes are listed in Table 4. 
In North America, the trends are more scattered when it comes to the direction of change 
than they are in Eurasia. This fractured nature of the direction of change may be caused 
by man-made changes in land use types and surface properties, such as cultivation and 
forestry.  

The surface albedo observations prior to melt onset are based on satellite observations. 
Therefore the albedo values include signal from all land use types at the measured area. 
The potential effect of vegetation on the observed changes can be estimated by looking 
at the changes in surface albedo after melt season (Figure 20).  These are changes in 
surface reflectance after the snow has disappeared and before the vegetation has started 
greening. The albedo after melt shows large areas of homogenous change. The changes 
are weaker than for albedo prior to melt, as can be expected. The spatial patterns of the 
post-melt albedo again have similarities with the pre-melt albedo trends suggesting that 
the causes for the change in winter albedo are related to what is causing the changes in 
the albedo after melt, but only in some areas. The southern edge of tundra shows weak 
decreasing trends for the albedo both before and after melt, which could be explained by 
the shrubification of tundra (Sturm et al. 2001, 2005, Tape et al. 2006, Myers et al. 2011, 
Pearson et al. 2013, Domine et al. 2016). In northern tundra there are no observed 
changes, expect for some areas near the northern coast of Eurasia, which show increasing 
trends. These areas correspond roughly with the areas of increased accumulated 
precipitation prior to melt, which can be seen in Figure 7 of paper V. In the eastern parts 
of the Eurasian boreal forest zone the albedo after melt season has decreased. This is also 
the case in North America in Southern Alaska, Canadian Rocky Mountains, most of 
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Labrador Peninsula and the northern islands of the Canadian Archipelago. These changes 
could be explained by larger trees. 

 

 

 

(a) 

 
(b) 

Figure 19 a) The rate of change in albedo at the start of melt (absolute albedo percentage) over 
1982 to 2015. The figure shows cases for which the R2 for the trend fitting was larger than 0.5. b) 
The GlobCover2009 land use classes of the pixels with reliable albedo trends. 

 

The role of climate change in the changes observed in pre-melt albedo were studied by 
using the ERA-Interim re-analysis data (Dee et al. 2011) on wind speed (10 m height), total 
precipitation, amount of snowfall, air temperature (2 m height) and number of days when 
the maximum air temperature was above 0°C, 4°C and 10°C degrees. The parameters were 
studied using the 14 day mean values prior to the onset of melt. The correlation between 
the climatic parameters and the albedo before melt is shown in Figure 21. Explaining the 
change in albedo before the onset of melt required six climatic parameters (all except 
snowfall) derived from ERA-Interim, giving a mean R2 value for the whole area to be 0.64. 
The climatic parameters were best at explaining the observed change in pre-melt albedo 
in Northern China, Scandinavia, and parts of Canadian Archipelago. 
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Also other factors may have affected the surface albedo. The optical properties of the 
snow cover (mostly grain size and shape and surface roughness) may have changed due 
to the large-scale changes in climate (Wiscombe & Warren 1980, Domine et al. 2006). The 
existing studies show changes in vegetation, permafrost and impurities on snow, all of 
which can have an effect on surface albedo (Rigina 2002, Smith et al. 2004, Dumont et al. 
2009, Piao et al. 2011, Ménédgoz et al. 2013, Xu et al. 2013, Buitenwerf et al. 2015, Bullard 
et al. 2016, Helbig et al. 2016). The changes in these show similar patterns as the changes 
in pre-melt surface albedo, but these similarities are not consistent throughout the study 
area. This could mean that the changes in them are related to the changes observed on 
albedo, but the dominating cause for the changes in albedo is different for different areas. 
It is also noteworthy that the effect of these changes on surface albedo is not the same in 
all areas. 

 

Table 4 GlobCover2009 classes and the number of occurrences they were found to be the most 
common land use class in the area of one SAL pixel. 

LUC 
class Label 

number of 
occurrences 

11 Post-flooding or irrigated croplands (or aquatic) 420 
14 Rainfed croplands 5137 

20 
Mosaic cropland (50-70%) / vegetation 
(grassland/shrubland/forest) (20-50%) 5771 

30 
Mosaic vegetation (grassland/shrubland/forest) (50-70%) / 
cropland (20-50%)  2996 

50 Closed (>40%) broadleaved deciduous forest (>5m) 7775 
70 Closed (>40%) needleleaved evergreen forest (>5m) 2472 

90 
Open (15-40%) needleleaved deciduous or evergreen forest 
(>5m) 31415 

100 
Closed to open (>15%) mixed broadleaved and needleleaved 
forest (>5m) 3605 

110 Mosaic forest or shrubland (50-70%) / grassland (20-50%) 2299 
120 Mosaic grassland (50-70%) / forest or shrubland (20-50%)  1883 

130 
Closed to open (>15%) (broadleaved or needleleaved, 
evergreen or deciduous) shrubland (<5m) 1371 

140 
Closed to open (>15%) herbaceous vegetation (grassland, 
savannas or lichens/mosses) 3869 

150 Sparse (<15%) vegetation 28741 

180 

Closed to open (>15%) grassland or woody vegetation on 
regularly flooded or waterlogged soil - Fresh, brackish or saline 
water 1639 

190 Artificial surfaces and associated areas (Urban areas >50%) 103 
200 Bare areas 7523 
210 Water bodies 115239 
220 Permanent snow and ice 11022 
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Figure 20 The rate of change in albedo at the end of melt (absolute albedo percentage) from 1982 
to 2015. The figure shows cases for which the R2 for the trend fitting was larger than 0.5. The 
negative values mean decreasing albedo and the positive values mean increasing albedo. 

 

 

Figure 21 The correlation (R2) between the albedo before the onset of melt and 6 climatic 
parameters derived from ERA-Interim climate data for 14 days prior to melting. The climatic 
parameters were the mean air temperature, mean wind speed, total precipitation and the number 
of days when the air temperature was above 0°C, 4°C and 10°C degrees. 

 

5.1.3. Trends in melt season timing 

 The statistically reliable (R2>0.5) changes in melt season timing also concentrate on larger 
homogeneous areas (Figure 22). The changes are significant, but the direction of change 
varies within the study area. The majority of the observations show no clear trends. The 
trends do not seem to be as strongly linked to the vegetation type as the pre-melt albedo. 
For example, the whole of Central Siberian Plain shows trends towards earlier onset and 
end of melt, with the length of melt season remaining the same, even though the area 
includes both boreal forest and tundra. Most of the observed clear trends were towards 
longer melt seasons and earlier onset of melt, as was the case with Northern Canadian 
Rocky Mountains and Northern China and Mongolia. As with albedo, in North America the 
trends are typically more scattered than in Eurasia showing small-scale spatial variation. 
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(a) 

 

(b) 

 

(c) 

Figure 22 a) The rates of change for the start day of melt between 1982 and 2015 showing cases 
for which R2 of the fit was larger than 0.5. The negative values mean earlier onset of melt and the 
positive values mean later dates of onset of melt.  b) The rates of change for the end day of melt 
between 1982 and 2015 using 5-year rolling mean albedo (showing cases for which R2 of the fit 
was larger than 0.5). The negative values mean the earlier end of melt and the positive values 
mean later dates of end of melt.  c) The rates of change for the length of the melt season between 
1982 and 2015 (showing cases for which R2 of the fit was larger than 0.5). The negative values 
mean shorter melt seasons and the positive values mean longer melt seasons. 

 

Looking at the correlation between the start day of melt and climate, three parameters 
were enough to explain the observed change, with the R2 value being 0.65 (Figure 23). 
The climatic parameters used were mean air temperature, mean wind speed, and 
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accumulated precipitation. The observed changes in start day of melt season were best 
explained by the climatic parameters in Northern China and Mongolia, where the climatic 
parameters were able to explain the change almost completely. The parameter best 
explaining the change was the mean air temperature (mean R2=0.51 for the whole area), 
but the climatic parameter best explaining the change was different in different areas. 

 

 

 

Figure 23 The correlation (R2) between the start day of melt and 3 climatic parameters derived 
from ERA-Interim climate data for 14 days prior to melting. The climatic parameters used here 
were mean air temperature, mean wind speed, and accumulated precipitation. 

 

The albedo prior to melt season of Northern Hemisphere land areas with seasonal snow 
cover has changed over the period 1982 to 2015. The direction of change depends on the 
area. Also the timing of melt season has changed over the same time period. These 
changes vary between different areas. The changes in albedo prior to melt are linked to 
changes in vegetation, whereas the changes in melt season timing are linked to changes 
in climatic conditions. More research is needed to study the local drivers for the observed 
changes. 
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6. CONCLUSIONS 

The brightness of seasonal snow affects the climate and global energy budget. The 
reflective properties of seasonal snow are also important parameters for remote sensing 
and climate models. This dissertation has contributed to the understanding of snow 
optical properties and improved the usability of remote sensing data (both optical satellite 
data and laser scanning data) on snow-covered surfaces. 

 

The main contributions of this dissertation have been: 

 

 Currently, there are no standardized methods to measure snow surface roughness 
as it is difficult to measure. Here, new methods have been created, validated and 
tested. 

o The plate photography based method for measuring snow surface 
roughness has been validated and the method has been used in the field. 
It has proven to be easy and reliable also in field conditions. 

o The mobile laser scanning based method for measuring sow surface 
roughness has been validated against plate profiles and the mobile laser 
scanning data has been shown to be suitable for mapping the height 
variation of the snow surface.  

 The surface roughness of natural snow depends on the measured scale. Therefore 
the surface features should be described using parameters that cover all necessary 
scales. 

o The multiscale parameters describing snow surface roughness have been 
used on an extensive field data set of plate photography –profiles. They 
have been shown to describe the regularity of the surface features as well 
as the magnitude of the height variation. They are also able to distinguish 
between old and fresh snow.  

 Validating satellite remote sensing data on snow cover needs validation data that 
includes information from larger areas instead of pointwise measurements. In this 
dissertation, the usability of terrestrial laser scanning data has been improved by 
studying the behavior of laser backscatter on different snow surfaces. 

o The depth of the backscatter of the laser beam has been shown to take 
place at the very surface. 

o The incidence angle dependency of the intensity of the backscattering of 
laser scanning data does not depend on the surface crystal type. Therefore 
in the future, the backscattering intensity data can be used for snow cover 
classifications and snow brightness studies. 
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 Long-term changes in the surface brightness of snow-covered areas need to be 
studied on a global scale. Here the remote sensing data on surface albedo has been 
used to study the changes in surface albedo on snow-covered areas. 

o The changes in surface albedo of snow-covered surfaces prior to melt 
season in Northern Hemisphere land areas between 40°N and 80°N have 
been investigated. The reliable trends seem to concentrate on the boreal 
forest zone. The pre-melt albedo of the tundra area has not yet 
experienced noticeable change.  

o The timing of the melt season in Northern Hemisphere land areas between 
40°N and 80°N has changed in particular in the Central Siberian Plane, 
where the melt season takes place earlier, and in Northern China and 
Mongolia, and Canadian Archipelago, where the melt season starts earlier, 
ends later, and lasts for longer. The changes are related to climatic factors.  

 

During the writing of this dissertation, the work on studying small scale roughness is taking 
first steps with methods and parameters being developed by several groups of researches 
around the world. The importance of small scale surface roughness on the optical 
properties of snow has been recognized by the international community, but very little 
has been done on studying it in detail. Typically the studies cover only a few profiles and 
snow types, and the parameters that are used vary from study to study. The multiscale 
nature of the phenomenon is recognized by some, but the directionality is still largely left 
without notice. 

Today, 10 years after the SNORTEX -campaign, the plate-photography data set of surface 
roughness profiles and supporting geophysical measurements is still the largest data set 
on the surface roughness of natural snow cover that is available, covering several different 
snow cover types. After the development of the methods to measure surface roughness 
presented in this dissertation, new methods have been created, but they are mostly used 
for medium and large scale roughness.  

Laser scanning has become a standard measurement technique for snow depth and is 
used in an increased number of operational measuring sites. The applications on snow 
surfaces that use the backscattering intensity are few, but show great potential. The 
intensity information of the backscattering of the laser beam provides means to study the 
reflectance of snow surface in one direction. As new methods are being developed, this 
data could in the future be used to study the hemispherical reflectance of the snow 
surface. 

The global climate change, greening and browning of Boreal Forests and tundra and the 
changes in surface albedo, vegetation and permafrost is an area of study that is 
progressing with huge steps. Papers on this are published on a weekly basis. The research 
on the changes in albedo of areas with seasonal snow have focused on monthly means 
and melt season. The data and results presented in this dissertation define the exact 
timing of the melt season and thus enable more detailed studies on the changes in surface 
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albedo of areas with seasonal snow. The results have risen large interest in particular 
amongst the modelling community, and there is currently co-operation with several 
different modelling and reanalysis groups.  

In the future, the surface roughness data set should be accompanied with other similar 
data sets from different areas of the world to globally cover the different snow types. The 
plate methods could be adapted to use a smaller plate that could be used for measuring 
surface roughness in even smaller scales. Together, the plate-photography -based 
methods and the MLS method could be used to incorporate information on surface 
roughness in a larger range of scales, from crystal scale to kilometer scale. The methods 
could be used to gather data on a larger variety of snow types around the globe. This 
information could be used to combine the two surface roughness parameters into one 
and to develop more accurate scattering descriptions of seasonal snow. 

The role of surface roughness on reflectance not only on single directions, but 
hemispherical reflectance (surface albedo) should be studied further. The large variation 
of snow types and surface features, combined with all the factors influencing surface 
albedo makes the relationship between surface roughness and albedo a very complex 
entity. The increasing amount of data on surface roughness and albedo will help to 
progress this work in the future. 

The changes in pre-melt surface albedo of snow-covered areas should be studied further 
to investigate the role of vegetation and land use type in more detail, perhaps using also 
stem height and forest density information. The change in albedo and melt season timing 
could be studied in more detail to describe the variability of change during the 34 years. 
The results could be used to look in more detail on the local drivers of the observed 
changes. 

These results improve the possibility to gather and analyze snow surface roughness 
information also from vast, remote and potentially dangerous areas. The improved 
understanding of seasonal snow surface roughness and albedo will contribute to the 
accuracy of climate models and remote sensing data. The improved parameterization of 
seasonal snow surface roughness gives means to incorporate the knowledge on surface 
roughness to scattering models of snow. This will contribute to the accuracy of remote 
sensing based surface albedo products, which can serve as validation data for climate 
models and input parameters for reanalysis data. The understanding of the changes in 
surface albedo for the last decades improves our understanding of the changing climate 
and the effect it has on the snow-covered areas.  
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Automatic snow surface roughness estimation using digital photos
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ABSTRACT. A surface roughness measurement system for snow is presented. It is based on a

background board with scales on the edges and a digital camera. Analysis software is developed for

automatic processing of images to produce calibrated profiles. The image analysis and calibration was

fully automatic in >99% of the studied cases. In the others, the intensity adjustment or board detection

needed manual intervention. Profile detection, control point picking and calibration always worked

autonomously. The accuracy of the system depends on the photographing configuration, and is typically

of the order of 0.1mm vertically and 0.04mm horizontally. The method tolerates relatively well cases of

snowfall, traces of wiping the black background dry, uneven shading, reflected sunlight, reflected flash

light, litter on the snow surface and a tilted plate. The repeatability of the system is at least 1%.

1. INTRODUCTION

The surface roughness of the snowpack controls the transfer
of wind energy to the surface (Fassnacht and others,
2009a,b). It is also an important factor for the scattering of
light and thereby related to the surface albedo (Warren,
1982; Leroux and Fily, 1998; Warren and others, 1998;
Mishchenko and others, 1999; Zhuravleva and Kokhanovsky,
2011), which is one of the essential climate variables (ECV)
defined in the Implementation Plan for the Global Observing
System for Climate in support of the United Nations
Framework Convention on Climate Change (UNFCCC;
http://unfccc.int/2860.php). In addition, the backscattering
in microwaves is sensitive to surface roughness. The rough-
ness information needed is related to the microwave
wavelength (Manninen, 2003). The length of the profile
should cover at least ten times the wavelength, and the pixel
size should be smaller than �0.1 times the wavelength. For
example, to describe roughness relevant for C-band the
profile should be at least 50 cm long and the pixel size should
be <5mm. Our system fulfils both requirements.

Snow surface roughness depends on the complete history
of the snowpack and the prevailing status starting from the
precipitation event. The changing weather conditions
(temperature, wind and humidity) cause metamorphism
until the snow melts completely. In addition, every snowfall
after the formation of the first snow layer causes step-
function-like changes in the surface structure.

There are dozens of commonly used surface-roughness-
describing parameters, and the proper choice depends on the
application (Dong and others, 1992, 1993, 1994a,b). In
remote-sensing applications the root-mean-square (rms)
height and correlation length are typically used, but if they
are treated as scale-invariant parameters they do not
characterize natural surfaces well (Keller and others, 1987;
Church, 1988; Manninen, 1997, 2003). Therefore, multiscale
surface roughness characterization methods more or less
related to fractals and fractional Brownian motion (fBm) have
been developed (Davidson and others, 2000; Manninen,

2003). The multiscale nature of snow surface roughness was
recently demonstrated by Fassnacht and others (2009a,b).

In order to properly characterize the temporal and spatial
variation of the snow surface, one has to be able to gather a
large number of profiles in variable land-cover types.
Therefore the measurement system should be robust and
lightweight and preferably one should be able to work the
whole day without needing to recharge batteries. Taking
photographs of the snow surface against a dark background
plate fulfils these requirements. In addition, it is easy to use
this technique in dense forests and difficult terrain, where
many other measurements are difficult to carry out.
Fassnacht and others (2009a,b) demonstrated the use of
digital images of the snow surface against a board partially
buried in the snowpack. Their image analysis was interactive
and the calibration was made by comparison with manual
measurements. Elder and others (2009) used a similar
technique for snow surface profiling. The only drawback
so far has been the time-consuming image analysis and
calibration afterwards. Here we present an advanced version
of this kind of profiling technique, which is based on
automatic image analysis and calibration including removal
of barrel distortion of the images. This study presents a fully
automatic procedure for analysing the photographs and
calibrating the profiles in millimetres. Even if manual
interaction is needed in exceptionally difficult cases, the
snow profile and control points are always automatically
determined, so the result is operator-independent.

2. MEASUREMENT SYSTEM

The measurement system consists of a background board
and a digital camera. The middle part of the board
(100 cm� 40 cm) is black (Fig. 1). The surrounding edges
are covered by three rows of black-and-white squares with
dimensions of 1, 5 and 10mm. The width of the scale bands
is 10mm for all three scales. The board is made of a 3mm
thick white I-bond aluminium layer plate, whose surface
layers are made of thin aluminium while the inner parts are
made of polythene. The plate is covered with black matte
tape. The scales at the edges are engraved on a 0.8mm thick
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laser engraving plate, which is attached to the board using
thin two-sided tape. The weight of the board is 1.9 kg.

The photographs were taken with a Canon PowerShot
G10 digital pocket camera. This was chosen because a
pocket camera is practical in field measurements due to its
light weight and ease of handling. The camera has a sensor
of 4416�3312 pixels and a zoom lens from 6.1 to 30.5mm
having an optical image stabilizer. The range of focal lengths
used varied between 6.1 and 25mm, which yield angular
fields of view from 63.88� 47.18 (vertical) to 17.38�12.18,
respectively. The longer focal lengths were used when it was
not possible to get closer to the board (e.g. when the snow
surface needed to be kept intact for later use). The use of a
wider field of view produces more barrel distortion, but is
generally easier to handle in the field. The camera can
produce both JPG and raw image formats. JPG format was
used, as the file size is much smaller, it is a well-supported
format, and the extra bit-depth (12 bits vs 8 bits per pixel) or
linearity of the image data were not needed in this
application.

Snow measurements are carried out by carefully inserting
the plate partially into the snowpack and taking a photo-
graph roughly perpendicularly to the background board
surface, so that a picture containing the snow/board inter-
face is obtained. One photograph is sufficient to retrieve the
surface profile, but, in field measurements, taking redundant

images is recommended to increase the possibility of fully
automatic analysis for each profile; varying illumination
conditions and (possible) snowflakes in the plate area cause
a challenge for completely automatic image analysis.

The measurement system was constructed for the Snow
Reflectance Transition Experiment (SNORTEX) campaign in
Sodankylä, northern Finland (Roujean and others, 2010),
and the majority of the demonstration images presented
were taken during that campaign. The analysis method was
first adapted to that dataset, but slight modifications
were needed later to guarantee automatic analysis for the
Radiation, Snow Characteristics and Albedo at Summit
(RASCALS) campaign at the Greenland summit (Riihelä and
others, 2011) and for method consistency measurements
carried out in Kirkkonummi, Finland, by the Finnish
Geodetic Institute.

3. ANALYSIS METHOD

The snow surface is retrieved from the blue channel of the
red, green, blue (RGB) image as a threshold between light
and dark pixels. In practice, automatic snow surface
recognition is much more difficult due to problems related
to real-world conditions. The following main problems are
identified:

varying contrast between images due to varying illumi-
nation conditions

varying contrast within an image (e.g. due to specular
reflection of sunlight; shadows on the snow surface; flash
light; partial wetness of the board surface)

litter (such as needles) on the snow surface

snowflakes in the area of the plate due to a snowfall
during measurements

varying orientation and size of the visible part of the
background board

The main logic for finding the snow surface is shown in
Figure 2. Full details of the method are not given here, as the
code is 25 pages long in the notebook form of Wolfram
Mathematica 8.0.1.0. The orientation and fraction of the
plate visible in the image can vary over a wide range,
because the board will sink deep down in a fluffy snowpack,
whereas in the hardest snowpacks one has to saw a slot,
before the board can be inserted into the snow. The starting
point for the analysis is to find the location of the background

Fig. 1. The plate used as background and scale for the snow surface roughness measurements, here shown in calibration measurements
using a print of scaled tooth pattern.

Fig. 2. Logistic of the search of the snow surface pixels and
calibration to millimetres.
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board in the image. The board is located on the basis of the
image intensity distribution characteristics of the lower half
of the image. The upper half is not used, because its intensity
values may vary in a wide range depending on whether the
background is dominated by the sky or trees.

The highest peak of the intensity distribution smaller than
or equal to 125 is sought first. Starting from intensity
matching the peak frequency, the intensity values for which
the frequency has dropped to 10% of the peak value are
determined on either side of the peak. The smaller intensity
value is I1 and the higher I2. The lower threshold intensity is
then defined as Ilow= I2 + (I2 – I1)/2. The black area of the
plate should mostly have intensity values smaller than Ilow.
Likewise the highest peak larger than 125 is sought. The
lower and higher intensity values matching the 10% height
of this peak are I3 and I4. The upper threshold intensity is
chosen to be Iup = I3 + (I4 – I3)/2. The snow intensities should
mostly be higher than Iup. The threshold intensity Itr used to
make a binary version of the image is then the average of Ilow
and Iup, so that, in the binary image, intensities lower than Itr
are –1 and intensities higher than Itr are 1 (and intensities
equal to Itr are 0). Before starting the analysis the image is
cropped in order to speed up processing and to decrease the
effect of the image background. This step is, however, not
absolutely necessary and its details are not described here.

Due to varying illumination and specular reflection of
sunlight, the intensity of the black part of the plate is not
constant. Therefore the intensity distribution of the quarter of
the image just below the middle is analysed in nine vertical
bands situated from 14% up to 82% of the image width
(Fig. 3). The larger width of one band is only due to historical
reasons. The original number of bands was fewer than nine,
but it was increased when more problematic images ap-
peared. Distribution analysis is a relatively slow operation,
hence only the number of bands really needed is used,
regardless of the fact that one band has double width. The
threshold intensity is determined for each band i as I tri=
(4I lowi+ I upi)/5. Here I lowi and I upi are determined for each
band in the sameway as for the whole image. A second-order
polynomial is then fitted to the values Itri as a function of the
band centre horizontal coordinate. Additional fine tuning not
described here is applied to the threshold function, which is
then used in the following process instead of a constant
intensity threshold for the whole image. The edges of the
visible part of the black area of the background board are
then sought. Starting from the black background area, the
right, left, top and bottom edges are derived using intensity
thresholds based on the threshold polynomial (Fig. 3). For the
vertical edges the starting point is pixel columns one-third
and two-thirds of the image width. For the horizontal edges,
the starting point is the middle height row of the image. The
intersections of the top, bottom, left and right edges found
this way are used to discard the tail parts of these edges, so
that an essentially rectangular point set is left. The detected
edge coordinates are then iterated using distribution analysis
so that in the end second-order polynomial fits to the point
sets of each edge produce high values for the coefficients of
determination for the regression (Fig. 4).

The snow surface is normally searched starting from the
middle part of the black background plate in order to avoid
problems of litter or shadows on the snow surface. In the
event of snowfall, it is assumed that the snow surface is pure
and without shadows. The snow profile is then searched
starting from the lower edge of the image, detecting the

threshold of pixel values when moving from the snow pixels
to the black area of the background board.

The intersections of the polynomials fitted to the left and
right edges and the upper edge of the black background area
are used as starting points in searching for the corner points of
the vertical and horizontal 5mm scales surrounding the
plate. Knowledge of the chequer pattern of the plate in the
corner area is used as the basis in this process, which is
carried out using the binary version of the image. Examples of
detected corner points are shown in Figure 5. The rest of the
control points to be detected are cross sections, which are
corner points of four 5mm squares. The shapes of the
polynomials fitted to the left, right and upper edges of the
black area are used as directional guidance in the search of
the control points. Detection of the upper edge points is
facilitated by the knowledge that there are exactly 205 points
to be detected on top of the corner points. When the corners
are found, the curve between them contains 203 control
points almost evenly spaced, because the viewing direction
is in measurement configuration almost perpendicular to the
plate surface. The positions of those control points are found
iteratively starting from the rough evenly spaced positions.
Changing of the black and white areas from right to left and
from above to below the guidance curves is checked. The
number of the visible left and right control points varies, but it
is clear that no control points can be detected from below the
snow surface, so that the left and right ends of the snow
surface profile are used as limiting factors. The exact location
of all control points is determined iteratively to achieve the
best match to the black-and-white structure. Examples of
detected control points are shown in Figure 4.

The wide-angle optics used here caused barrel distortion
to the image coordinates. This effect had to be removed from
the detected snow-surface and control-point image coordin-
ates before calibrating them to mm values. The coordinates of
an ideal undistorted image fu(x, y) and the distorted image

Fig. 3. (a) Location of the nine vertical bands used to determine the
intensity distribution. (b) Location of the vertical and horizontal
lines used as starting points for searching the left, right and top
edges of the black background and the snow surface.
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fd(ex, ey) are related by (Farid and Popescu, 2001)

ex ¼ x 1þ �r2
� �

ey ¼ y 1þ �r2
� �

r2 ¼ x2 þ y2

tan � ¼ y x ¼ ey ex==

ð1Þ

where r is the radius of the point in the undistorted image, � is

the azimuth angle of the point and � is either negative
(convex distortion) or positive (concave distortion). Here it is
assumed that the lens is spherically symmetrical. In the
configuration used in this study, � is always negative. The
value for � is determined so that it minimizes the difference
of the true control point coordinates and their estimates
derived using Eqn (1). The undistorted coordinate values of
the snow surface profile are then calculated applying this

Fig. 4. Examples of automatic detection of the edges of the black background area. (a) is an example of easy analysis. The other panels
demonstrate fully automatically analysed, but more challenging, cases of (b) snowfall (c) traces of wiping the black background dry,
(d) uneven shading, (e) reflected sunlight, (f) reflected flash light, (g) needles on the snow surface and (h) a tilted plate. The detected edges of
the black background are indicated with continuous curves. All the automatically detected control points of the 5mm scale used for
calibration of the images are also shown.
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optimal value of � and the image coordinates of the detected
snow surface points to Eqn (1). The lens distortion parameter
is derived for every image separately in order to achieve
maximal accuracy. The mean value for �was –0.018, and the
standard deviation was 22% of the mean value.

If fixed optics were used instead of a zoom lens system,
the camera could be calibrated in laboratory conditions and
the same barrel distortion would apply to all images.
However, taking photographs in forest often restricts the
possible viewing angle so that without zoom it would not
always be possible to take a photo so that the whole plate is
visible in the image.

Coordinates can easily be converted from one plane to
another using the transformation introduced by Haggrén and
others (1995). Thus the coordinates in the image plane (x, y)
are related to the coordinates with respect to the background
board scales (xmm, ymm) via

xmm ¼ m1x þm2y þm3

1þm7 þm8

ymm ¼ m4x þm5y þm6

1þm7 þm8

ð2Þ

where parameters mi (i=1–8), can be determined using four

control points, for which both the image and board
coordinates are known. However, the imaging configuration
is not ideal for coordinate transformations since there are no
control points below the detected snow profile. Therefore
we use all detected control points as the basis of the
coordinate transformation into mm values and determine the
mi-parameter values by regression. After calibration into
millimetres, the profiles may be inclined with respect to the
horizontal axes depending on the orientation of the back-
ground plate in the snowpack (Fig. 6). The profiles are then
rectified with linear regression so that the average slope is
zero. In addition, the profiles are corrected with the residual
calibration parabola fitted to the horizontal axes (Section 4)
to obtain the final profiles (Fig. 7).

The software developed also produces a copy of the
original image, where the profile and control points are
merged. The copy can also be used for quality-check
purposes. The main point of the visual inspection is to check
that all control points are found and located correctly.
Detection of the vertical control points is especially
demanding, as it is not possible to know in advance how
many of them will be visible in the image. Correct snow
profile detection does not normally cause difficulties.

Fig. 5. An example of automatic detection of the corner points (red) of the 5mm scale used to calibrate the images. The other
control points fitting in the image are shown in other colours. The background image is the thresholded negative of the original image,
Figure 4a–h.
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4. CALIBRATION

The vertical accuracy of the coordinates was first tested by
taking a photo of a straight horizontal paper edge and
analysing it with the same automatic method as used for the
snow profiles. The average absolute deviation of the meas-
ured height from zero was 0.93mm with a distinct parabola
shape (y=0.0000144 1 2 – 0.01479x+2.609; R2 = 0.99).
When the coordinates were corrected with respect to the
fitted parabola, the remaining average absolute deviation
from zero height was 0.07mm. The parabola is believed to
be due to the scale being projected slightly (1mm) above the

plane of the black background. Partly it may also be residual

error from the barrel distortion correction.
The horizontal and vertical accuracy was studied more

thoroughly by taking photos of a rack-tooth pattern with

dimensions of 5mm�5mm from different heights and

angles (Fig. 1; Appendix 1). About three images were taken

for each setting, and one image per setting was included in

the dataset of 50 images used in the analysis. In addition, a

smaller dataset of 30 images, which included only the cases

with realistic measurement settings, was chosen (Appen-

dixes 1 and 2). For instance, images with (1) >1.5m distance

Fig. 6. Examples of automatically detected profiles corresponding to the images, Figure 4a–h.
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from the plate, (2) extreme measuring angles or (3) extreme
positioning of the rack-tooth patterned profile on the plate
were excluded.

In general, the measured profiles are not located at the
same part of the image; hence the residual barrel distortion
is individual. The varying positioning of the rack-tooth

pattern (Appendix 1) was used to test this. It turned out that
the second-order coefficient of the residual parabola was
correlated with the parameter � of Eqn (1) and the
coordinates of the starting and end points of the profile
(R2 = 0.61 images representing viewing variation in typical
range). A simple second-order rational polynomial of these

Fig. 7. Examples of automatically detected and rectified profiles corresponding to the images in Figure 4. The calibration paraboloid has
been subtracted from the profiles.
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three variables was then constructed and used for residual
barrel correction. The parameter values of the polynomial
were derived using both (1) all images and (2) the subset of
typical viewing configurations. For each measurement,
statistical parameters were derived for three alternatives:
(1) no residual barrel distortion correction, uc, (2) general
residual barrel distortion correction, gc, (function param-
eters identical for all profiles) and (3) optimized residual
barrel distortion correction, oc (function parameters opti-
mized separately for each image).

The median and 0.9 quantile of the heights of the rack
teeth were calculated for each profile using the distance
between the upper and lower rack-tooth envelope surfaces
(Appendix 2). The 0.1 quantile was not relevant since it was
mostly dominated by points midway between the envelope
surfaces. The distances between successive ascending-edge
horizontal coordinates of the rack teeth and the distances
between successive descending-edge horizontal coordinates
of the rack teeth were also calculated. From these values
median, 0.1 quantile and 0.9 quantile for each profile were
derived. Finally the average, median, 0.1 quantile and 0.9
quantile values of the individual profile statistical parameters
were calculated (Table 1). The summary values of the three
alternatives are similar and, curiously, the optimized version
is not always the best. In addition, corresponding summary
statistics were calculated for the smaller dataset that
included only the cases with realistic measurement settings
(Appendixes 1 and 2). The median and average values of the
subset were about the same as for the total, but the 80%
variation range was markedly better for the subset than for
the whole dataset.

On the basis of the rack-tooth pattern analysis, the
estimated overall horizontal accuracy of the measurement
system is on average 0.1mm, and in 80% of cases the error
varies in a range smaller than �0.6mm. Likewise the
estimated overall vertical accuracy is on average 0.04mm,
and in 80% of cases the error varies in a range smaller than
�0.2mm.

With rack-tooth surface height difference measurements,
the method had clear problems with images 6252, 6329,
6332, 6378, 6381 and 6392 (Appendixes 1 and 2). These are
all cases that do not describe realistic field measurement
settings and were not included in the realistic subset. For
image 6392 the problems are probably caused by the fact
that the left-side scale is only visible for such a short distance.
This complicates the fitting of the polynomial on the side of
the plate, thus causing error in the results. For images 6378
and 6381 the vertical scales on both sides are short.

For image 6252 the failure has to do with the focus of the
image or some other factor related to this particular image.
For another image of this particular setting (6251), the
corresponding values for the median of the height difference
between rack-tooth surfaces are 5.0544(uc), 5.028(gc) and
5.0291(oc). Values for the horizontal length of the rack-tooth
surfaces in the 0.1 quantile are 2.43 (uc), 2.42(gc) and
2.43(oc), and in the 0.9 quantile are 7.61(uc), 7.62(gc) and
7.61(oc). These values are more in line with the rest of the
measurements.

As there was no suitable tripod/camera support available,
the images were taken hand-held, causing some random
blurring to the images. Images 6329 and 6332 were taken
from 2m height and the resolution was modest. The result

Table 1. Statistics for the profiled rack-tooth dimensions. The three different statistical parameter values correspond to Appendix 2. The
values are shown for the whole dataset (All) and a subset corresponding to cases with realistic measurement settings (Selection). For the rack-
tooth heights, median and 0.9 quantile were calculated. For the rack-tooth widths, median 0.9 and 0.1 quantile values were calculated (see
Appendix 2 for values of individual profiles). For each of these, average, median, 0.1 quantile and 0.9 quantile were calculated. (See
Appendix 1 for the original images used for the figures)

uc gc oc

All Selection All Selection All Selection

Rack-tooth height
Median Average 4.93 5.06 4.93 5.04 4.95 5.04

Median 5.02 5.05 5.02 5.04 5.02 5.03
0.1 quantile 4.85 4.97 4.89 4.99 4.87 4.96
0.9 quantile 5.14 5.15 5.13 5.13 5.14 5.14

0.9 quantile Average 5.23 5.26 5.25 5.23 5.18 5.22
Median 5.20 5.23 5.21 5.22 5.19 5.22

0.1 quantile 5.08 5.10 5.09 5.14 5.05 5.13
0.9 quantile 5.41 5.41 5.36 5.36 5.34 5.35

Rack-tooth width
Median Average 5.07 5.11 5.07 5.11 5.07 5.11

Median 5.06 5.06 5.06 5.06 5.06 5.06
0.1 quantile 4.96 5.02 4.95 5.02 4.96 5.02
0.9 quantile 5.14 5.11 5.11 5.11 5.12 5.11

0.1 quantile Average 4.07 4.41 4.08 4.40 4.06 4.41
Median 4.44 4.54 4.43 4.52 4.44 4.54

0.1 quantile 2.89 4.19 3.02 4.19 2.89 4.19
0.9 quantile 4.71 4.74 4.72 4.74 4.71 4.74

0.9 quantile Average 6.19 5.64 6.50 5.64 6.19 5.64
Median 5.57 5.44 5.56 5.46 5.57 5.44

0.1 quantile 5.34 5.33 5.34 5.33 5.34 5.33
0.9 quantile 6.28 5.79 6.23 5.82 6.28 5.79
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was that some of the slightly blurred vertical edges of the
rack teeth were not detected or were ‘detected twice’
(Appendix 2). For the horizontal accuracy measures of the
rack-tooth pattern, the images that stand out in addition to
those already analysed in the vertical accuracy values are
6271 and 6283. In the 0.9 quantile, values of the horizontal
length of the rack-tooth surfaces for image 6283 were close
to 10mm. This error is likely to be caused by the angle of
photography and camera, and the position of the plate close
to the edge of the image, as the barrel distortion is largest at
the edge parts of the images.

The repeatability of the method was tested by comparing
the three different images taken from one measurement
setting (Appendix 3). Twenty-one settings had three success-
ful images of them and thus were included in the analysis.
The root-mean-square (rms) height variation was calculated
for each image using a moving window of varying size. The
average rms values corresponding to each window size were
then calculated. The wider the window is, the fewer separate
rms values are available for the average. Therefore the
average rms values representing the longest distances have a
high random variation, so it is better not to use the values
obtained for longer distances than�60% of the whole profile
(Manninen and others, 1998). The calculated statistics
include the mean value, standard deviation, the difference
between the highest and lowest rms value and the percentage
of this variation of the mean value for every triplet of rms
values. In addition, the mean value and the standard
deviation of the triplets’ statistics are shown for each
parameter. The results show that the standard deviation of
the rms values per measurement is <0.02mm. The variation
of the rms height measurement is typically <1% of the mean
value. The measurements that have poor figures are 7, 11, 13
and 14. These measurements typically have one image in the
set that has values noticeably different from the other two
images. Many of these also had problems defining the rack-

tooth pattern dimensions correctly, indicating that these
settings include an image that is out of focus.

The effect of the temperature variation on the dimensions
of the scale was estimated to be <0.1% for a typical
measurement temperature range.

5. RESULTS

So far, 1190 profiles have been analysed using the presented
method. More than 99% of them passed the automatic
processing. Examples are shown in Figure 7. The snow
surface is mostly off from the background plane. Therefore
all profiles are corrected for the residual parabola (see
Section 4), although the effect was normally negligible (of
the order of 0.01mm) at the mean height of the rack teeth.
The rms height variation with distance is shown in Figure 8
for the studied profiles. Clearly the visual impression of
roughness is confirmed by the rms height values. The
variation of the rms height with distance is in line with the
results of Fassnacht and others (2009a,b) Detected reasons
for failure of automatic analysis are (1) blurred or out-of-
focus image, (2) a very dark object at the front of the image,
(3) snowflakes at the corners of the black background,
(4) snowflakes on the scale part of the image or (5) extremely
poor contrast of the image intensity, i.e. the 1mm scale
squares cannot be thresholded to produce a black-and-white
chequer pattern. But even in a case when manual
intervention was needed to detect the board or adjust the
intensity thresholds, the actual snow surface profile and
control point determination was always carried out fully
automatically.

The repeatability of the measurement system was tested
by taking three different photos of the same plate pos-
itioning. Because the surface was the same, the end result
should also be equal, although the viewing configuration of
the manually held camera certainly varied between the
triplets so that neither the inclination nor the azimuth
direction of the camera was constant. Illumination and
weather conditions did not usually change so rapidly that
the same snow surface could be analysed in different
conditions. Results of such triplet profiles are shown in
Figure 9. The standard deviation of the profiles varied in the
range 4.7–4.8mm, and the corresponding relative value was
within 0.98–1.01% of the mean value. This example
corresponds to a normal viewing configuration variation.

To test the effect of varying viewing configuration in a
wider range in field conditions, a set of nine images was
taken (Fig. 10). The viewing angle was varied in a wider
range than in normal measurements, and the contrast of the
image was varied as much as was possible in the prevailing
illumination conditions. Finally, some shoots of spruce were
added at the front area of the image to test their effect on the
analysis. For these nine images, the mean rms height value

Fig. 8. The rms height variation of the measured profiles as a
function of distance.

Fig. 9. Three different profiles (red, blue and green) of the same surface analysed automatically.

Manninen and others: Instruments and methods 1001



corresponding to 600mm distance was 2.42mm, with a
standard deviation of 2.7% of the mean value. The largest
deviation from the mean value came from images c, d and h.
The first two images represented cases in which the
resolution was clearly poorer due to the choice of the zoom
position. The last case corresponded to an exceptionally
large azimuth viewing angle, which caused marked reso-
lution deterioration at the left edge of the image. When these
three images were excluded, the mean rms height value was
2.45mm, with a standard deviation of 1.2%. It is natural that
reducing resolution decreased the rms height, because more
details were smeared out.

6. DISCUSSION

The zoom lens was chosen to enable photos to be taken
even in relatively dense forests, where it is not possible to
use long distance between the camera and the plate.
Therefore the lens parameter needed for the barrel distortion
correction has to be determined for every image separately.
Here it was assumed that the distortion is spherically
symmetric, but this is not necessarily the case. Thus it is
possible that some of the residual distortion is due to this
assumption. One could have allowed different distortion
parameter values in the vertical and horizontal directions,

but sometimes the visible parts of the vertical edges were so
short that it was not considered wise to use them to

determine separate vertical distortion parameters.
Because the plate is planned to be portable in various

kinds of terrain and land cover, the width is limited to 1m.

Hence, the current plate is suited to surface roughness

measurements corresponding to the wavelengths of radars in

C- and X-band. The height variation that can be measured

using the plate is �40 cm, which was sufficient in all studied

cases. However, if the snow cover has large-scale roughness

features so sparsely distributed that they do not necessarily

appear within the width of the plate, the large-scale

roughness will not be properly characterized with this

measurement technique. This kind of roughness can typic-
ally be found on lake ice, where the wind may accumulate

the snow in sparse scale-shaped bumps.
For surface albedo, all roughness scales from the grain

size upwards to larger topographical features are mean-

ingful. This measurement technique is suitable for character-

izing the smaller edge of the roughness scale, but the larger

features need other instruments unless the surface is so

clearly fractal that the 1m long profiles can be used for

upscaling the roughness values (Manninen, 2003).
Although the analysis method worked well enough to

provide automatic results in most cases, an even more robust

Fig. 10. Nine different viewing configurations for the same surface profile.
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algorithm could be generated if the plate were slightly
improved. In difficult illumination and weather conditions,
finding the edges of the black background caused dif-
ficulties. Detection of the black area would be easier if it
were surrounded by a few continuous 5mm wide white and
black bands instead of the innermost 1mm chequerboard
band. When the illumination is low, the contrast between
the black and white squares is relatively poor and causes
difficulties in picking up the control points. Using highly
reflecting paint for the white squares might improve this.
One side of the plate could be black and white, as now, for
bright daylight work, and on the other side the white could
be replaced by a highly reflective paint for moonlight and
twilight work.

Although the software in its current form cannot be
readily distributed (as it is tailored to the plate used),
we invite readers interested in the code to contact us.
We will be happy to cooperate in making the code
generally available. If an improved version of the plate is
made as suggested above, the code could also be
markedly simplified.

7. CONCLUSIONS

The developed analysis method for snow surface roughness
measurements works autonomously in 99% of cases, so the
accuracy is operator-independent. The system requires only
a photo and information as to whether it was taken during a
snowfall or not. The vertical average accuracy is 0.04mm
and the horizontal average accuracy 0.1mm.

Typical causes for failure of the fully automatic analysis
are: (1) insufficient contrast of the image, (2) snowflakes
covering the control point scale or upper corners of the
black background and (3) fuzzy photo. In order to maximize
quality, one should pay attention to the resolution and
available light in field conditions. It is a good option to take
photos with and without flash, when the illumination is low.
The viewing angle is normally perpendicular enough to not
reduce the quality of the results.
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APPENDIX 1

Images used in the rack-tooth pattern profile measurements.
The images marked with * are also used in the subselection
of realistic measurement cases (see Table 1).
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APPENDIX 2
Statistics for the height and width of individual rack-tooth
pattern profiles. Images marked with * in the Image No.
column were also used in the subselection of realistic
measuring cases (Table 1). Three different sets of statistical
parameters were used: (1) without extra correction for the
residual curvature (uc), (2) with general correction for the
residual curvature (gc) and (3) with correction of the residual

curvature optimized separately for each image (oc). The

median and 0.9 quantile of the rack-tooth height were

calculated for each profile for the distances between the two

adjoining rack-tooth surfaces. For the rack-tooth width the

median, 0.1 quantile and 0.9 quantile are shown here. Both

the ascending and descending edge differences were

included in the statistics. Each image represents a separate

measurement. For the images see Appendix 1.

Image No. Camera height Rack-tooth height Rack-tooth width

Median Quantile 0.9 Median Quantile 0.1 Quantile 0.9

uc gc oc uc gc oc uc gc oc uc gc oc uc gc oc

m mm mm mm mm mm mm mm mm mm mm mm mm mm mm mm

6213* 0.9 5.10 5.09 5.09 5.18 5.19 5.19 5.06 5.06 5.06 4.54 4.54 4.54 5.40 5.40 5.40
6216* 0.9 5.10 5.10 5.11 5.20 5.19 5.19 5.08 5.08 5.08 4.74 4.74 4.74 5.36 5.36 5.36
6219* 0.9 5.02 5.07 5.08 5.21 5.18 5.18 5.14 5.14 5.14 4.52 4.52 4.52 5.33 5.33 5.33
6222* 0.9 5.06 5.04 5.04 5.32 5.25 5.25 5.16 5.16 5.16 4.19 4.19 4.19 5.50 5.50 5.50
6227* 0.9 5.18 5.11 5.14 5.24 5.26 5.26 5.06 5.07 5.06 4.64 4.66 4.64 5.32 5.32 5.32
6230* 0.9 5.00 5.01 5.00 5.26 5.28 5.28 5.11 5.11 5.11 4.46 4.45 4.46 5.53 5.53 5.53
6234* 1 5.07 5.01 5.01 5.15 5.15 5.15 5.02 5.02 5.02 4.75 4.75 4.75 5.25 5.25 5.25
6237 1 5.05 5.05 5.06 5.35 5.28 5.28 5.07 5.07 5.07 4.44 4.44 4.44 5.55 5.55 5.55
6240* 1 5.18 5.16 5.16 5.22 5.22 5.23 5.02 5.03 5.03 4.71 4.71 4.71 5.34 5.34 5.34
6243 1 5.03 5.04 5.03 5.29 5.26 5.26 5.08 5.08 5.08 4.41 4.42 4.41 5.57 5.57 5.57
6246* 1 5.11 5.13 5.13 5.23 5.21 5.22 5.03 5.03 5.03 4.75 4.75 4.75 5.32 5.32 5.32
6250* 1 4.99 5.01 4.99 5.27 5.25 5.26 5.06 5.06 5.06 4.75 4.75 4.75 5.35 5.35 5.35
6252 1 3.43 3.11 3.43 4.54 4.51 4.54 4.59 4.48 4.59 0.96 0.42 0.96 7.42 7.37 7.42
6255 1 5.01 5.01 5.01 5.19 5.20 5.19 4.85 4.77 4.85 2.23 2.07 2.23 7.76 7.73 7.76
6263* 1 4.97 4.98 4.96 5.19 5.18 5.18 5.04 5.05 5.05 4.58 4.58 4.58 5.48 5.48 5.48
6266* 1 4.96 4.99 4.96 5.08 5.12 5.05 5.04 5.06 5.04 4.22 4.23 4.21 5.79 5.80 5.79
6269* 1 5.00 5.02 4.99 5.10 5.15 5.06 4.98 5.04 4.98 4.11 4.08 4.11 5.73 5.82 5.73
6271* 1 4.87 4.90 4.87 4.98 5.02 4.94 4.95 4.94 4.95 3.14 2.74 3.14 6.15 6.11 6.15
6283* 1 5.12 5.13 5.14 5.43 5.40 5.35 6.55 6.49 6.52 2.96 3.05 2.96 9.66 9.38 9.66
6287* 1 5.05 5.05 5.06 5.43 5.42 5.42 5.11 5.11 5.11 4.35 4.35 4.35 5.64 5.63 5.64
6289* 1 5.08 5.08 5.08 5.23 5.26 5.24 5.04 5.04 5.04 4.35 4.35 4.35 5.67 5.67 5.67
6292 1 5.05 5.04 5.04 5.27 5.28 5.30 5.05 5.05 5.05 4.59 4.59 4.59 5.50 5.50 5.50
6298* 1.5 5.05 4.99 5.00 5.09 5.14 5.13 5.09 5.09 5.09 4.21 4.22 4.21 5.81 5.82 5.82
6301* 1.5 5.03 5.02 5.03 5.27 5.28 5.25 5.10 5.09 5.10 4.42 4.33 4.42 5.65 5.68 5.65
6303* 1.5 4.96 4.90 4.92 5.16 5.15 5.16 5.08 5.08 5.08 4.59 4.60 4.59 5.44 5.44 5.44
6306* 1.5 5.02 5.04 5.03 5.19 5.23 5.20 5.03 5.03 5.03 4.27 4.26 4.27 5.64 5.67 5.64
6310 1.5 4.93 4.92 4.92 5.17 5.16 5.16 5.01 5.01 5.01 4.44 4.44 4.44 5.59 5.59 5.59
6313 1.5 5.01 5.02 5.00 5.17 5.16 5.17 5.03 5.04 5.03 4.61 4.61 4.61 5.49 5.50 5.49
6316 1.5 4.87 4.90 4.90 5.08 5.07 5.05 5.09 5.09 5.09 4.55 4.56 4.53 5.58 5.57 5.58
6319 1.5 4.95 4.95 4.95 5.13 5.13 5.11 5.08 5.08 5.08 4.51 4.52 4.51 5.56 5.53 5.56
6323 1.5 5.04 5.04 5.03 5.29 5.30 5.30 5.05 5.06 5.05 4.61 4.61 4.61 5.47 5.47 5.47
6326 2 5.14 5.13 5.16 5.21 5.25 5.20 5.19 5.18 5.19 4.59 4.30 4.59 5.78 5.81 5.78
6329 2 4.49 3.70 4.48 4.63 4.63 4.62 5.14 4.97 5.11 0.77 0.63 0.77 19.72 29.77 19.72
6332 2 3.18 3.20 3.19 4.49 7.49 4.44 5.17 5.50 5.16 0.47 0.46 0.47 14.76 20.20 14.76
6335 2 4.85 4.86 4.85 5.20 5.18 5.17 5.09 5.07 5.09 4.27 4.27 4.27 5.75 5.77 5.75
6338 2 4.97 4.94 4.97 5.09 5.13 5.08 4.96 4.96 4.96 4.32 4.16 4.32 5.59 5.76 5.59
6357 0.6 5.00 5.03 5.00 5.19 5.22 5.17 5.10 5.10 5.10 4.23 4.22 4.23 5.88 5.91 5.89
6360* 1 5.07 5.05 5.04 5.16 5.16 5.16 5.07 5.07 5.07 4.21 4.20 4.21 5.64 5.64 5.64
6363* 1 5.05 5.02 5.02 5.17 5.17 5.18 5.05 5.06 5.05 4.29 4.32 4.29 5.65 5.66 5.65
6367* 1 5.00 5.00 5.00 5.29 5.29 5.29 5.02 5.02 5.02 4.71 4.66 4.71 5.35 5.36 5.35
6369* 1 4.99 5.01 5.00 5.28 5.30 5.29 5.10 5.10 5.10 4.64 4.63 4.64 5.43 5.46 5.43
6372* 1 4.99 4.99 4.98 5.12 5.09 5.13 5.06 5.05 5.06 4.70 4.72 4.70 5.37 5.35 5.37
6375* 1 5.15 5.15 5.18 5.37 5.36 5.37 5.05 5.05 5.05 4.72 4.72 4.72 5.42 5.42 5.42
6378 1 4.80 4.80 4.80 5.08 5.07 5.05 5.04 5.02 5.04 4.32 4.36 4.32 5.67 5.66 5.67
6381 1 5.46 5.42 5.46 5.70 5.68 5.71 4.99 5.00 5.00 3.64 3.64 3.64 6.05 6.05 6.05
6385* 1 5.13 5.10 5.10 5.41 5.38 5.38 5.09 5.09 5.09 4.69 4.69 4.69 5.34 5.34 5.34
6388* 1 5.36 5.11 5.11 6.14 5.20 5.20 4.95 4.93 4.95 4.55 4.50 4.55 5.35 5.36 5.35
6392 1 3.41 5.25 5.20 6.79 5.34 5.31 4.67 4.72 4.67 0.83 3.17 0.83 5.60 5.52 5.60
6395* 1 5.06 5.07 5.09 5.32 5.33 5.34 5.08 5.08 5.08 4.66 4.66 4.66 5.36 5.36 5.36
6401 1 4.90 4.90 4.90 5.14 5.16 5.14 5.02 5.02 5.02 4.06 4.09 4.06 6.04 5.98 6.04
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APPENDIX 3

The statistical parameters of the three image sets of
individual rack-tooth pattern measurement settings.

Image Measurement rms height variation for

60% of max length

Mean per

measurement

Std dev.

per measurement

Variation of rms value

within measurement

Variation of rms value

within measurement

uc gc oc uc gc oc uc gc oc uc gc oc uc gc oc

mm mm mm mm mm mm mm mm mm mm mm mm % % %

6215 1 2.56 2.54 2.54

6216 1 2.55 2.54 2.54

6217 1 2.55 2.54 2.54 2.55 2.54 2.54 0.00 0.00 0.00 0.01 0.01 0.01 0.27 0.29 0.28

6218 2 2.62 2.54 2.54

6219 2 2.61 2.54 2.54

6220 2 2.62 2.55 2.54 2.62 2.54 2.54 0.01 0.01 0.00 0.01 0.01 0.01 0.38 0.45 0.22

6221 3 2.70 2.53 2.53

6222 3 2.71 2.53 2.53

6223 3 2.71 2.52 2.53 2.70 2.53 2.53 0.01 0.00 0.00 0.02 0.01 0.01 0.61 0.28 0.25

6226 4 2.76 2.56 2.54

6227 4 2.77 2.55 2.54

6228 4 2.77 2.55 2.55 2.77 2.55 2.54 0.00 0.01 0.00 0.00 0.01 0.01 0.17 0.41 0.22

6229 5 2.61 2.56 2.56

6230 5 2.63 2.55 2.55

6231 5 2.63 2.55 2.55 2.62 2.55 2.55 0.01 0.00 0.00 0.01 0.01 0.01 0.47 0.29 0.29

6233 6 2.53 2.53 2.52

6234 6 2.53 2.53 2.53

6235 6 2.53 2.53 2.52 2.53 2.53 2.53 0.00 0.00 0.00 0.01 0.01 0.01 0.30 0.32 0.23

6236 7 2.66 2.50 2.50

6237 7 2.66 2.50 2.49

6238 7 2.61 2.45 2.45 2.64 2.48 2.48 0.03 0.03 0.03 0.05 0.05 0.05 1.98 2.02 2.05

6239 8 2.72 2.53 2.54

6240 8 2.72 2.54 2.54

6241 8 2.72 2.55 2.55 2.72 2.54 2.54 0.00 0.01 0.01 0.00 0.01 0.01 0.09 0.45 0.41

6242 9 2.54 2.54 2.54

6243 9 2.55 2.56 2.55

6244 9 2.54 2.55 2.54 2.54 2.55 2.54 0.01 0.01 0.01 0.02 0.02 0.02 0.66 0.64 0.61

6245 10 2.56 2.53 2.53

6246 10 2.57 2.54 2.54

6247 10 2.56 2.54 2.53 2.57 2.54 2.54 0.00 0.00 0.00 0.01 0.01 0.01 0.30 0.27 0.31

6248 11 2.55 2.54 2.54

6249 11 2.51 2.50 2.50

6250 11 2.55 2.54 2.54 2.53 2.53 2.52 0.02 0.03 0.02 0.04 0.05 0.05 1.61 1.86 1.82

6262 12 2.50 2.51 2.50

6263 12 2.51 2.51 2.50

6264 12 2.50 2.50 2.49 2.50 2.51 2.50 0.00 0.00 0.00 0.01 0.01 0.00 0.27 0.36 0.06

6265 13 2.46 2.47 2.44

6266 13 2.45 2.46 2.43

6267 13 2.49 2.52 2.46 2.47 2.49 2.44 0.02 0.03 0.01 0.04 0.06 0.03 1.47 2.37 1.13

6268 14 2.54 2.59 2.45

6269 14 2.51 2.54 2.44

6270 14 2.52 2.57 2.42 2.52 2.57 2.44 0.02 0.03 0.02 0.03 0.05 0.03 1.26 1.96 1.32

6286 15 2.62 2.57 2.57

6287 15 2.62 2.57 2.56

6288 15 2.63 2.57 2.56 2.63 2.57 2.56 0.01 0.00 0.00 0.01 0.00 0.00 0.41 0.04 0.18

6296 16 2.52 2.51 2.50

6297 16 2.49 2.48 2.48

6298 16 2.49 2.48 2.47 2.50 2.49 2.49 0.01 0.01 0.01 0.03 0.02 0.03 1.09 0.98 1.13

6369 17 2.53 2.52 2.51

6370 17 2.52 2.53 2.51

6371 17 2.53 2.53 2.52 2.53 2.52 2.52 0.01 0.00 0.01 0.01 0.01 0.01 0.42 0.31 0.51

6372 18 2.48 2.50 2.47

6373 18 2.49 2.51 2.49

6374 18 2.49 2.55 2.48 2.49 2.52 2.48 0.01 0.02 0.01 0.02 0.05 0.02 0.65 1.90 0.64

6375 19 2.64 2.60 2.61

6376 19 2.60 2.62 2.59

6377 19 2.60 2.61 2.59 2.61 2.61 2.60 0.02 0.01 0.01 0.04 0.01 0.02 1.56 0.57 0.87

6385 20 2.61 2.58 2.58

6386 20 2.62 2.58 2.58
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Image Measurement rms height variation for
60% of max length

Mean per
measurement

Std dev.
per measurement

Variation of rms value
within measurement

Variation of rms value
within measurement

uc gc oc uc gc oc uc gc oc uc gc oc uc gc oc
mm mm mm mm mm mm mm mm mm mm mm mm % % %

6387 20 2.61 2.57 2.57 2.61 2.58 2.57 0.00 0.00 0.00 0.01 0.01 0.00 0.36 0.27 0.15
6395 21 2.58 2.55 2.55
6396 21 2.58 2.57 2.55
6397 21 2.58 2.54 2.54 2.58 2.55 2.55 0.00 0.02 0.00 0.01 0.03 0.01 0.22 1.18 0.33

Mean: 2.58 2.54 2.52 0.01 0.01 0.01 0.02 0.02 0.02 0.69 0.82 0.62

Std dev.: 0.08 0.03 0.04 0.01 0.01 0.01 0.01 0.02 0.01 0.56 0.74 0.56

MS received 8 July 2011 and accepted in revised form 13 March 2012
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The temporal and spatial variability in submeter
scale surface roughness of seasonal snow
in Sodankylä Finnish Lapland in 2009–2010
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and Niilo Siljamo1

1Finnish Meteorological Institute, Helsinki, Finland, 2Finnish Geodetic Institute, Kirkkonummi, Finland, 3Mericon Oy, Espoo, Finland

Abstract Seasonal snow surface roughness is an important parameter for remote sensing data analysis
since it affects the scattering properties of the snow surface. To understand the phenomenon, snow
surface roughness was measured near the town of Sodankylä, in Finnish Lapland, during winters 2009 and
2010 using a photogrammetry-based plate method. The images were automatically processed so that an
approximately 1m long horizontal profile was extracted from each image. The data set consists of 669 plate
profiles from different times and canopy types. This large data set was used to study the temporal and
spatial variability of seasonal snow surface roughness. The profiles were analyzed using parameters derived
from the root mean square height (σ) and correlation length (L) as functions of measured length. Also, the
autocorrelation functions were calculated and analyzed. The (σ) and (L) were found to be so strongly
correlated (R2 ~ 0.97) that a more detailed analysis was made using only the scaling parameters derived
from σ. These parameters are related to the distance dependence of the rms height. The results show
that they react to different characteristics of the profiles and are therefore well able to distinguish between
different types of snow. They also show a clear difference between midwinter snow and melting snow,
and the effects of snowfall events and slower melting in forested areas are evident in the data.

1. Introduction

The albedo and extent of the seasonal snow cover react rapidly to the changes in the climate and weather.
These in turn affect the surface albedo and the radiation budget of the Earth. Currently, at the beginning of
the 21st century, half of the Earth’s continental surface is seasonally occupied by snow. Remote sensing
enables studying the change in snow cover properties over large areas [e.g., Takala et al., 2011; Nolin, 2010;
Hall et al., 1995].

Surface roughness is one of the key variables affecting the remote sensing data of snow-covered areas.
According to Williams and Gallagher [1987] the microwave backscatter and emission from wet snow cover
depend mostly on surface roughness. Microwave satellite data are particularly important in the polar regions
because of the cloudiness and the lack of sunlight during the winter. Nagler and Rott [2000] stated that
the strong seasonal variations in the synthetic aperture radar (SAR) backscattering from wet snow are mainly
due to changes in the liquid water content and surface roughness. The bidirectional reflectance distribution
function (BRDF) of snow is also significantly affected by the roughness of the snow surface [Peltoniemi et al.,
2010b;Warren et al., 1998]. In radiative models the albedo of a snow layer is reduced when surface roughness
is taken into account [Zhuravleva and Kokhanovsky, 2011]. Understanding how roughness affects the signal
received by satellite instruments and knowing the connections between surface roughness and the
geophysical properties of the snow pack (for example crystal size and shape, density, specific surface area,
and state of crystal metamorphosis) could support the use of surface roughness information in interpreting the
state of snow cover from remote sensing data, e.g., the level of melting. The surface roughness of snow is
affected by several factors. The type of snow deposited on the surface and the metamorphism of these
crystals by temperature and wind determines the microscale roughness. Löwe et al. [2007] pointed out that
because of cohesion between the snow crystals the falling snow attaches to the surface immediately at
first contact, instead of being rearranged to a position of minimum potential energy. The local climate
and weather conditions near the surface determine the dominating processes affecting the snow
surface features. In areas where the winter air temperatures rise close to freezing point, the snowpack is
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restructured by melting and freezing. In colder climates, where the winter air temperatures stay constantly
below the freezing point, melting only takes place at the end of the snowy season and most of
the surface evolution is caused by wind which redistributes and breaks individual snow crystals
[Sturm et al., 1995].

The landscape, including topography and canopy type, has a clear impact on the snow as well [Eveland
et al., 2013; Deems et al., 2006, Grünewald et al., 2013, Scipión et al., 2013; Schirmer and Lehning, 2011;
Veitinger et al., 2013]. The structure and vicinity of canopy further complicate the surface forming
processes. Tree trunks affect the snow in several ways. For example, snow accumulates less next to the
tree trunks than further away from them because the branches above keep the snow from falling all the
way to the ground and the trunk inhibits transportation by the wind. In addition, at melting
temperatures the snow falling from the branches generates local depressions in the snow surface. The
canopy affects the snow water equivalent (SWE) and depth, and also the density, though less clearly
[Adams, 1976; Winkler et al., 2005]. It decreases the amount of direct solar radiation that reaches the
snow surface and the amount of upwelling radiation from under the trees. It affects the wind speed and
keeps the air temperatures near the surface more stable. All these in turn affect the temporal evolution
of the snowpack [Gelfan et al., 2004]. In open areas wind is often the dominant process affecting the
distribution of snow cover [Lehning et al., 2008]. The changes inside the snow pack affect the surface in
several scales by reforming the bed on which the surface forms. In all, snow surface roughness is
affected by several processes, which makes it a complex feature to model.

There are a large number of established parameters used to describe surface roughness [Church, 1988;Manes
et al., 2008; Manninen, 2003; Fassnacht et al., 2009a; Hollaus et al., 2011; Lacroix et al., 2008; Rees and Arnold,
2006, a good overview in Dong et al., 1992, 1993, 1994a, 1994b]. The material of the surface and the feature
that is crucial for the application of interest defines which parameters are used. For snow surface roughness
studies there are two main motivators with two different sets of parameters typically used. First, surface
roughness affects the interface between atmosphere and snow surface, which has an impact on wind speed
and exchange of chemicals and latent and sensible heat between these two. These studies typically use
atmospheric roughness length as the main parameter since it is used in most models on surface-atmosphere
interaction [Manes et al., 2008; Gromke et al., 2011].

The second motivator is the effect of snow surface roughness on the radiative properties of snow,
which in turn affects the energy budget of the Earth and optical and microwave remote sensing data.
These studies typically use geometrical roughness with correlation length (L) and root mean square
height (σ) as parameters. The problem with using these parameters is that their values depend on the
scale and direction and are thus not fully capable of describing surface roughness if a single scale is
selected [Keller et al., 1987; Church, 1988; Manninen, 1997a; Manninen et al., 1998; Fassnacht and Deems,
2006]. The surface radiative characteristics (incl. BRDF) are affected by surface roughness from scales of
fractions of the used wavelength upward [Rees and Arnold, 2006; Ulaby et al., 1982; Fung, 1994].
Therefore, it is important to take all the necessary scales into account. Some multiscale parameters
have been developed [Manninen, 1997a, 1997b, 2003; Davidson et al., 2000; Löwe et al., 2007; Manes
et al., 2008; Fassnacht et al., 2009a], but the number of attempts to capture the directionality of the
surface roughness is considerably smaller. Herzfeld [2002] investigated the use of higher order vario
functions in snow surface roughness descriptions, and Trujillo et al. [2007] made a directional spectral
analysis on the spatial distribution of snow.

Lacroix et al. [2008] provide an overview of the history of measuring snow surface roughness. The
measurements based on a plate inserted into the snow have first been made in the 1980’s by Rott
[1984] and Williams et al. [1988]. Since then some versions with improvements on the accuracy and
resolution have been made [Rees, 1998; Rees and Arnold, 2006; Löwe et al., 2007; Manes et al., 2008;
Elder et al., 2009; Fassnacht et al., 2009a, 2009b; Gromke et al., 2011; Manninen et al., 2012]. Fassnacht
et al. [2009a] measured the snow surface roughness with a plate method using a fixed optics lens. The
advantage of this approach is that the setup can be calibrated in laboratory conditions. Löwe et al.
[2007] used a plate method to measure the growth and evolution of snow surface during a single
snowfall event. They wanted to study the role of settling snow crystals in surface formations and
therefore made the measurements in conditions where the wind could not affect the snow surface.
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The measurements were made during and after snowfalls that consisted of homogeneous snow
crystals. Gromke et al. [2011] investigated the connection between aerodynamic roughness length and
geometrical roughness using wind tunnel experiments. Manninen et al. [2012] have developed a fully
automatic algorithm for deriving the profile from plate imagery. The optics used in this method had a
zoom lens to enable measuring in various conditions, such as dense forests. The measured surface was
natural snow, including the effects of all the surface forming processes present. This method has been
used in the study presented here.

In addition to the plate measurements some methods based on laser scanning have been developed for
measuring the snow surface roughness. These have larger spatial coverage than the plate methods and
form truly three-dimensional data sets which show great potential for the analyses of the directionality of
snow surfaces. Because these laser scanning methods are non-destructive, measurements can be repeated
in the same area allowing better temporal analysis. However, the resolution and accuracy are typically not
yet as high as with the photogrammetry-based plate methods. Aerial laser scanning and radar-based
measurements have good spatial coverage, but the resolution and accuracy are not very high [Höfle et al.,
2007; Hollaus et al., 2011; Van der Veen et al., 2009; Rees and Arnold, 2006; Lehning et al., 2011]. The
resolution of a typical airborne laser scanning data acquired in a scanning mode is 1m. Terrestrial laser
scanning data have better resolution but can cover only relatively small areas. In addition to these, first
attempts have been made to use mobile laser scanning in obtaining snow surface roughness data [Kukko
et al., 2013; Lacroix et al., 2008]. The preliminary results on snow surface roughness obtained using the
method developed in the Finnish Geodetic Institute [Kukko et al., 2013] were validated using a subset of the
plate measurements presented here.

In this paper, we study the use of multiscale parameters derived from root mean square (rms) height
(σ) and correlation length (L) [Manninen, 1997b, 2003] in describing the effect of metamorphism,
weather, and canopy on seasonal snow surface roughness. The autocorrelation functions (ACF) were
also calculated and analyzed. The reason for choosing these surface roughness parameters is that
they are the surface roughness descriptors used in microwave surface backscattering models
[Ulaby et al., 1982; Fung, 1994]. The plate photography method of Manninen et al. [2012] mentioned
earlier was used in the measurements. The method is based on photographing a black plate with
scales on the sides. The scales are used for calibration and automatic extraction of the profile of
the plate-snow interface profile. The extracted profile is approximately 1m long. This scale is
particularly useful for data from the C-band microwave satellite instruments, such as ERS-1, ERS-2,
Radarsat and Radarsat-2, Sentinel-1, and ENVISAT/ASAR. Because the method is easy to use in the field and
the extraction of the profile from the photograph is automatic, this method enables large data sets to
be gathered and analyzed. The good areal coverage of the ground data is particularly important for
interpreting coarse resolution remote sensing data. The data set consists of 669 plate measurements made
in varying conditions and locations. The data were collected along other daily measurements of snow
geophysical and radiative properties. Standard snow pit measurements were made in all locations to
characterize the snow pack. This data set gives good coverage on temporal, spatial, and scale variability of
the snow of the study area.

The second section of this paper provides details of the algorithms and theoretical background of the
analysis. In the third section we introduce the measurement settings including the locations, measuring
conditions, and methods used. The fourth section presents the results, and in the fifth section we discuss the
results and conclusions in more detail.

2. The Theoretical Basis for Multiscale Surface Roughness Parameters

The parameters used here are based on the root mean square height (σ) and correlation length (L) [Manninen,
1997a, 1997b, 2003, Manninen et al., 1998]. Because the roughness of snow surface is scale dependent,
the parameters were calculated as function of measured length. A single σwas replaced with the mean value
hσi of the measured subprofile of equal length derived along the whole profile at all the measured parts of
the profile. This is performed with a method similar to a sliding window technique where a window/
subprofile of fixed length is moved along a profile, σ is calculated for each location, and in the end the
mean value of all the σ values of the same window size/subprofile length is used.

Journal of Geophysical Research: Atmospheres 10.1002/2014JD021597

ANTTILA ET AL. ©2014. American Geophysical Union. All Rights Reserved. 9238



The rms height hσii, autocorrelation function hρi (ξ)i, and correlation length hLii of a profile as functions
of measured length are calculated as described above using the following equations [Manninen,
1997b, 2003]:

σih i ¼ 1
n� in0ð Þ

Xn�in0

j¼1
σij; i ¼ 1; …; ni (1)

ρi ξð Þh i ¼ 1
n� in0ð Þ

Xn�in0

j¼1
ρij ξð Þ; i ¼ 1;…; ni (2)

Lih i ¼ ρ�1
i e�1
� �� �

; (3)

where σij is the rms height and ρij(ξ) the autocorrelation function corresponding to a subprofile of in0 points.
Here ξ is a variable of distance. The size of the smallest subprofile is n0, and it is enlarged with an increment of
i so that the size of a subprofile is in0, where i=1,…, ni and ni is the number of different subprofile lengths.
The subprofile is moved from e beginning of the whole profile by an increment of j. The total number of
points in the 1m profile is n. Li is the point where ρi(ξ) gets the value of e� 1, with e being the Napier’s
constant. Here ρ�1

i denotes the inverse function of ρi. More detailed definitions are available in the
Appendix A.

For natural surfaces the logarithm of the rms height σ is usually linearly dependent on the logarithm of the
length x for which it is determined [Keller et al., 1987], which gives

σ xð Þ ¼ eaxb (4)

where a and b are constant parameters. They will be used as the basis of surface roughness analysis
[Manninen, 1997b].

Correlation length of natural surfaces is typically linearly dependent on the length x for which it is determined
[Church, 1988]:

L ¼ αþ βx (5)

where α and β are regression parameters. For an ideal Brownian fractal surface α=0 and the correlation length
L= LB , which is related to the surface roughness parameter b (equation (4)) according to [Manninen, 2003]

LB ¼ 2b2

1þ 4b
x: (6)

With short subprofiles the number of points in each subprofile is so low that it causes statistical uncertainty.
On the other hand, for very long subprofiles the number of different subprofiles derived from the profile
is small. Consequently, when the length of the subprofile exceeds 60% of the maximum length of the profile
the individual values for correlation length are not statistically reliable. This can be seen in the behavior
of correlation length values for different subprofile lengths. Due to these inner and outer scale effects the
values of a and b calculated using σ values for the first 60% of the maximum profile length were found to be
the most representative [Manninen et al., 1998] for the whole profile.

3. Data
3.1. Campaign

The snow surface roughness measurements were made as part of the SNORTEX (Snow Reflectance Transition
Experiment) campaign [Roujean et al., 2010; Manninen and Roujean, 2014] in the Sodankylä region in the
Finnish Lapland (67.4°N, 26.6°E). During the field measurement periods the base of the campaign was in the
premises of the Arctic Research Centre of Finnish Meteorological Institute (FMI-ARC). The campaign was led
by the Finnish Meteorological Institute (FMI) and Météo-France. Other institutes involved were the Finnish
Geodetic Institute (FGI), University of Helsinki, University of Eastern Finland, the Laboratoire de Glaciologie et
Géophysique de l’Environnement (LGGE), and the Finnish Environment Institute (SYKE). The aim of the
campaign was to study how various snow-related parameters affect boreal forest albedo during the melting
season. Extensive airborne and ground-based measurements were carried out [Karjalainen, 2010; Peltoniemi
et al., 2009, 2010a, 2010b; Domine et al., 2010; Hakala et al., 2010; Anttila et al., 2011; Kaasalainen et al., 2011;
Manninen et al., 2012; Kukko et al., 2013].
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In 2009 the snow measurements were carried out in more than 50 locations in the campaign area of 10 km
in diameter [Manninen and Roujean, 2014]. Each day the measurement team moved to a predefined test
site and conducted the daily ground-based measurements including the plate and tachymeter (total station)
profiles of surface roughness and snow pits for snow properties. Values for snow depth, density, and SWE
were obtained. Profiles of snow temperature, volumetric moisture content, density, and grain size were
also obtained at each location. Most of the places were measured twice, first in March 2009, then in April
2009. In April, albedo and spectrometer measurements were also carried out in the test sites. In 2010
more than 20 of these places were remeasured. The plate measurement test sites (Figure 1) were of
varying land cover classes including open and semi-open bogs, several types of forests with varying densities
and undergrowth, and snow-covered lake ice.

The weather conditions varied from sunny to snow fall and from +9.6°C to �29.6°C. Table 1 shows the
locations of the measurements, and Table 2 shows the measurement days and overall weather conditions
for the days. In 2009 the study area was first covered by snow in 8 October 2009. The temperatures before
the campaign in March were colder than freezing, and some 2 cm of new snow had fallen 2 March 2009.
In 2010 first snow of the season fell 24 October 2010. The air temperatures in February varied from �5°C to
�38°C. There were several snowfall events at the beginning of the month and one at 14 and 15 of February

Figure 1. Map of snow surface roughness measurement sites. The indices correspond to the indices in Table 1. The location of the Sodankylä area is shown in the
blue subimage of Finland. The meteorological station is located at index 10.
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that each added snow depth with a few centimeters. In March the air temperatures varied between �35°C
and melting point having a strong diurnal cycle caused by the warming effect of the sun during the day and
radiative cooling during the nights. The average temperature was well colder than freezing. At the beginning
of April 2009 the air temperatures remained similar to March, but from 10 April onward the air temperatures
varied around melting point. There were no significant snowfall events during the month, and the snow

Table 1. The Plate Measurement Sites of SNORTEX and NoSREx With Coordinates and Canopy Typesa

Index Name Coordinate N Coordinate E Canopy Other

1 Kommattivaara 6725.3 2647.7 Pine forest Sandy soil
2 Ravirata 6724.4 2640.4 Cultivated pine forest Sandy soil
3 Hirviäkuru 6722.6 2651.3 Mixed forest Steep topography
4 Kommattilampi 6725.8 2643.4 Pine forest On a hillside
5 Siurunmaa 6726.9 2649.2 Birch forest
6 Melalampi 6723.6 2643.8 Semi-open bog Peat soil
7 Korppiaapa 6726.4 2641.9 Open bog Peat soil
8 Mantovaaranaapa 6724.0 2643.8 Open bog Peat soil
9 Orajärvi 6722.4 2651.9 Lake ice
10 Tähtelä 6721.8 2637.9 Open with small pines Sandy soil, flat
11 Halssiaapa 6722.0 2638.9 Open bog Peat soil

aThe indices correspond to the ones in Figure 1. The coordinates are in EUREF-FIN (~WGS84). The trees in sites 1, 2, 4, 6,
and 10 are pines (Pinus sylvestris), in site 5 birch (Betula pubescens), and for site 3 a mixture of these two with pine as the
dominant species. For the open bogs the vegetation is typical aapa mire vegetation.

Table 2. The Measuring Days and Corresponding Test Sites Indicated With Same Indices As in Table 1 and Figure 1a

Date
Index in
Figure 1

Daily Max Air
T(°C)

Daily Min Air
T(°C)

Daily Mean Air
T(°C)

Snowfall
Observed

Snow Depth
(mm, 8 pm Local Time)

Number of
Profiles

2009
March 11 1 �6.8 �24.4 �14.2 No 60 41
March 12 2 �2.8 �11.9 �6.1 No 60 39
March 13 3 0 �4.3 �2 No 60 34
March 14 4 0.6 �2.6 �1.1 No 60 25
March 15 5 1.2 �1.3 �0.1 No 59 15
March 16 6 0.6 �2.3 �0.9 Yes 59 40
March 17 7 3.7 �10.9 �3.5 Yes 60 20
March 18 8 2.1 �15.5 �5.4 No 58 29
March 19 10 �1,7 �15,4 �7,1 No 60 2
April 20 1 0.5 �7.2 �3.4 No 48 11
April 21 6 5.1 �7 0.4 No 47 24
April 22 8 9 �4.8 3.5 No 46 27
April 23 7 9.5 �3.1 3.8 No 43 33
April 24 4 8.4 �3.3 3.2 No 41 25
April 25 3 9.7 �2.3 5 No 38 18
April 26 5 9.6 1.7 5.7 No 36 15
April 27 2 6.6 �2.7 2.3 No 33 15
April 28 10 4.3 �0.6 2.1 No 34 3

2010
February 23 10 �16.6 �29.6 �23.8 No 70 54
February 24 11 �14.2 �27.6 �18.1 Yes 71 42
March 16 10 �6 �35 �19.3 No 78 23
March 17 8 �3.7 �27.4 �15.3 No 78 22
March 18 6 �3.7 �29.6 �17.4 No 77 13
March 19 4 �3.3 �28.8 �13.8 No 77 12
March 20 2 �3.2 �6.3 �5.8 Yes 81 6
March 21 9 �2.3 �17.5 �9.9 No 83 10
March 22 7 �2 �20.7 �8.5 No 82 10
March 23 No measurements �0.7 �6.5 �4.1 No 82 0
March 24 9, 3 �0.6 �14.8 �7.8 No 81 3

aIn addition to these measurements were made at the end of each day in Tähtelä. The weather data are from the Finnish Meteorological Institutes weather
station located at Tähtelä. The snowfall information is based on in situ observations made by the field team.

Journal of Geophysical Research: Atmospheres 10.1002/2014JD021597

ANTTILA ET AL. ©2014. American Geophysical Union. All Rights Reserved. 9241



a) b) 

c) 

Figure 2
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depth started to drop at 10 April continuing to drop for the rest of the month. The snow in the Sodankylä
region is typical taiga snow with thick layers of depth hoar at the bottom of the snow pack and
metamorphosed crystals on the top with wind having only a limited role in the metamorphosis of the crystals
[Sturm et al., 1995].

3.2. Small-Scale Surface Roughness Measurements

The snow surface roughness measurements weremade alongside other daily field measurements in different
test sites every day (Figure 1). Several profiles were measured at all test sites to have better spatial and
statistical coverage, since one single profile is not fully capable of capturing the 3D surface characteristics of
the measurement area even below the 1meter scale. A single profile may also be dominated by some
random features of the surface, such as snow that has fallen from a tree, footsteps of animals, or uneven
melting caused by an individual piece of vegetation that has fallen to the snow surface. Since the location of
the measurements changed daily, a set of surface roughness measurements was repeated every day at
Tähtelä (site number 10 in Figure 1) near the FMI-ARC premises. These measurements were made as the last
measurements of the day. The Tähtelä time series gives information on the temporal evolution of the
surface structure.

In 2009 the plate profiles were measured along tachymeter profiles. The tachymeter data will be
introduced here only to give an idea of the plate profile measurement settings. The data itself will
not be analyzed in this article in more detail. In each location two to five tachymeter lines were
measured resulting in 75 lines for the whole campaign. The lines at each site were perpendicular to
each other and were typically about 100m long. Due to the field conditions in some cases the lines
were reduced to 50 or 25m. This has been the case if the vegetation did not permit a clear line of
100m or the snow had already melted in some parts of a profile. Due to the roads and trees present,
the length of the Tähtelä tachymeter line was reduced to 80meters. The orientation of the tachymeter
lines determined also the orientation of the plate profiles, which were measured every 10 or 20m
along the 100m lines, every 10m along the 50m lines and every 5m along the 25m lines. Since no
tachymeter data were measured in March 2010, the plate measurements were made in the vicinity of
the other daily measurements (next to snow pits, spectrometer, albedometer, unmanned aerial vehicle
(UAV), and bidirectional reflectance function (BRF) measurements) and along mobile laser scanning
routes [Kukko et al., 2013]. Some additional plate measurements were made as transections in two
locations (sites 10 and 11) near FMI-ARC during the Nordic Snow Radar Experiment (NoSREx)
[Lemmetyinen et al., 2010] in February 2010. In total, the snow surface roughness data set consist of 459
plate profiles and 75 tachymeter lines measured in March and April 2009, 96 plate profiles measured
in February 2010, and 114 plate profiles measured in March 2010. In March 2009, February 2010, and
March 2010 the air temperatures stayed colder than freezing and little or no melting taking place in
the snowpack. In April 2009 the temperatures varied from �6.8°C to +9.5°C, the melting was already
rapid and the snow cover was patchy.

The plate measurements were made using a black board of 1.06m×0.4m with scales on the sides. The black
area from which the profile is extracted is 1m wide [Manninen et al., 2012]. The plate is a layered 3mm thick
aluminum plate, and the surface of the plate is covered with a matt black tape. The plate was carefully
inserted into the snow so that the snow surface was altered as little as possible. The plate with the snow-plate
interface was photographed with a Canon PowerShot G10 digital pocket camera. The camera has a sensor of
4416 by 3312 pixels and a zoom lens from 6.1 to 30.5 mm having an optical image stabilizer. Three images
were taken of every profile to ensure good image quality and correct focus. Figure 2 shows the plate with
three examples of plate images having different kinds of snow characteristics. Figure 2a shows a fresh snow
surface with dry snow, Figure 2b shows a typical melting season surface with irregular shapes and smoother

Figure 2. Plate photographs with enlargements of each image including the captured surface profile for closer detail.
Each image represents a different type of snow surface. The images are from (a) Tähtelä, site index 10, 16 March 2010 with
fresh snow, (b) Ravirata, site index 2, 27 April 2009 with melting season snow, and (c) Melalampi, site index 6, 16 March
2009, with wind formed ripples at an open marsh. Photos of the snow crystals were taken from the surface layers at snow
pits near the profiles. The scale of the grids at the images is 1mm.
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surface at crystal level, and Figure 2c shows an
image taken at a marshland with wind induced
ripples. Crystal images of snow surfaces taken at
snow pits near the profiles have also been
included in the figures.

The images were later automatically analyzed in
the office, and the profile from the snow-plate
interface was extracted using an automatic
algorithm. The algorithm first finds the black area
of the plate, then the corner points. The images
go through several corrections including the
barrel distortion of the lens used and the errors
caused by the orientation and location of the
plate in the image. This was made by fitting
polynomials to the grids on the sides of the plate
by first finding the corner points of the plate and
then using the corner points of the vertical and
horizontal 5mm scales surrounding the plate in
fitting the polynomials. The resolution of the
profiles depends on how close to the plate the
image was taken but was on average 0.27mm. A
thorough description of how the profile is
extracted from the photograph as well as
validation analysis of the photogrammetric
method can be found in Manninen et al. [2012].

4. Results

We studied the use of multiscale parameters
derived from L and σ in describing the temporal
and spatial change and canopy effect on
seasonal snow surface roughness. Examples of σ
and L as function of measured length for three
different profiles are shown in Figure 3. They
show that the measured values depend heavily
on the measured length and that the shape of
the curves depends on the type of the surface.
The reason to restrict the use of the profile to
60% of the total measured length can be seen in
the behavior of the σ and L values. The
restrictions related to the shortest lengths are
also evident (see section 2).

4.1. Correlation Length and Autocorrelation Functions

We compared the calculated values of L (the distance L at which ACF(L) = e� 1) from the plate profiles to the
theoretical values of LB. The results are shown in Figure 4a. It seems that short correlation lengths of snow
surfaces before the start of the spring melting have a Brownian character (the values of L and LB are close), but
for longer correlation length values, as well as melting snow, the surface is not purely Brownian. This may imply
that the surface structures caused by crystals and their metamorphosis form Brownian structure, but for longer
scales, with structures causedmainly by melting andwind, the surface is not Brownian. A closer look at the data
reveals that the fresh snow surfaces have very small values for L. As the snow starts to age the range of the
values for L grows, but the range of the values for LB grow even faster and eventually surface profiles lose the
Brownian character completely. This can be seen in Figure 4b, which shows the L values for profiles of three
different days in March 2009. These days represent surfaces before and after a snow fall. The snowfall event

a)

b)

Figure 3. Examples of (a) rms height (σ) and (b) correlation
length (L) variation with distance of profiles extracted from
plate photographs from 16 March 2010, 27 April 2009, and 16
March 2009 presented in Figure 2. The rms height and correla-
tion length have been standardized using the values for 0 and
60% of maximum measured length and distance using the
minimum and maximum measured length.
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started gradually at the evening of 15 March,
continued until 17 of March and added 5 cm of
fresh snow to the snow pack.

The autocorrelation functions for the profiles were
also calculated. They were compared with three
commonly used ACF types both in single scale
and multiscale form. Table 3 shows the number of
experimental autocorrelation functions that fit
best to each type tested. The fitting was made by
minimizing the rms error by using linear
regression, and the case having the highest value
of the coefficient of determination R2 was
considered the best alternative. The part of the
ACF included in the regression covered the
distance from zero to the correlation length. In
midwinter (February and March) the
autocorrelation functions of most of the profiles
were of the multiscale exponential type
[Manninen, 2003]. In March 2009 the multiscale
Gaussian ACF was equally common as the single
scale exponential, whereas in 2010 the single
scale exponential was more typical. At the
melting time (April) the single scale Gaussian type
ACF was the most common and the multiscale
Gaussian the second most common ACF type.
Only a few profiles of the melting period showed
exponential (single or multiscale) type
autocorrelation. The multiscale power law
ACF was the best fitting in only a few cases, and
no profile showed single scale power law
autocorrelation characteristics. The differences in
R2 between the best fit and the second best fit
were typically small (<0.01). Examples of the
most common ACF types are shown in Figure 5.
Even though the differences in the R2 values
are small the difference between two ACF types
can be significant due to the locations of large
root mean square errors. For instance, if the
experimental ACF curve deviates markedly from
the ideal ACF curve at the shortest distances
when the ACF is close to unity, it can have a

significant role in modeling the scattering behavior of snow surface. The change of snow characteristics with
time is also manifested in Figure 5 as the distance needed for decreasing the ACF value to 1/e (~0.37) is
about five times longer in April than in March.

a)

b)

Figure 4. The measured values of L for the profiles compared
to a Brownian surface correlation length LB. Figure 4a shows all
the profiles. The blue circles are the values for March 2009, red
squares for April 2009, grey crosses for February 2010, and
green triangles for March 2010. Figure 4b shows the L values
for the profiles measured in 15 March 2009 (before snow fall,
red squares), 17 March 2009 (after snowfall, blue diamonds),
and 19 March 2009 (after snowfall, black triangles).

Table 3. Number of ACFs of Measured Profiles That Best Fit Each ACF Type Testeda

Exponential
Multiscale
Exponential Gaussian

Multiscale
Gaussian

POWER
LAW

Multiscale Power
Law

March 2009 58 134 7 62 0 3
April 2009 22 9 88 73 0 3
March 2010 25 67 9 12 0 1
February 2010 16 67 0 13 0 0

aThe total number of profiles is 669 (2009 March: 264, 2009 April: 195, 2010 March: 114, 2010 February: 96).
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4.2. Rms Height
4.2.1. Sensitivity to Changes in the Snow Surface
The measured values of L proved to be strongly correlated with the measured values of σ (R2 ~ 0.97).
Therefore, the remaining analysis will concentrate on the parameters derived from σ. The chosen parameters
a and b (equation (4)) react differently to the changes in the surface characteristics. The higher the values are,
the rougher the surface is. The parameter a is more sensitive to the shorter wavelength/scale variation and b
to the regularity of the surface structure. Therefore, a reacts rapidly to crystal size changes. Fresh snow
crystals form a surface with more crystal level height variation than older snow surfaces which consist of old
rounded crystals or wind broken and packed crystals. This causes fresh snow surfaces to get higher values for

a. Parameter b reacts to longer wavelength
characteristics and the irregularity of their
position along the profile. Its value is restricted to
be in the range 0 … 1, because the fractal
dimension of the profile equals 2� b [Manninen,
2003]. Older snow surfaces have more irregular
shapes caused by, e.g., melting of the snow,
impurities, and scars made by animals. These
features are typically unevenly distributed on the
surface, and therefore the values for b tend to be
higher for older snow, such as snow during the
melting season, at least in the boreal forest zone.
During snowfalls and directly after them new
fallen snow tends to be redistributed by wind so
that it gathers in pits of the surface and thus
smoothens the irregular features. This as well
causes the values of b to be lower for fresh snow
surfaces than for the same surface just before the
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Figure 5. Examples of common autocorrelation function shapes measured in March 2009, April 2009, and March 2010. The
best fit curves of single and multiscale exponential and Gaussian types are shown for comparison. The example for mul-
tiscale exponential type is from 16March 2009 (Tähtelä, site 10), for Multiscale Gaussian from 23 April 2009 (Tähtelä, site 10)
for exponential from 18 March 2010 (Melalampi site 6), and for Gaussian from 21 April 2009 (Melalampi, site 6).

Figure 6. Temporal variation of snow surface roughness para-
meters of equation (4) for 60% of the maximum length.
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snow fall. All metamorphic processes
that affect the height variation affect
also the values of these parameters.
Sintering between crystals and the
rounding of crystal gaps cannot be
seen using data with this resolution
before it starts to affect the crystals in
millimeter scale.
4.2.2. Fresh Snow Versus
Melting Snow
The temporal change of snow surface
roughness can be seen in Figure 6. The
profiles for April 2009 get higher values
for b corresponding to 60% of the
maximum length than the March 2009
profiles. This is because in March 2009
the weather and snow conditions were
typical for midwinter with temperatures
colder than freezing, whereas in April
2009 the melting had already started.
During the melting season irregular
shapes begin to form on the snow as a
consequence of faster melting and
larger amount of liquid water in the
snow pack. In February 2010 the air
temperature was permanently colder
than freezing and the Sun caused hardly
any melting in the snowpack. In March
2010 there was some melting but not as
much as in April 2009. Figure 7 shows
the distributions of σ and parameters a
and b for different months. The values
were determined for 60% of the profile
length. Here it can be seen again that
the values of σ and b differ between the
melting season and midwinter, but the
values of a show no clear difference for
the different months. The data sets for
the different months differ considerably

in size, the data sets of 2010 being smaller than the data sets of 2009. This can affect the standardized
distributions. Since parameter a reacts faster to the changes in roughness, it may seem that using parameter
b is not necessary. However, using only parameter a, or b, it would not be possible to distinguish between the
midwinter and melting season surfaces as the values of both a and b overlap for the two snow surface types.
4.2.3. Effect of Snowfall
The large distribution of a and b can be explained by a single snow fall event. Figure 8 shows the values
for parameters a and b for Tähtelä (site 10) for March and April 2009. At the beginning of the field
measurements in March 2009 the snow was aging. In the evening of 15 March it began to snow in short
periods continuing until the morning of 18 March. This causes the values of parameter a to increase
and parameter b to decrease, as fresh snow adds microscale edginess and evens out the larger scale
irregularities of the surface. After the snowfall, as the surface snow begins to age, the values of parameter a
gradually decrease and b increase. The values for a for March 2009 get values between �4 and �0.5.
This is also the distribution of a for all the profiles measured in all locations in March 2009. Since the values
of a in one location in a few days cover the whole variation range of a, it can be said that the weather
conditions alone can, to a large extent, explain the distribution of a. The role of weather on the values for b is

a)

b)

c)

Figure 7. Standardized frequencies of (a) σ (equation (4)), (b) parameter
a, and (c) parameter b values for 60% of the maximum length.
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similar. The absolute values and
magnitude of the change depend on the
type of crystals that fall, the duration and
amount of snow fall, and the conditions of
the underlying snow pack (for example
temperature, amount of liquid water and
original roughness).
4.2.4. Canopy
The test sites were selected to feature
different canopy types to better study
how canopy affects the snow surface
roughness. The measurements, other
than Tähtelä, were made in one location
(having one canopy type) per day. For the
analysis, the different canopy types have
been classified to two main categories:
open and forest. The Tähtelä (open area)
measurements have been excluded from

these and form a separate class. All the test sites are in the vicinity of Tähtelä. Therefore, it can be assumed
that the weather conditions at the test sites are similar to the conditions in Tähtelä and the time series of all
the locations should show a similar trend to the time series of Tähtelä. Figure 9 shows a growing trend for the
σ values for all three classes (Tähtelä, forest, open) supporting the view that all the test sites have similar
weather conditions.

The slower melting of forested sites can be seen while comparing the parameters a and b of the
measurements at forested test sites to the time series measured at Tähtelä (Figure 10). The median values of
parameter a for forested and open areas is below the trend of daily averages of Tähtelä in March 2009,
whereas in April it shifts above it (Figure 10a). A similar shift can be seen with parameter b, only in the
opposite direction (Figure 10b). The measurements at open areas are so few that they are not used in further
analysis. The difference between the parameter value evolution at the forested sites and the Tähtelä time
series can be explained by the slower melting of the forested sites. The canopy keeps the temperatures more
stable at the surface level by preventing the incoming solar radiation from reaching the surface and
hindering the thermal outflow and radiative cooling. This also keeps the temperature gradients in forested
sites less steep and slows down the melting in spring, which causes slower changes in the parameter values
toward the melting season values in forested sites than in open areas. That is, the values of a decrease, and

Figure 8. Temporal variation of parameters of equation (4) in Tähtelä
from 11 March 2009 to 28 April 2009.

Figure 9. The values of σ for 60% of the maximum length for daily measurements per day in 2009. The values for forested
sites are marked with green markers with fill, and the lighter grey markers are sites with open canopy. The measurements
carried out in Tähtelä are shown in orange rhombuses.
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the values of b increase later in the
forested sites than in the open areas. A
similar trend cannot be detected in the
evolution of σ. The behavior of the
parameters showed no other
connections to the weather data (air
temperature and humidity) than the
one with snow fall and the difference
between the forested and open areas.

5. Discussion

Natural surfaces have different
roughness characteristics in different
scales. Therefore, using σ of one single
scale is not appropriate for describing
the surface. The multiscale roughness
parameters a and b used in this study
include information on all the scales
measured. They are independent of the
plate method and can be modified to
be used in 3D analysis of snow surface
roughness, such as made in Kukko et al.
[2013]. They can be directly used for
profiles of different lengths. Using a
smaller plate with better resolution
shows great potential for studying
microscale metamorphosis processes.
However, since the profile can be

measured only once from each exact spot a statistical approach to the analysis seems more applicable. For
remote sensing this is often the more desired way, since data sets with large areal coverage are needed
instead of small details of one spot. The parameters a and b can also be used to further study the snow
surface roughness in different parts of the world. The applicability of their absolute values for the snow
geophysics presented in this paper for other types of snow in different areas of the world should be studied
further. The snow cover in the Alps for instance is somewhat different of the taiga snow.

So far the plate measurement method has been used only at daylight, but possibly replacing the white paint
used in the scales with a highly reflecting paint would enable measurements also in darkness. Preliminary
studies have shown that a smaller plate and higher resolution photos can be used to capture the fine scale
micro structural evolution of the crystals, which may be one significant difference between forested and
open areas. It can also be used to study the relationship between falling snow flake types and the surface they
form. The whole evolution of snow surface from snow fall to melting could be measured using a combination
of different methods, such as the plate photography and mobile laser scanning, to obtain information on
different scales. This would make it possible to study the whole range of scales and their scaling behavior, as
well as the directionality of the surface features.

The effect of canopy on snow surface roughness provides a number of questions to study in the future. It is
difficult to determine when an area should be defined as open or forested. Is one tree or shrub enough to
make a forest from the snow surface roughness point of view? What is the role of the tree/shrub height and
shape? What distance to a forest still has an effect on the snow accumulation and metamorphosis? Does a
power line pole have a similar effect as a tree? The Tähtelä test site, for instance, is a relatively small opening
with small pines surrounded by pine forest. It can be argued whether this site should have been classified as
open or forested site. Similar problems exist also with the other open test sites, since there was some
vegetation even at the most open sites. However, the sites classified as forested sites in Figures 9 and 10 have
clearly more trees than present at Tähtelä. Therefore, the effect of canopy should be stronger at sites

a)

b)

Figure 10. The median values for parameters (a) a and (b) b of equation
(4) for daily measurements in 2009 using the length 60% of the maxi-
mum. The sites are classified as open or forested, and Tähtelä values are
excluded from the other two classes. For Tähtelä, average values are used
instead of median.
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classified as forests. Other remaining questions related to canopy are the role of the type of canopy, including
the different species, the shape and leaf type of the trees, the forest density, etc. Also, the distance to tree
trunks affects snow accumulation and melting. Understanding the canopy effect better would provide
valuable information for interpreting remote sensing data used to monitor the snow cover in boreal forest
zone that includes different types of vegetation from thick forests to open marshlands.

Satellite data often cover large areas with different snow types. Therefore, it is important to gain knowledge
on the spatial variation of snow surface features and their effect on the radiative properties. The differences in
surface roughness characteristics also affect the Earth’s energy budget via albedo and therefore climate. The
parameters used here can be incorporated in radiation models and thus help improve the interpretation of
remote sensing data. This in turn can give knowledge on the snow-climate interactions and improve the
climate and weather models.

6. Conclusions

Microscale seasonal snow surface roughness was measured with a method based on plate photography
to study spatial and temporal variation of the surface roughness. The method is easy to apply and use
wherever measurements need to be made. The results show that the rms height variation values of
seasonal snow surface roughness vary significantly depending on the scale used. The parameters of
equation (4), a and b, determined from the rms height values, bring additional information on the
surface evolution as compared to using only rms values. Using both the parameters together gives
additional information on the surface.

1. The results show a clear difference in snow surface roughness between the melting season and
midwinter.

2. The aging of the snow shows decreasing values for parameter a and increasing values for b.
3. A snowfall event causes the values for parameter a to increase and parameter b to decrease.
4. The canopy effect is less clear, but the slower evolution toward melting season in forested sites is visible

when using the multiscale parameters derived from the rms height variation.

More information is needed on the relationship between falling snow crystal types and the roughness of the
surface formed. The usability of the parameters tested here should be studied in other regions of the world.
Having parameters that are able to distinguish between different types of snow gives means to further study
the geophysical features of snow and better interpret the properties of snow-covered areas observed by
remote sensing means.

Appendix A: Definitions for Multiscale Root Mean Square Height Variation and
Autocorrelation Function Types

The rms height σij of the subprofile ij consisting of in0 points and starting from point j of the whole profile is
defined as

σij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
in0

Xin0�1

k¼0

yjþk � y
� �2

vuut

where yj+k is the height of point xj+k, y is the average height of the subprofile ij, and n0 is the increment of
points in successive subprofile lengths. The autocorrelation function ρij(ξ) of the subprofile ij depends on
distance ξ according to

ρij ξð Þ ¼
1

in0�1�nξ

Xin0�1�n

k¼0
y xjþk þ ξ
� �� y

� �
y xjþk
� �� y

� �

1
in0

Xin0�1

k¼0
y xjþk
� �� y

� �2

where y(xj+k) = yj+k is the height of point xj+k and y(xj+ k+ ξ) is the height of point xj+ k+ ξ. Here nξ is the
number of points corresponding to length ξ .
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Common one-dimensional single scale autocorrelation function types and the corresponding semi-infinite
multiscale autocorrelation functions are [Manninen, 2003]

Gaussian, single scale ρ(ξ) = exp[�ξ2/L2]

Gaussian, multiscale ρ ξð Þ ¼ 1
2 1þ 2bð Þ ξ2

k20x
2
0

� �1
2þb

Γ � 1
2 � b; ξ2

k20x
2
0

� �

Exponential, single scale ρ ξð Þ ¼ exp �
ffiffiffiffiffiffiffiffiffiffiffi
ξ2=L2

q� �

Exponential, multiscale ρ ξð Þ ¼ 1þ 2bð Þ
ffiffiffiffi
ξ2

p
k0x0

� �1þ2b

Γ �1� 2b;
ffiffiffiffi
ξ2

p
k0x0

� �

Transformed exponential, single scale ρ(ξ) = 1/[1 + ξ2/L2]3/2

Transformed exponential, multiscale ρ ξð Þ ¼ 1þ2bð Þ
2 2þbð Þ
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Mobile laser scanning is a rapid and flexible method for acquisition of high resolution three-dimensional topo-
graphic data. Lidar basedmobilemapping systemproduces three-dimensional point cloud from the surrounding
objects. Typically, a two-dimensional profiling scanner is mounted on the system and the third dimension is
achieved by the movement of the vehicle. The characteristics of the obtained point cloud depend largely on
the sensor arrangement and the sensor properties.
In this paper we discuss an application of mobile laser scanning for producing snow surface roughness informa-
tion for climate data validation. The ROAMER, a single-scanner mobile laser scanning system, was deployed for
the survey of three dimensional snow surface data.
Relatively large areas could be reachedwith mobile laser scanning, which improves the output of surface rough-
ness measurements and increases the statistical validity.
The accuracy and precision of themobile scanning system used in the study are almost at the same level as those
of terrestrial laser scanners. The relative point precision for the system is estimated to be a fewmillimetres with
centimetre level absolute positioning. The results show that the roughness produced from the data is in agree-
ment with the validation data obtained from the plate photography process. This means that mobile laser scan-
ning can be successfully used in snow surface roughness determination from large areas. The major challenge is
related to direct georeferencing of mapping sensor data with global satellite navigation and inertial positioning.
However, computation of surface roughness is a local operation, where the absolute accuracy is of little signifi-
cance, but good relative precision is essential. The dense sampling of the surface enabled us to study multi-
scale approach for surface roughness modelling, which is discussed more in this paper.
We believe that even in the near future, mobile laser scanning will be considerably exploited in many appli-
cations in the environmental modelling and monitoring e.g. in forestry, hydrology, glaciology and climate
sciences.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Laser scanning is a technology that has revolutionized the surveying
industry in producing topographic information in the past two decades
(Bufton, 1989; Flood and Gutelius, 1997; Lohr and Eibert, 1995). Its use
has contributed in microscale and fine toposcale mapping of the Earth
from satellite and airborne platforms (Garvin et al., 1996; Haala et al.,
1998; Hyyppä et al., 2001; Kraus and Pfeifer, 1998; Maas and
Vosselman, 1999; Naesset, 1997). Since the advent of this technology,
laser scanning has been used to produce in ever more detailedmapping
and modelling of terrestrial systems (Alho et al., 2011; Connor et al.,
2009; Heritage and Milan, 2009; Hyyppä et al., 2012; Jaakkola et al.,
2008; Kaartinen and Hyyppä, 2006; Lehtomäki et al., 2011; Rutzinger
et al., 2011; Zhu et al., 2011). This means a vast diversity in sensor
systems applied on to static or mobile platforms. Static laser scanning
provides details and accuracy, but is limited with coverage. Kinematic

applications of laser scanning are becoming more into use as they
provide effective data collection over larger spaces.

Mobile laser scanning (MLS) is a method for acquiring three-
dimensional topographic data. The survey is conducted as the ground
vehicle moves around while the navigation system, typically based on
a global navigation satellite system (GNSS) and inertial measurement
unit (IMU), tracks the vehicle's trajectory and attitude for producing a
3D point cloud from the range data collected by the onboard scanners.

The characteristics of the obtained point cloud depend largely on the
sensor arrangement and the sensor properties. The use of MLS for snow
surface measurement and monitoring was studied in our previous
paper (Kaasalainen et al., 2010). The first results demonstrated the
potential of MLS for fast and accurate snow profiling of large areas,
which is further investigated in this study.

Surface albedo is one of the essential climate variables (ECV) defined
in the Implementation Plan for the Global Observing System for Climate
in Support of the United Nations Framework Convention on Climate
Change (UNFCCC) (http://unfccc.int/2860.php). The reflectance of
new pure snow can be 98% (Warren and Wiscombe, 1980). The
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seasonal snow cover can occupy 50% of the land area of the Northern
Hemisphere (Mialon et al., 2005) thus having a considerable effect on
the earth's energy budget. Therefore it is essential to understand the be-
haviour of seasonal snow cover and in particular its optical properties.

The importance of the snow and ice albedo for climate and the
earth's energy budget has been widely recognized (e.g., Hudson,
2011). Surface roughness is one of the main features affecting the opti-
cal properties of snow cover (Warren, 1982) including the bidirectional
reflectance distribution function (BRDF) (Warren et al., 1998) and
surface albedo (Shuravleva and Kokhanovsky, 2011). Therefore it is an
important variable in remote sensing. According to Williams and
Gallagher (1987) the microwave backscatter end emission from snow
cover depends mostly on wet snow surface roughness. Despite the
importance very little research has been done on the subject.

Surface roughness in general has beenwidely studied and described
with a number of parameters (Church, 1988; Fassnacht et al., 2009a,
2010; Hollaus et al., 2011; Lacroix et al., 2008; Manes et al., 2008;
Manninen, 2003; Rees and Arnold, 2006), and a good overview can be
found in Dong et al. (1992, 1993, 1994a, 1994b). The choice of parame-
ters depends on the application. In remote sensing the most commonly
used parameters are the root-mean-square (rms) height and the corre-
lation length. However, snow surface roughness is a multi-scale and
multi-directional phenomenon affected by several factors, some of
which are global (sun elevation, maritime/continental, tundra/taiga)
and some local (prevailing wind direction, distance to the canopy,
undergrowth, moisture and temperature of the soil, rain and other cli-
mate conditions). All these factors affect the snow metamorphism and
through that the surface roughness (Fassnacht, 2010, 2004). Therefore
the rms height and the correlation length are not fully able to describe
the nature of surface roughness (Church, 1988; Keller et al., 1987;
Manninen, 1997a). Some multi-scale parameters have been developed
(Davidson et al., 2000;Manninen, 1997b, 2003) but attempts to capture
the directionality of the surface roughness are considerably fewer.
Herzfeld (2002) used higher order vario functions in snow surface
roughness descriptions and Trujillo et al. (2007) presented a direc-
tional spectral analysis on the spatial distribution of snow. Lacroix
et al. (2008) present a recent review of snow surface roughness
measurements.

One reason for the lack of research on surface roughness can be the
difficulty of measuring it. In remote sensing all surface roughness scales
above the wavelength used are important (Rees and Arnold, 2006).
Many studies have been made to measure roughness by airborne laser
scanning systems and satellite based radars (Höfle et al., 2007; Hollaus
et al., 2011; Vander Veen et al., 2009). Thesemethods are able tomeasure
themeso- and topography scale roughness.Manes et al. (2008) presented
the roughness effects in terms of two categories: type I for grain size scale
and type II for structures up to 16 times the average crystal size. The small
scale roughness is typically measured with photography-based methods.
Elder et al. (2009), Fassnacht et al. (2009a, 2009b), Manes et al. (2008),
Manninen et al. (2012) and Rees (1998) have measured the small scale
surface roughness by partially inserting a plate in the snow,
photographing the plate with the snow–plate interface and later
analysing the profile. This method gives a detailed profile for the width
of the plate (typically app. 1 m). The downside of these methods is that
the length of the profile is limited. Also, if you want to cover larger areas
it is labour intensive and time consuming. In addition to this, the profile
measurements produce 2D-data, while snow surface roughness is a 3D
phenomenon with considerable directionality.

The use of airborne and terrestrial laser scanning on snow covered
areas has previously been focused on forming surface models and moni-
toring changes in snow depth (Arnold et al., 2006; Hood and Hayashi,
2010; Kaasalainen et al., 2008; Prokop, 2008; Prokop et al., 2008). Snow
properties that have been studiedwith lidar are, for example, snow thick-
ness, water contents (Schaffhauser et al., 2008; Schirmer et al., 2011;
Várnai and Cahalan, 2007) and depth distribution of snow (Schirmer
and Lehning, 2011). Lehning et al. (2011) used terrestrial laser scanning

data to model snow distribution. Also the use of laser intensity data has
been studied for snow characterization (Anttila et al., 2011).

Compared to airborne laser scanning (ALS), MLS suits better for
areas that are limited in size, and where precision and level of details
are of any concern. It also provides considerable advantage over tradi-
tional manual data acquisition processes in terms of data coverage and
effort. In addition, MLS can be used for acquiring precise multi-
temporal data for change detection, and for studying processes causing
them, like wind erosion.

Different laser scanning-based surface roughness measurement sys-
tems have been developed (Lacroix et al., 2008). TLS data have been
used and found useful for surface modelling for, e.g., river-bed rough-
ness in fluvial geomorphology (Heritage and Milan, 2009) and for soil
erosionmodels (Eitel et al., 2011). ALS has proven efficient for the char-
acterization of roughness over large areas, such as ice sheets (van der
Veen et al., 2009) or forest canopy (Weligepolage et al., 2012), or to
be used as input in the modelling of natural hazards (Hollaus et al.,
2011).

In this paper we study the applicability and accuracy of mobile laser
scanning data in characterizing snow surface roughness. The mobile
laser scanning data were acquired with the FGI ROAMER (see Kukko
et al., 2007, 2012 for system details and performance) in Sodankylä,
Finnish Lapland during the melting period in spring 2010. We compare
the results with surface roughness plate measurements made at the
same location shortly after the scanning. The measurements were
made as a part of Snow Reflectance Transition Experiment (SNORTEX)-
campaign (Roujean et al., 2010).

2. Surface data capture and mobile laser scanning system

2.1. Study site

The measurements were carried out in Sodankylä, Finnish Lapland
(67.4°N, 26.6°E) during the series of SNORTEX-campaigns taking place
during themelting seasons of 2008, 2009 and 2010. TheMLS and valida-
tion measurements were made 18th of March 2010. The 2.5 km long
mobile laser scanning route and corresponding scan data are shown in
Fig. 1, and followed the marked snow mobile trail that passes through
open marshland and sparse pine forests. The reference surface rough-
ness plate measurements (described in Section 3) were made along
the trajectory shortly after the scanning at 11 locations shown in Fig. 1
as well.

2.2. Mobile laser scanning system

The FGI ROAMER mobile laser scanning system was deployed for
capturing the three-dimensional snow surface topography. It is a sys-
tem primarily developed for urban mapping, but its use for environ-
mental applications is increasing. The ROAMER system is equipped
with a FARO Photon 120 laser scanner and NovAtel SPAN GPS–IMU sys-
tem, altogether with data synchronizing and recording devices. Table 1
summarizes the equipment andmain characteristics. The laser unit pro-
vides a scanning (cross-track swath) frequency range of 3–61 Hz and
point measurement rate of 120–976 kHz with ranging ability up to
150 m. The point measurement accuracy of the scanner is 2 mm with
1 mm repeatability for 90% reflective target according to the scanner
manufacturer, but depends in practice on the object surface type and re-
flectivity, aswell as the object orientation relative to the scanning beam.

The integrated tactical grade GPS–IMU system observes the GPS
satellites and platform movements in order to reproduce the system
trajectory for laser scanner data georeferencing. When fused in post-
processing, theGPS–IMUdata provide the laser scanner position and at-
titude recordings as function of time at 100 Hz data rate. The laser point
data are time synchronized to the trajectory data in order to produce a
three-dimensional point cloud of the scanned area similar to airborne
laser scanning.
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For mobility in the snow the MLS system was mounted on a snow
mobile-towed sleigh. The set-up is seen in Fig. 2. However, deep and
soft snow makes it difficult to manoeuvre and thus the snow plate

validation sites were selected to be close to the official snowmobile
trail. The length of the mapped route on 18 March 2010 was around
2.5 km, and it was surveyed with 49 Hz scanning frequency and point
measurement rate of 244 000 pts/s. The scanner head was mounted
upwards for vertical profiling to produce across-track swaths.

Due to the scanner characteristics, the ROAMER is capable of
producing high density three dimensional point clouds for mapping
of surface topography and object dimensions around its trajectory.
In the data set at hand the point density on snow surface varies
between 100 pts/m2 and 3000 pts/m2 according to the horizontal
distance from the scanner. Spacing between the sequential scan swaths
in the data was approximately 2–6 cm depending on the platform
velocity. Fig. 3 shows an example of one data block as 3D point cloud
visualization. Colour coding reveals the surface elevation changes and
level of detail observed by the system. The relative point precision of
the system is estimated to be at the sub-centimetre level, but the
point position is eventually defined absolutely (i.e. in Earth system)
by the accuracy of the navigation solution that could be provided
through post-processing. According to the latest performance studies
on MLS systems, the ROAMER system could measure objects with
20 mm absolute accuracy in good GPS visibility conditions (Kaartinen
et al., 2012, 2013; Kukko et al., 2012).

Fig. 1.MLS data coverage on the study site and validation site locations (numbers 1–11). Study site locates in northern Finland above the Arctic Circle. Map data courtesy: NLS of Finland.

Table 1
ROAMER MLS system characteristics.

FARO Photon 120 scanner
120–976 000 pts/s, user selectable
320° maximum field of view
3–61 Hz scan frequency, user selectable
785 nm wavelength, phase shift ranging
Spot size 3.3 mm + 0.16 mrad divergence

NovAtel SPAN GPS–IMU
NovAtel DL-4plus receiver and GPS-702 antenna,

L1 and L2 frequencies
Honeywell HG1700 AG11 tactical-grade RLG IMU

Gyro bias 1.0 deg/h
Random walk 0.125 deg/rt-h
Data rate 100 Hz

Bi-trigger synchronization
Delivers scanner triggers to receiver log
Camera triggering ×4

Rugged laptops for data recording
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3. Field reference data

3.1. Snow roughness reference with plate photography

The surface roughness plate measurement system was constructed
for the SNORTEX campaign (Karjalainen, 2010; Manninen et al., 2012;
Roujeanet al., 2010). Themeasurement system consists of a background
plate and a digital camera (Fig. 4). The size of the plate is

100 cm × 40 cm. The edges are covered by three rows of scales
(1 mm, 5 mm and 10 mm) that consist of black and white squares.
The middle part of the board is black. The board is made of a 3 mm
thick white I-bond aluminium layer plate that is covered with black
matt tape. The photographs were taken with the Canon PowerShot
G10 digital pocket camera that has a sensor of 4416 by 3312 pixels
and a zoom lens from 6.1 mm to 30.5 mm with an optical image
stabilizer.

The snow profile measurements were carried out by inserting the
plate partially into the snow and taking a photo containing the plate
and the snow–plate interface. The snow–plate interface is later auto-
matically detected from the photograph, resulting in an appr. 1 metre
long 2D profile representing the snow surface. The profile can be re-
trieved by using one image but for the SNORTEX campaign typically
three images were taken from each of the locations in order to make
sure the success of fully automatic analysis for each profile.

The snow surface is retrieved from the image based on a threshold
between light and dark pixels. The method is described in more detail
in Manninen et al. (2012). In practice, defining the right threshold
value between the light and dark pixels and extracting the snow–plate
interface have proven to be challenging due to problems related to
varying illumination conditions, varying contrast within image, and
snowflakes in the area of the plate in case of photo capturing during
snowfall. However, the only a priori information the method needs is
whether the image was taken during snowfall or not. The accuracy of
the system depends on the photographing configuration, and is typical-
ly of the order of 0.1 mm vertically and 0.04 mm horizontally.

For the evaluation of the roughness data measured with the MLS,
surface roughness plate measurements were made at 11 locations
shown in Fig. 1. The plate measurements were made parallel to the
mobile route, one profile from each site.

3.2. Measurement settings

Correspondingly to the platemeasurement sites (Fig. 1), the following
1 m long profiles were cut from the MLS laser data, as close as possible
to the plate profile:

1. A 3 cm wide box parallel to the plate measurement.
2. A 5 cm box similar to 1.
3. A cross-track sample perpendicular to the plate measurement,

consisting of points from a single laser swath.

In some cases an additional set of profiles was extracted closer to the
trajectory of the mobile laser scanner in order to achieve a better

Fig. 2. The ROAMER MLS system and the snowmobile employed for the data acquisition.
The GPS antenna and IMU boxes are seen in front of the platform, the laser scanner unit
is topped with green insulation.

Fig. 3.High resolutionMLS point cloud from snow surface collectedwith ROAMER system. Colouring is used to illustrate themacroscopic surface elevation changes.White objects are trees
and the 2.5 m wide black streak splitting the data is caused by the instrument shadow.
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resolution for the profile analysis. This was done only if the original
plate measurement at the site was far away from the trajectory
(e.g., in validation site 8, see Fig. 1), and if it was possible to cut the
profiles from the natural snow cover with no disturbance due to
the snow mobile trail.

At validation site 4 it was not possible to cut 1 m laser profiles at the
same location as the plate measurements because of the surrounding
trees and shadows they caused in the MLS data. A representative set
of profiles was cut from appr. 5 m to the north of the site. At validation
sites 3, 6, 9 and 10 the plate measurements were already so close to the
trajectory that only the laser profiles next to the plate measurement
were extracted.

As the previous works have shown, the roughness of snow surface
depends on the measured length (Church, 1988; Keller et al., 1987;
Manninen, 1997b; Manninen et al., 1998). Therefore the 1 metre long
laser and plate profiles were analysed as a function of measured length
so that for each possible length x (x = b1 m) an average of rms height
is computed according to the equation (Manninen, 2003)

σ ih i ¼ 1
n−in0ð Þ

Xn−in
j¼1

σ ij i ¼ 1;…;ni; ð1Þ

where σij is the rms height corresponding to a length of in0 points. The
smallest length used for computation is n0 and it is enlarged with an in-
crement of i so that the length is in0, where ni is the total number of dif-
ferent lengths to be used. The computational subsection in0, for which
rms height is calculated at each time, is moved over the whole profile
by an increment of j. The total number of points in the 1 metre profile
is n.

The logarithm of the rms height σ is usually linearly dependent on
the logarithm of x, so that

σ xð Þ ¼ eaxb; ð2Þ

where a and b are constants.
To compare the surface profiles cut from the plate measurements

and from the laser data, the rms height variations as a function of length
were computed for each of the laser profiles. Profiles with less than 10
points were neglected from the analysis.

4. Point data processing

4.1. Filtering

The unprocessed (raw) MLS point cloud includes observations with
dark response and isolated stray points. Most of the isolated points ap-
pear in the sky and between solid objects as stray points due to phase
shift ranging. The sky points are mostly dark, but stray points have

typically strong intensity as they represent the reflectivity of solid
objects, but ranging fails with multiple hits within the laser beam.
Measurement geometry, i.e. laser beam incidence angle, affects the
point density on the snow surface, so the points are sparser at longer
distances from the scanner trajectory.

The dark pointswere filtered out of the point cloud simply by setting
the intensity limit to 1000. The weakest intensity values from the snow
were found to be around 1100, so no loss of essential datawas expected.
The raw scanner intensity values are expressed in 11 bits, so the com-
plete intensity data range is 0–2048.

The sky and stray points were classified to a sky point class with an
isolated point filteringmethod. Themethod removes points that are too
isolated from the others by searching for points within radius r from the
centre point, and if n points or more are found, the centre point is pre-
served. It was found that if less than 5 points liewithin the 20 cmradius,
they can be removed. Being a geometric method, some of the points ac-
tually representing snow surface at far distance (greater than 25 m)
from the scanner are treated as noise. This is due to the fact that with
fixed angular resolution the point density decreases as a function of dis-
tance and incidence angle. Thus we do not delete the points that re-
spond to the filtering right away but mark them as belonging into the
sky point class. Doing so we could later restore them with aid of the
snow surface information, as described below.

4.2. Snow surface classification

After the noise filtering the laser data still includes points from ob-
jects other than snow, in this case mostly trees, power line pylons and
snowmobile trail markings. The purpose of the snow surface classifica-
tion was to remove all non-snow points prior to the surface roughness
computation. The snow surface classification followed the classification
method introduced in Axelsson (1999). The routine builds an initial sur-
face model from the user selected laser points. Triangles in this initial
model are mostly below the surface to bemodelled with only the verti-
ces touching it. The routine then startsmoulding the triangular irregular
network model upwards by iteratively adding new laser points to it.
Each added point makes the model following the snow surface more
closely.

A set of iteration parameters determines how close a point must be
to a triangle plane for being accepted as snow surface point and added
to the model. Iteration angle αi is the maximum angle spanned by a
point, the closest triangle vertex, and points projection in the plane nor-
mal direction on the local triangle plane. The smaller the iteration angle
the less eager the routine is to follow changes in the point cloud (small
undulations in snow or hits on low vegetation). Iteration distance d
makes sure that the iteration does not make big jumps upwards when
triangles are large. This helps to keep low non-snow objects out of the
model. Terrain angle αt limits the steepest allowed slope in the snow

Fig. 4.Validation snowprofilesweremeasuredwith plate photographyby inserting a 1 mwideblack plate in the snow. The profileswere automatically extracted from thephotographs for
deriving snow roughness.
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surface. With the selected set of parameter values (αi = 45°, αt = 45°,
d = 50 cm), and manually pointed initial points, the classification
method detects the snow surface points seemingly well, as shown in
Fig. 5.

In the second iteration round, the snow surface points initially fil-
tered to the sky point class were restored to the snow surface class in
a similar process of classification as described above, but now the
known snow surface model was used as the initial model. This process
could restore the snow points at long distance from the scanner that
were falsely removed by the isolated point filtering.

Despite the good overall performance of the snow point classifica-
tion, a small number of points in the close vicinity of the scanner (typi-
cally within 3 m) tend to be left out of the snow class. They seem to be
the peak points of small ripples 3–10 mm in size, and shown as yellow
dots among the snowpoints in Fig. 6. These points becomemisclassified
because of the high point density and angular thresholds used for the
snow classification. If the thresholds were changed, the more false pos-
itives would have been introduced into the snow class. Therefore the
thresholds were left as they were, and the problem was solved by
searching for points close to the snow surface class points. We used a
2 cm maximum elevation threshold between the point and the snow
surface with 10 cm maximum triangle edge length.

4.3. Computing of snow surface roughness — MLS grid method

The surface roughness algorithm first builds an indexing for the
point cloud for selected grid size over thewhole point set in the selected
point class, i.e. snow class in our case. Within the grid cell, the centroid
of the points is computed and points that are within the radius thresh-
old are selected for roughness computation. By adjusting the grid size
and radius parameters the surface characteristics can be studied in
different sampling densities and levels of detail.

Next, a plane equation is fitted to the selected points around the grid
centroid and the minimum distance of each point to the plane in the
least squares sense is computed. Analogous to the plate photography
method with line fitting procedure, the roughness value of the grid
cell is the average of the point distances from the fitted plane.

The surface roughness is computed over the classified snow surface
points. Dense surface point cloud allows computation of different grid
sampling densities and sample sizes. In Fig. 7 the surface roughness as
rms height is illustrated for computation using 5 cm sample size and
grid spacing. Thewhite right-angled vectors show validation site 9 loca-
tion on top of a small round bump, as can be observed from a slight in-
crease in the rms heights. On an open area seen in Fig. 7, the surface
characteristics are not very strong, but in the forested section just next

to the open marshland shown in Fig. 8 shows slightly more coarse
surface featuring.

Comparison of the sample size effect on the roughness values is
displayed in Fig. 9, where the surface roughness is computed using
10 cm and 100 cm sample sizes over a 1 metre grid. For the illustration,
the roughness surfaces were interpolated to a 10 cm grid by triangulat-
ing the original roughness points for better visual pleasure. From the
image pair we can see that the surface topography, i.e. centimetre-
scale features, starts to dominate with the increasing sample size,
precisely as expected.

5. Evaluation of the MLS derived surface roughness

5.1. Results from the plate photography

The linearly rectified laser and plate profiles can be seen in Fig. 10.
The corresponding rms height variations as a function ofwindow length
for each of the profiles are collected in Fig. 11. The extracted surface pro-
files can be divided into two groups according to the profile and rough-
ness characteristics. In the first group both the plate and MLS profiles
are more or less of equal shape and magnitude, while the second
group shows some diversity in the surface shape represented by the
profile samples. The effect of the surface topography is also seen from
the diverging rms functions.

The laser profiles parallel to the laser swath often have considerably
higher point density than the profiles cut across the swaths, which also

Fig. 5. Classification result for MLS data. Snow surface elevation is illustrated in colours and objects above the snow surface by intensity grey tone of the data. The scanner trajectory is
shown as a light green line.

Fig. 6. Misclassified fine scale snow surface points (yellow) among the snow class points
(turquoise). The inset shows a close-up of one profile showing the scale and nature of
the matter. Scanning took place from the right of the figure.
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was the principal orientation for the plate profiles. Also the role of the
uneven point density, function of range and incidence angle, within
laser profiles should be studied in more detail. For example the 3 cm
and 5 cm wide box profiles of validation sites 2, 3, 4, 7, 9 and 11 (see
Fig. 1) include several sequential points from each laser swath that
they intersect. There is a few centimetre spacing between the swaths.
It should be investigated in more detail, which profile cutting method
best describes the actual surface. One option is to cut the profiles in a
way that they consist of only one point from each laser swath.

The other factors that in general have an effect on the roughness es-
timation with MLS are the laser spot size and wavelength. In this study
the laser spot size on the snow surface at range of 25 m is 4 mm, but in-
cidence angle effect elongates the spot to be around 30 mm at the edge
of the captured snow surface data. The 785 nmwavelength of the laser
in use is only slightly beyond the visible range, thus the penetration and
absorption (Warren et al., 2006) are expected to have only little effect
on the ranging, and thus on the roughness estimation and comparisons
with the plate photography measurements.

At validation sites 6, 9 and 11 the features captured in theprofiles are
diverged, and the scale of the difference is considerably high. For exam-
ple at validation site 9 the height variation in the rectified laser profile is
about 6 cm. For all the three sites it is obvious that locating the valida-
tion profiles with respect to the plate profile has not been completely
successful. The variation is thus predicted to be caused by the different
placements of the profiles on the snow surface, and as the MLS data
show centimetre scale surface topography variation, that affects the re-
sult. It is also noticeable that at validation site 9 the surface shows a low

bump, as seen in Fig. 7, while at validation sites 3 and 6 the surface
seems to havemore of a dune type of topography. The profiles from val-
idation site 3 also show a slight shift in phase on a repeating ripple
structure.

The resolution of the plate photography profile is much higher com-
pared to the laser data, especially in the driving direction. Similar laser
profile densities can be achieved close to the scanner trajectory in
cross-track laser swaths. Therefore the proximity of the plates to the
laser profiles is important. However, as Fig. 11 shows, for typical smooth
snow surface the local surface variation is of the same magnitude for
both of themethods. At validation sites 1, 2, 4, 7, 8, 10 and 11 the phys-
ical difference between the rectified plate and laser profiles is within a
few millimetres, thus indicating flat surface characteristics. The rms
functions derived from the both datasets intersect typically for around
50 cm processing window length, even if there was topography varia-
tion of 2–10 mm. For validation site 11 the laser point densitywas prob-
ably too low for proper roughness analysis, as even if the profiles show
similar trends, the rms values for cross-track profiles are not fully con-
sistent to the plate profile analysis. However, the profile cut along the
swath shows only slightly coarser values.

5.2. Roughness analysis

In most of the cases the difference between the rms functions from
the plate profiles and the corresponding laser profiles is within 2 mm.
This holds especially for the window lengths of 50–60 cm. In the cases
where the difference is larger, e.g., for sites 3, 5, 6 and 9, the difference

Fig. 7. Snow surface rms height computed for 5 cm grid sampling. White right-angle feature shows roughly validation site 9 location on top of a small bump.

Fig. 8. Snow surface rms height produced by the MLS grid method using 10 grid sample size from a forested section of the mapped route. Snow surface shows slightly higher rms height
values compared to Fig. 7, and snow surface features around trees are prominent.
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in roughness is still less than 10 mm (see Fig. 10). These differences can
mostly be explained by the differences in the location of the laser and
plate profiles.

The difference between the rms function of the corresponding laser
profiles cut with 3 cm and 5 cmwide boxes seems to be negligible. This
indicates that the box width is not significant for relatively smooth sur-
faces. For surfaces with complex repetitive topographic structures, such
as small ripples, the box width may have more effect on the roughness
result. The role of the box width on different types of surfaces has to
be further investigated to find the most appropriate sampling
procedure.

5.3. Results from the MLS grid method

The classified snow surface point cloud was processed for surface
roughness characterization. The sampling over the surface data was
obtained by the 1 metre grid. Ten sample diameters from 10 cm to
100 cm in 10 cm interval were used for each location to compute the
surface variation from the local plane. The sample points closest to the
laser profiles were selected as representative values. The rms height
data are plotted in Fig. 12 and show that the increase in sample size
increases the rms height, as expected. Fig. 11 also shows the largest in-
crease in roughness for the sites that have noticeable surface topogra-
phy based on Fig. 10. 10 cm sample size seems to be problematic for
the MLS grid method as it results in relatively large rms height for the
smallest sample size in some of the cases, as can be seen from Fig. 12.
The cause is yet to be determined, but the most probable explanation
is the point distribution and the scan line spacing in particular. Further
it could be due to the low amount of points resulting to erroneous
plane fitting, or some local surface properties.

Table 2 combines the rms values from the plate profiles and the cor-
responding surface rms height from theMLS grid method at the valida-
tion sites. The closest grid point to the plate validation profiles from the
1 m grid sampling was selected for evaluation of the MLS grid method
at each validation site. The roughness values derived from the methods
show similar behaviour and magnitude. The rms curves seem to corre-
spond to the detected surface profile topography characteristics (see
e.g., profiles 3, 4 and 5 in Fig. 10). Based on the similarity of the surface
profiles, the MLS grid method could reproduce the surface roughness
similar to the plate photography method.

6. Discussion

The results show thatmobile laser data can be used for snow surface
roughness measurements to obtain similar results to those based on

plate photography. However, the effect of the data characteristics on
the derivation of surface roughness needs to be studied in more detail
to better comprehend the limitations of the data and to develop proce-
dures with well proven foundation. These characteristics are, e.g., mea-
surement repeatability, effect of snow type on the penetration depth of
the used laser wavelength, and data density and its variation during the
scanning. The density of the data can be greatly improved by scanning
with a faster scanningmode, driving the snowmobile slower, and pass-
ing the area at multiple times.

There are some practical aspects that affect the performance of the
MLS in characterization of snow surface. The scanning geometry with
fixed angular resolution and scanner elevation affects thepoint distribu-
tion within the lidar swaths; on a horizontal flat surface the spatial sep-
aration between sequential points increases with the range from the
scanner. In forested areas the shadowing of objects becomes more
prominent, and thus decreases the spatial coverage by fragmenting
the surface data. Varying surface topography at large incidence angles
also causes shadows in the data. Furthermore, the scanning frequency
affects the along-track point density, which is typically less than the
point density within the swath close to scanner, but turns to be denser
further away. More studies of the effect of uneven point density on the
surface roughness parameters need to be done as well as the effect of
point density.

The positioning accuracy of the GPS–IMU system is the most critical
part in the error budget of anMLS. Geometric data quality could be con-
trolled by providing control points from the surfaces for elevation con-
trol and localization of suitable geometric objects for horizontal
control (Kaartinen et al., 2012; Kukko et al., 2012).

The handheld GPS used for locating the plate photographymeasure-
ments seems inadequate or inappropriate for extracting the laser point
data from the point clouds. The localization uncertainty affected the re-
sults so that the validation and MLS data do not correspond to each
other precisely. This could be improved by usingmore accurate survey-
ing techniques to locate the plate profiling sites and provide the plate
orientation. However, the data show sufficient consistency and MLS
could reproduce the surface characteristics.

7. Conclusion

We propose a processing chain for the snow surface roughness esti-
mation with mobile laser scanning data and validate the results against
the plate photographymethod. TheROAMER systemof the Finnish Geo-
detic Institute was employed for the MLS data acquisition in a multi-
temporal data collection in year 2010 around the premises of the Arctic
Research Centre of the Finnish Meteorological Institute, Sodankylä,

Fig. 9. Snow surface roughness computed using 10 cm (left) and 100 cm (right) sample diameters at 1 m grid. The increase in sample size reduces the detection of small features, but
incorporates larger topographical surface features.
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Fig. 10. Snow surface profiles extracted from the MLS data and the corresponding validation plate profiles for the validation sites. MLS profiles taken close to the plate are indicated as
“close” and “far” indicates profiles extracted further away from the validation plate profile.
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Fig. 11. The rms functions for the snow surface profiles extracted from theMLS data and the corresponding validation plate using plate photography rms computation. MLS profiles taken
close to the plate are indicated as “close” and “far” indicates profiles extracted further away from the validation plate profile.
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Finland. MLS derived surface roughness values were compared to field
samples by snow plate photography.

We find that MLS enables a detailed surface model production of
snow surface topography and snow cover modelling over large areas
with unprecedentedly dense sampling. Detailed surface data are essen-
tial for precise roughness estimation in different scales. The evaluation
shows that the surface shape and roughness modelling in millimetre
scale is possible with MLS data. The most limiting factor affecting the
roughness computations is the profile spacing, which is a function of
scanning frequency and platform speed.

As traditional field work schemes, such as the plate photography,
can provide only sparse data distribution over limited area, the pro-
posed MLS grid method provides a fast and efficient method for large
area surface roughness characterization,mostly at the same level of pre-
cision as with the photographic methods. With active laser technique
we could overcome the illumination problems hampering the use of
the plate photography method. Overall, three dimensional laser scan-
ning data over the snow surface provides a data source for various stud-
ies e.g. monitoring of snow cover change and interpretation of surface
morphology in a level of detail not possible earlier. In particular the

MLS method allows high data density over wide spatial coverage for
surface roughness studies.
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Terrestrial laser scanning data have become more and more commonly used in cryospheric studies as the com-
mercial instruments are getting cheaper and more user-friendly. We have studied the usability of laser scanning
intensity data in remote sensing of snow-covered surfaces by focusing on two topics: the effect of incidence angle
on the intensity data and the depth which the backscattered laser beam represents. The measurements were
made with a phase-based laser scanner using 650–690 nm wavelength. For some of the snow backscatter vs.
depth studies measurements were also made with a pulse-based scanner at 905 nm. The incidence angle effect
was studied by rotating a snow surface sample relative to the scanner andmeasuring the difference in the inten-
sity values. The experiment was repeated for different snow types. The snow pack layer that the backscattered
laser signal representswas studied by inserting blackmetal plates horizontally into the snowpack andmeasuring
the changes in the intensity values with plates at different depths. The results suggest that the snow type has no
effect on the incidence angle effect and that for dry snow the backscattering of the laser beam takes place from
the very surface, but forwet snow, themajority of the signal is backscattered from0.5 to 1 cmdepth. An empirical
correction function for the incidence angle effect is also presented.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

As the climate is changing rapidly, it is crucial to understand the
processes that affect the climate systems. The behavior of snow and
ice cover in the changing climate is still fairly poorly known and that
introduces considerable uncertainty to the climate models. Better un-
derstanding is required on the links between snow geophysical and
scattering properties, changing snow and ice-covered area, timing of
snowmelt, and the surface albedo,which is an essential climate variable
(ECV) defined in the Implementation Plan for the Global Observing
System for Climate in Support of the United Nations Framework Con-
vention on Climate Change (UNFCCC) (http://unfccc.int/2860.php).
Tilt effects are also crucial because they affect the measurement of
snow and glacier albedo. Therefore, knowing the effect of incidence
angle of the incoming radiation to the snow/ice surface is important in
these applications. Themeasurement geometry effects and their correc-
tion have been recently studied by Sicart et al. (2001)) andWeiser et al.
(2015). The improvement of the global climate models requires data

sets that cover large areas. In practice, this means satellite products.
The validation of these products would benefit from in situ data that
covers large areas. However, these data are typically not available.
Terrestrial laser scanning (TLS) and mobile laser scanning show great
potential for gathering the data for validation as well as for analysis
(e.g., Egli et al., 2012; Kenner et al., 2011; Kukko et al., 2013).

Terrestrial laser scanning applications on snow surfaces have con-
centrated on the use of range data (Arnold et al., 2006; Helfricht et al.,
2014; Hood and Hayashi, 2010; Prokop, 2008; Prokop et al., 2008;
Várnai and Cahalan, 2007). It has proven to be a usefulmethod formap-
ping inaccessible and dangerous areas, such as potential avalanche sites
(for example, Schaffhauser et al., 2008). Some first attempts have been
made to use the airborne laser scanning intensity for glacier surfaces
(Höfle et al., 2007; Lutz et al., 2003), but the TLS intensity data have,
to the best of our knowledge, not yet been widely applied for snow-
covered surfaces. The laser reflection and multiple scattering in the
snow layer also plays an important role in the usability of TLS range
data from snow surfaces. Prokop (2008) found limitations in the appli-
cation of TLS range measurements for operational avalanche forecast-
ing: if the snow surface was wet and the snow grain size was large
(N1 mm), only 50% of the emitted laser signal was received, depending
on the angle of incidence. To improve the applicability of TLS data, more
accurate knowledge on the incidence angle effect is important. It is also
important to know how much the diffuse reflection of laser entering
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the snowpack contributes to the backscattered signal being detected (cf.
Kaasalainen et al., 2006). This is particularly important in mobile laser
scanner applications, which typically span a larger area than stationary
TLS, resulting in a great variety of incidence angles and point densities,
which, in turn, affect the accuracy of results.

Calibrated laser scanner intensity data can be used in segmentation
and classification of the range data (Höfle et al., 2007; Yan et al.,
2012). Radiometric calibration systems have been developed to en-
hance the comparability of different scans (Ahokas et al., 2006; Coren
and Sterzai, 2006; Höfle et al., 2007; Kaasalainen et al., 2009; Wagner
et al., 2006). In our previous studies on the applicability of laser scan-
ning on snow surface mapping (Anttila et al., 2011; Kukko et al.,
2013), we have found some challenges related to the measurement
and calibration of TLS data: one of these is the considerable effect the
incidence angle has on the intensity data (e.g., Anttila et al., 2011).
We have found that the object backscattering properties affect the
incidence angle effect (Kaasalainen et al., 2011; Krooks et al., 2013).
The backscattering properties of snow depend on the grain size and
shape (Kaasalainen et al., 2006) and the surface structure (Zhuravleva
and Kokhanovsky, 2011). However, our previous studies have sug-
gested that the snow type may have no effect on the incidence angle
effect (Anttila et al., 2011). In this paper, we address this issue by
studying the mean intensity value of several different snow surfaces in
different incidence angles.

To relate the snow intensity parameters to grain properties, it is
important to know how much the laser signal penetrates into the
snowpack, and, most importantly, which part of the snow layer the
backscattered signal represents. Prokop (2008) has studied this using
the range data by placing reflective foils and blankets on the snow and
comparing the range data of the different surfaces. He found that
there was a less than 1 cm difference in the surface height values. We
have studied the same topic using the intensity values. We placed
matt black painted metal plates horizontally in the snow pack at
different depths and measured the changes in the intensity value. We
repeated the measurements with different snow types.

The studies presented in this paper are made on taiga snow in the
boreal forest zone. After the introduction, in Section 2, we present the
methodologies used for both the experiments. In Section 3, we present
the results, and in Section 4, we discuss the results in more detail.

2. Methods

The measurements used in this study were made in Kirkkonummi,
Southern Finland (60.1°N, 24.5°E). The snow in Southern Finland is
typical taiga snowwith ice lenses and various layers of different density
and crystal type (Sturm et al., 1995). The relevant geophysical proper-
ties of each measured snowpack, including crystal types and sizes,
layer structure of the snow pack and surface roughness, were docu-
mented during themeasurements. In addition to these, overall weather
conditions, such as air temperature, were monitored for the periods of
measuring. The relevant weather and snow properties are introduced
along the measurements.

The laser scanning measurements of this study were made with
Leica HDS6100, which uses 650–690 nm wavelengths. The beam di-
ameter at exit is 3 mm, and the beam divergence is 0.22 mrad. The
range measurements are based on phase detection. The wavelength
dependency of the incidence angle effect was studied using mea-
surements made with Hyperspectral Lidar (HSL) developed at the
FGI (see Hakala et al., 2012, for more details on the HSL). For snow
backscatter vs. depth measurements, data obtained with a Sick
LMS151 laser scanner have also been included to compare the results
from a phase-based scanner to those with a pulsed one. The Sick
scanner is a pulsed 905 nm scanner with an 8 mm beam exit diame-
ter and 15 mrad beam divergence. Therefore, the laser spot diameter
on the sample surface can be considered much larger than that of
Leica HDS6100.

The intensity detector of the LeicaHDS6100 scanner used here has
been found to be linear and follow the R2 dependence (R being the
range) of the radar range equation (Wagner et al., 2006) at distances
greater than 10 m (Kaasalainen et al., 2011):

Pr ¼ PtD
2
r

4πR4β2
t

σ ð1Þ

where Pr is the received power, Pt is the transmitted power, Dr is the re-
ceiver aperture, R is the range, and βt is the transmitter beamwidth.σ is
the backscatter cross section, which is related to target reflectivity and
the measurement geometry. In this study, all parameters, including
the range R, remained constant, except for σ, which depends on the in-
cidence angle (cf. Kaasalainen et al., 2011; Shaker et al., 2011).

According to Höfle and Pfeifer (2007), the σ depends on the inci-
dence angle as follows:

σ ¼ πρR2β2
t cosα ð2Þ

where ρ is the target reflectance, R is the range, βt is the laser beam
width and α is the incidence angle. Placing plates in the snowpack
affected the surface reflectivity, which is also contained in the cross
section parameter σ (Wagner et al., 2006).

2.1. Incidence angle

Tomeasure the incidence angle effect a sample of the snowpackwas
carefully cut from the snow pack without destroying the surface struc-
ture (see Fig. 1). The sample was cut by using a thin plastic box,
where it was kept during the measurements. The surfaces of the snow
samples were approximately 20 cm × 20 cm, and the snow sample
was approximately 6–8 cm thick. The surface of the snow sample was
scanned several times with each scan having the box (and the snow
sample) in a different angle relative to the scanner. Similar measure-
ments weremade in different days having different snow types. Images
of the surface crystals together with weather information for each day
can be seen in Table 1. The crystals have been classified according to
Fierz et al. (2009). The different snow types cover fresh dendritic
snow, needles, metamorphosed snow, fresh wet snow, and old wet
snow.

The incidence angle relative to the snow surface was controlled by
rotating the snow sample with an URB100CC rotation stage (Newport,
Irvine, CA) (see Fig. 1). The rotation stagewasmounted to an aluminum
frame along with a mirror. The laser beam was reflected to the sample
surface by the mirror. The distance between the laser source, and the
sample (via mirror) was about 5 m. The use of a mirror allowed the ro-
tator to turn the sample to greater angles of incidence, and still hold the
sample upright enough for the surface to remain intact. During the data
analysis, a plane was fitted to the data sets to calculate the incidence
angle more accurately.

To investigate thewavelength dependence of the incidence angle ef-
fect, multi-wavelength measurements with HSL were carried out in
February 21, 2012, using a setup similar to themonochromatic TLSmea-
surements. The backscattered intensity of the continuous light source
was recorded at eight wavelength channels (554.8 nm, 623.5 nm,
691.1 nm, 725.5 nm, 760.3 nm, 795.0 nm, 899.0 nm, and 1000.4 nm)
for a wet, melting snow sample (see Table 1 for more details on the
measurement conditions).

To ensure the stability of the measurement setting a four-step
Spectralon® (Labsphere Inc.) reflectance target of 12%, 25%, 50%, and
99%, reflectance was placed in each scan near the snow sample. The
99% backscattering panel values for each scanwere compared to ensure
the comparability of thedifferent scans. The stability of the snowsample
during the measurements was controlled in several ways. Air tempera-
ture was measured during the whole set of measurements near the
sample to make sure that the changing temperature did not cause too
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muchmetamorphosis during themeasurements. Also, the surface of the
snow sample was monitored between the scans and while the sample
was turned to make sure that the turning did not cause damage on
the sample. Using the mirror enabled the measurement at small inci-
dence angles (i.e., around normal incidence)without tilting the scanner.

Because the snow sample was visible in each scan both directly and via
mirror (Fig. 2), the stability of the snow sample could be verified during
the series of scans by comparing measurements at the same incidence
angle in the end and beginning of the measurements. The analysis is
made on snow samples measured via mirror.

The data were analyzed by extracting the snow sample surface from
the point cloud data and calculating the mean andmedian values of the
intensities for each scan. The exact incidence angle of the surface was
determined by fitting a plane to the extracted sample. The number of
points covering the sample depended on the tilt angle of the sample.
To find out how the decreased number of points affected the accuracy
of the results, the distributions of the sample intensitieswere calculated
for each scan of each snow type.

2.2. Depth of the observed backscatter signal

The depth fromwhich the backscattering is observed by the detector
was studied by placing black plates horizontally into the snow pack to
different depths and measuring the change in mean intensity of the
laser backscatter of the snow surface above the plate (see Fig. 3). The
plates were made of aluminum and steel and spray painted black. The
sizes of the plates varied from 50 cm× 25 cm to 15 cm× 10cm. The big-
ger plates cover a larger area and were used deeper in the snowpack.
The smaller plates were easier to place horizontally in the snow and
thus more accurate with the depth. These were used closer to the
surface.

The first scan of the measured area was made without any plates.
After this, the same area was scanned having the plate at the lowest po-
sition (down to 20 cm depth) in the snow pack, working the way up so
that each plate depth was scanned separately and the plates lower in
the snow were left in the snowpack to avoid unnecessary breaking of
the snow pack (see Fig. 3 for the placing of the plates). For the first set
of measurements, the lowest level of the metal plate (relative to the
snow surface) was at 20 cm. Since there was no change in the backscat-
tering intensity, the next measurements were started at higher level,
typically 8 or 9 cm. For the highest 5 cm, the measurements were re-
peated every 1 cm, and near the surface, also 0.5 cm depth was mea-
sured if possible. For some measurements, this was too shallow for the
snow to keep its structure.

This set ofmeasurementswas repeated several times to cover differ-
ent snow types present at different days. Table 2 shows the different
sets of measurements with weather and snow geophysical information.
The different measurements covered snow types from fresh loose pow-
der snow to old wet slushy snow. Images of the different snow surface

Fig. 1. The set up for the incidence angle measurements. Left: The snow sample of natural snow was cut into a plastic container without destroying the surface. Right: During the mea-
surements, the laser scanner was inside the laboratory and the snow sample was outside the laboratory in a rotating tray. The snow sample was scanned through the doorway. A closer
look of the rotation stage can be seen in Fig. 2.

Table 1
Weather and snow conditions of each incidence angle effectmeasurement day. The scale in
the images of the snow surface crystals is in centimeters.

4.2.2013  

Snow depth (cm): 18

Air temperature: 0 °C

Surface crystals: DFdc, broken dendrites and 

needles, fresh fallen snow

14.2.2013  

Snow depth (cm): 41

Air temperature: 0 °C

Surface crystals: DFdc, needles and decomposed 

dendrites, that have partly melted and then 

refrozen

21.2.2013  

Snow depth (cm): 37

Air temperature: 0 °C

Surface crystals: DFdc, old broken crystals that have 

been clustered but are not yet very rounded

4.3.2013

Snow depth (cm): 30.5

Air temperature: –5.5 °C

Surface crystals: DFdc, needles and broken 

dendrites

19.3.2013

Snow depth (cm): 33.5

Air temperature: –6 °C

Surface crystals: DFbk/PPsd,fresh fluffy layer of 

dendrites
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crystals are also shown in Table 2. The different snow types of themea-
surement sets have been classified to dry and wet snow.

Every set of measurements destroyed the snow surface. Therefore,
the measurement site changed from day to day. When the scanner
was placed less than 4 m from the snow surface, there was a risk that
the amplitude of the incoming pulses was too high and the intensity
values were saturated. Therefore, some of the measurements were
made from higher altitudes of the scanner, e.g., from a roof of a building.
The locations of the scanners are shown in Table 2. The typical sample
sizes were approximately 10x10 cm.

3. Results

3.1. Incidence angle

The mean normalized intensities as a function of incidence angle for
different samples are shown in Fig. 4. The incidence angle dependency
of intensity seems to be similar for all the measured snow types. The
error bars in Fig. 4 present the standard deviation of the intensity values.

The errors grow together with the incidence angle. This is likely to be
caused by the smaller sample sizes of the larger incidence angles. How-
ever, the intensity values were approximately normally distributed
with typically positive skewness for all the angles. Two examples of dis-
tributions can be seen in Fig. 5. The highest intensity values of the

Fig. 2. Intensity image showing the snow sample directly (B) and indirectly through the
mirror (A).

Fig. 3. Left: The snow surface was scanned from above. Right: Metal plates were placed in the snow pack and a Spectralon reflectance panel was placed in the area of the scan.

Table 2
Snow samples of the backscatter depth measurements: weather and snow conditions of
each day. The scales in the crystal images are in cm.

26.1.2012 

Scanner position: next to the snow, see Figure 3

Snow depth (cm): 34

Air temperature: –5 °C

Surface crystals:DFbk/PPsd, dendrites and broken 

dendrites

16.2.2012

Scanner position: from a window on a higher floor

Snow depth (cm): 32

Air temperature: –2.5 °C

Surface crystals: DFbk, dendrites and broken 

dendrites

13.3.2012

Scanner position: from a roof

Snow depth (cm): 30

Air temperature: +5 °C, half cloudy

Surface crystals: RGlr, MFcl, large rounded 

clustered crystals, very wet

7.2.2013

Scanner position: from a roof

Snow depth (cm): 25

Air temperature: 0 °C

Surface crystals: DFbk, wet but fresh, sticky 

dendrites and broken dendrites

14.2.2013

Scanner position: from a window on a higher floor

Snow depth (cm): 75

Air temperature: 0 °C, cloudy

Surface crystals:MFcl, wet rounded clusters, some 

evidence of earlier freezing with sharp edges
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sample could be considered outliers. They come from specular reflec-
tions of individual crystals. If the crystals are smaller than the spot size
of the laser beam, then their effect can be seen also in the value of the
surrounding points. Since the intensity values are approximately nor-
mally distributed, the mean value represents the sample well even
though the deviation is high. The median values were also used in the
study, but they did not differ considerably from the mean values, as
could be expected if the distributions are approximately normal.

A first-order cosine function for the incidence angle α (see Eq. (2))
was fitted to the incidence angle data. Due to the measurement setting,
the other variables in Eq. (2) (ρ, R,β) are fixed. Fig. 6 shows the intensity
data together with the fitted function.

The fitting of the first-order cosine function gives an empirical
correction

0:1009þ 0:8812 cosαð Þ

The R2 for this fitting was 0.9884. This is such a high value that no
fitting for higher-order functions was found necessary. A more precise
fitting needs to be done when a larger data set including samples of
wet snow is available.

The incidence angle dependency at different wavelengthsmeasured
with the HSL can be seen in Fig. 7. The dependency appears similar at all
the wavelengths measured. We found some discrepancy between Leica
and HSL measurements, which is most likely caused by uncertainty in
the measurement of the incidence angle in the HSL measurements be-
cause of the small number of points in the sample. The difference be-
tween the Leica and HSL measurements varied between different HSL
experiments, but the incidence angle behavior was similar for all HSL

Fig. 4. The mean backscattering intensity of the snow samples measured via mirror and
normalized using the maximum value. The error bars show the standard deviation of
the snow samples. The results of each set of measurements have been normalized to the
maximum intensity value of that set.

Fig. 5. The distribution of intensity values of the snow sample measured (a) 21 February
2013 in 10.9° angle and (b) 4 March 2013 in 65.5° angle.

Fig. 6. The mean normalized intensities of the snow samples of all snow types and inci-
dence angles and the fitted cosine function.

Fig. 7. The mean backscattering intensity of the snow sample measured with the
hyperspectral lidar on 21 February 2012 and Leica HDS6100 (wavelength 676.3 nm) on
4 February 2013. The data have been normalized to 1 at 0° incidence angle.
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wavelengths in each experiment. Therefore, these results are prelimi-
nary and the spectral dependence of the incidence angle data should
be studied in more detail in the future. Particularly, more snow types
should be included in the HSL study.

3.2. Depth of the observed backscatter signal

Themean normalized intensity values formeasurements of different
snow types with plates at different depths are shown in Fig. 8 for Leica
and Fig. 9 for the SICK scanner. The values are normalized using the
mean intensity value of a Spectralon plate with 99% backscattering.
The Spectralon was kept at the same location relative to the scanner
and snow samples for each scan of the same snow. However, since the
different snow data sets were scanned at different locations, the range
and incidence angle of the Spectralon plate relative to the scanner and
snow samples is different between different data sets. Therefore, the
normalized intensity values are comparable within a snow data set,
but not between the measurements of different days. This, however,
does not affect the results, i.e., the depth from which the laser signal is
being observed.

It seems that for dry snow the backscattering takes place at the
very surface of the snow, i.e., there was no change in the intensity

values at depths N1 cm. This result is similar to that obtained with
the Sick scanner (Fig. 9), for which the laser spot size is much larger
than that for the Leica scanner (approximately 5 mm at 5 m distance
for Leica). For wet snow, the black metal plate starts to affect the
backscattering intensity already at 0.5 to 1 cm. This indicates that
the majority of the backscattered signal observed by the scanner de-
tector comes from approximately this depth. The intensity values of

Fig. 8. The normalized intensities of the snow surfacesmeasuredwith LeicaHDS6100. The depths of the plates are shown in the horizontal axes. Themeasured dates are (a) 26.1.2012: dry
dendrites, (b) 16.2.2012: dry dendrites, (c) 13.3.2012: wet rounded and clustered, (d) 7.2.2013: wet fresh dendrites, and (e) 14.2.2013: wet rounded clusters.

Fig. 9. Intensity data at different plate depths for Sick LMS151 measurements. The mea-
sured snow surface was dry and the crystals were dendrites.
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the measurements of the same snow surface with no plates in the
snow were similar to the intensities measured with the plate at the
deepest position. This confirms that the lowest position of the plate
was deep enough not to affect the intensity value. Since the natural
snow surface is not a featureless plane, the depths of the plates should
be considered approximate.

4. Discussion

4.1. Incidence angle effect

The results suggest that the incidence angle effect is similar for most
snow types and wavelengths measured here and therefore the same
correction function could be used. The incidence angle effect measure-
ments with LeicaHDS6100 also included a sample of wet snow. There
were some problems with errors in the intensity values between
scans with this sample. We could not find an obvious reason for this,
so the data were excluded from the analysis. However, it is noteworthy
that despite this, when the results were plotted, they followed the same
behavior for incidence angle effect than the rest of the snow types. This
is in agreement with our previous experiments on the incidence angle
effect from different types of snow, including wet and melting snow
(Anttila et al., 2011). Further studies are needed to confirm the results,
especially for wet snow, but the preliminary results suggest that the in-
cidence angle effect might be possible to correct with a similar correc-
tion function for most snow types. This would simplify the calibration
of TLS snow intensity data. What is also further needed is data for
snow with impurities.

4.2. Depth of the observed backscatter signal

The results indicate that the backscattering takes place mostly at the
surface (i.e., at b 1 cm) for dry snow, but for wet snow the laser beam
scatters back from up to 1–2 cm depth. This is in accordance with an
observation that wet snow appears more transparent in the first place
because of the liquid water contained in the snowpack. The rounded
wet snow lacks facets that would scatter the laser beam. Large rounded
snow grains have been observed earlier to have weaker laser backscat-
ter than smaller ones (Kaasalainen et al., 2006), and the laser scanner
intensity from melting snow has been found to decrease (Anttila et al.,
2011).

Knowing the depth the backscattered signal represents is also
important for snow depth measurements: our results for dry snow are
similar to those by Prokop (2008), who found no significant penetration
of the laser signal into the snowpack in range measurements, or at least
the observed reflection represented the depth of b1 cm.

4.3. Other issues

The deviation of the backscattering intensity values is considerably
large for snow surfaces. This is due to the fine scale surface roughness,
that is, crystals that are positioned in very different angles with respect
to the laser beam. The effect of the large deviation on the mean value of
the measured sample is best reduced by increasing the sample size. It
has been shown in other studies that if the sample size is large enough,
then the mean value is still representative of the value being measured
(Kaasalainen and Viikinkoski, 2012). Since the deviation, that is, the
existence of considerably bright or dark points, is directly linked to the
crystal type on the surface and the surface roughness, it could potential-
ly offer a means to classify the different snow type.

Specular reflections from individual ice crystals are typical for snow
surfaces. These extremely bright points cause error in the range mea-
surements. Fig. 10 shows a sample of point cloud looked from the side
(on the left). It shows a clear peak in the data, when in fact there was
no such peak in themeasured surface. On the right, there is an intensity
image of the same surface, with the sample on the left image marked
with red. There is a very bright point in themiddle of the sample causing
the peak in the left side image. Since the foot print of the laser beam is
larger than the crystal size, the specular reflection also affect all the
points that are less than half of the diameter of the footprint away
from the specularly reflecting crystal. This is an issue that needs to be
addressed while using laser scanning data on snow-covered surfaces.
It does not make the data unusable but it will need to be taken into
account in the analysis.

More snow types should be studied in the future, since, e.g., the al-
pine snow and snow on glaciers and ice sheets is considerably different
in geophysical properties. Measuring wet snow proved to have chal-
lenges in both experiments. We plan to study further the experimenta-
tion and the scattering properties of wet snow in the future.

5. Conclusions

The results presented here indicate that

• The incidence angle dependence of laser scanner intensity is similar
for different snow types. This indicates a prospect of correcting the in-
cidence angle effectwith a single function formany types of snow.We
also experimented an empirical form cos α of a correction function
and found it to be practical in this case.

• The incidence angle dependence of laser scanning intensity appears
similar for all wavelengths between 500 and 1000 nm.Moremeasure-
ments are needed to confirm these results, especially at near-infrared
wavelengths.

Fig. 10. An intensity image of a point cloud where the specular reflection has caused error in the range measurement (measurements from 8 February 2013).
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• The backscattering of the laser beam comes from the maximum of
1 cm depth in the snowpack. This confirms that the laser scanner sig-
nal essentially observes the snow surface, even though the incident
laser light would penetrate deeper in the snowpack.

• The melting of snow affects the measurements and needs to be taken
into account while analyzing the data.

Terrestrial laser scanning has been found to be a promising tool for
efficient monitoring of snow and ice surfaces, especially in hazardous
and inaccessible areas, e.g., steep terrain (Kenner et al., 2011; Prokop
et al, 2008). TLSwill provide a quantitative spatial and temporal charac-
terization of important features and effects, such as glaciermelt, perma-
frost, snow depth distribution, or avalanche prediction, but more
research on optimized accuracy and calibration are still needed to
make the TLS instruments fully operational in these conditions. Includ-
ing TLS intensity data into the analysis will improve the optimal use of
range data and provide further information on the surface properties.
Therefore, the findings in this study will contribute for improving the
applicability and accuracy of TLS data in snow cover detection.
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Abstract: The rapid warming of the Northern Hemisphere high latitudes and the observed changes
in boreal forest areas affect the global surface albedo and climate. This study looks at the trends in
the timing of the snow melt season as well as the albedo levels before and after the melt season in
Northern Hemisphere land areas between 40◦N and 80◦N over the years 1982 to 2015. The analysis
is based on optical satellite data from the Advanced Very High Resolution Radiometer (AVHRR).
The results show that the changes in surface albedo already begin before the start of the melt season.
These albedo changes are significant (the mean of absolute change is 4.4 albedo percentage units
per 34 years). The largest absolute changes in pre-melt-season albedo are concentrated in areas of
the boreal forest, while the pre-melt albedo of tundra remains unchanged. Trends in melt season
timing are consistent over large areas. The mean of absolute change of start date of melt season
is 11.2 days per 34 years, 10.6 days for end date of melt season and 14.8 days for length of melt
season. The changes result in longer and shorter melt seasons, as well as changed timing of the
melt, depending on the area. The albedo levels preceding the onset of melt and start of the melt
season correlate with climatic parameters (air temperature, precipitation, wind speed). The changes
in albedo are more closely linked to changes in vegetation, whereas the changes in melt season timing
are linked to changes in climate.

Keywords: snow; albedo; climate

1. Introduction

Climate change over the Northern Hemisphere high latitudes and boreal forest zone has affected
the snow and vegetation cover and, thus, the surface albedo [1–12]. Previous studies have shown that
the duration and timing of the snow melt season has changed differently in different areas [13–17].
The snow cover extent has decreased especially significantly in the spring [3,5,7], and the surface
albedo during the melt season months has also decreased, largely due to a decline in the area covered
by snow [10]. These changes affect the local and global energy budgets [6]. The changing climate also
changes the vegetation. The increased size of vegetation decreases wintertime albedo by covering the
land surface and casting larger shadows on snow-covered surfaces. This is particularly relevant in the
late winter. Changes in vegetation affect the local climate and the scattering properties of the forest
(with larger shadows and increased multiple scattering due to increased forest height or density) [11].
The changes in the vegetation are also linked to changes in the spatial coverage of permafrost.
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Changes in the timing and duration of the melt season, as well as in the surface albedo, are
important parameters for climate models [18,19]. They can be used as comparison data for model
parameters during the run. More accurate information on these parameters is needed to improve
the models. In particular, the albedo of vegetated surfaces overlain by snow, such as boreal forests,
introduce uncertainty to the model outputs [20–22].

Changes in the albedo of snow-covered surfaces can be caused by changes in a number of
variables, such as climate, impurities in snow, vegetation, permafrost and changes in the properties of
the snow surface [23–27]. Some of these factors also interact with each other. For example, changes in
air temperature, precipitation, and wind speed affect both the snow cover extent and snow surface
properties, which in turn change the snow surface albedo [10,24,27]. The optical scattering properties
of a snow surface are most heavily determined by grain size and shape [28], with grain size being the
main physical factor responsible for snow-albedo variations [24]. These, together with climatic factors
such as wind, air temperature, and the existence of vegetation affect snow surface roughness, which
also affects the brightness of the surface [29,30].

The vast area covered by seasonal snow provides a reason to study it at global scale. This can
be characterized using satellite remote sensing. Snow cover and surface albedo have been analyzed
from satellite data for decades [31–33]. The first studies covered small areas and short periods of time,
and the available data was limited in coverage and resolution. These studies form the basis for the
new satellite-derived data records, which offer better spatial and temporal coverage and, thus, enable
climatic studies of various key parameters. The timing of the melt season has typically been estimated
using passive microwave satellite data [14,15], which are sensitive to the presence and amount of
liquid water. Therefore, microwave data are good at detecting changes in the snow moisture content,
but do not react to thin snow covers, which affect the surface albedo significantly, but have very low
liquid water content. Moreover, microwave data cannot easily differentiate between wet snow and wet
ground. Surface albedo data have also been used to determine the timing of melt season [34], but the
spatial and temporal coverage of these studies has been limited. There are many different definitions
for the start and end of melt [35]. One way to define these dates is to use the time when the open areas
are less than half covered with snow [35]. The choice of definition depends on the intended application
of the data.

Previous studies on snow cover have shown a decrease in the area covered by snow, as in the melt
season albedo [2,3,5,10], but whether or not climate change has caused the albedo of the snow surface
to change prior to the onset of melt has so far been unclear. Studies of changes in snow season surface
albedo have typically been based on either specific calendar months assumed to represent the melt
season [10], or on the maximum albedo of the snow season [36]. This paper presents a study of the
changes in the surface albedo of the land areas of the Northern Hemisphere between latitudes 40◦N
and 80◦N prior to the melt season. This has an effect on the global energy budget, as well as the length
of the melt season and the surface albedo during the melt season. The study also investigates the
changes in the timing of the melt season. The analysis utilizes 5-day mean surface albedo data, derived
from optical satellite data for the years 1982 to 2015, to determine the start and end dates of the melt
season and the corresponding surface albedo levels. The trends of these parameters over the 34-year
period and their relationships to land use and trends in climatic parameters are also investigated.

2. Data

This study is based on the 5-day mean surface albedo data of the Satellite Application Facility
for Climate Monitoring (CM SAF, funded by EUMETSAT) CLouds, Albedo and RAdiation second
release Surface ALbedo (CLARA-A2 SAL) data record [37,38], which is constructed using Advanced
Very High Resolution Radiometer (AVHRR) data. The albedo is defined as the broadband shortwave
directional-hemispherical reflectance, i.e., the black-sky albedo. The retrieved albedo corresponds to
the wavelength range 0.25–2.5 µm and the observations are averaged to a 0.25◦ × 0.25◦ grid, which is
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also the resolution of the final product. The albedo values are given in the range 0–100%. At the time
of the analysis this was the longest available homogeneous data record of surface albedo.

The basis of the derivation of the 5-day mean albedo product used here is similar to CLARA-A1
SAL [39]. The albedo values for a five day period are first determined by observation and then
averaged. After cloud masking the satellite data, the effect of topography and inclined slope and
related shading on location and reflectance of the satellite data is corrected. The land pixels are then
corrected for atmospheric effects on the radiation. The atmospheric correction utilizes a dynamic
aerosol optical depth (AOD) time series [40] as input. The AOD time series was constructed using the
total ozone mapping spectrometer (TOMS) and ozone monitoring instrument (OMI) aerosol index
data [40]. The scattering properties of the surface are described by bidirectional reflectance distribution
functions (BRDF) for different land-use types. The land-use classes are derived from four different
land-use classifications, using always the classification which has been constructed from data that is
temporally closest to the observation in question. Finally, the 0.6 and 0.8 micrometer (AVHRR channels
1 and 2) albedos are converted into broadband albedo. The reflectance characteristics of snow surfaces
vary between different snow types [41]. Therefore the albedo of snow- and ice-covered areas is derived
by averaging the broadband bidirectional reflectance values of the AVHRR overpasses into pentad
and monthly means. The albedo of open water, such as oceans, is constructed using solar zenith angle
and wind speed. The existence of sea ice is verified using the Ocean and Sea Ice Satellite Application
Facility (OSI SAF) sea ice extent data [42].

The data record has been validated against in situ data and compared with the Moderate
Resolution Imaging Spectroradiometer (MODIS) MCD43C3 edition 5 data set [43,44]. The mean
relative retrieval error of CLARA-A2 SAL is −0.6%, the mean root mean square error (RMSE) is 0.075
and the decadal relative stability (over Greenland Summit) is 8.5%. Larger differences between the in
situ measurements and the satellite-based albedo value are mostly related to the heterogeneity of the
land surface within CLARA-A2 SAL pixels [45]. A comparison between CLARA-A2 SAL and MODIS
MCD43C3 showed that the two products are in good agreement. The relative difference between the
two products is typically between −10% and 10%, with the global mean CLARA-A2 SAL surface
albedo being 2–3% higher than the MCD43C3 global mean surface albedo for some periods. One has
to take into account that the SAL product includes a topographic correction in mountainous areas,
whereas the MODIS product does not [43], and that mountains typically cause underestimation of
albedo due to shadowing [37]. The water areas are excluded from the comparison as the MODIS
product is not defined over water areas or sea ice.

Our study utilizes the global version of the CLARA-A2 SAL products and covers the land areas
between latitudes 40◦N and 80◦N, and the years from 1982 to 2015. Using a 5-day mean albedo limits
the role of possible individual low-quality albedo values with large retrieval errors (due to observation
geometry, cloud contamination or geolocation error). Furthermore, using sigmoid fitting (described in
Section 3) for the analysis limits the effect of possible erroneous individual mean albedo values.

The influence of climatic parameters on melt season and albedo was studied using ERA-Interim
reanalysis data [46] for 14 day period before the previously defined date for the onset of melt.
The parameters extracted from the data were air temperature (2 m), wind speed (10 m above ground),
accumulated precipitation, amount of snow fall (giving also the accumulated rain) and the number
of days on which the maximum temperature during that period was above 0 ◦C, −4 ◦C and −10 ◦C.
These parameters were chosen due to their possible effect on snow reflectance, metamorphism and
albedo. The air temperature affects the amount of liquid water and heat flux within the snow pack.
Wind can affect the surface albedo by affecting the mechanical breaking of the surface crystals,
by producing wind related surface structures such as ripples and ablation and accumulation areas.
It can also affect the amount of vegetation visible above the snow surface and fraction of bare ground
by removing snow partly or altogether from some areas. It also typically affects the amount of snow on
trees. In the case of evergreen trees, this can have a significant effect on surface albedo. Precipitation
can affect the surface albedo through adding fresh snow crystals on the surface and on vegetation and
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by affecting the snow depth. In the case of rain-on-snow, this can bring heat into the snow pack thus
affecting the melt processes. The three temperature thresholds were chosen based on the relationship
between air temperature, snow metamorphism and albedo. The 0 ◦C was chosen since it is the melting
point for snow in normal conditions. The −4 ◦C was used to take into account the fact that snow
metamorphism starts already at sub-zero temperatures. In the wide variety of snow albedo models,
the simplest parameterizations presume a steady albedo for colder temperatures, and then a linear
decline in snow surface albedo for air temperatures from −5 ◦C to 0 ◦C. At −4 ◦C the heating of the
sun can already affect the snow surface crystals; −10 ◦C was chosen to represent a temperature at
which the air temperature does not considerably affect the snow surface crystals, so if the maximum
temperature of the day stays colder than this it can be presumed there is no change in the snow
surface due to the temperature. The data was originally in 6-hourly temporal resolution (for snow fall
12 hourly) from which it was further processed to daily values. The resolution of the ERA-Interim data
was 0.25◦.

The role of land use in the trends in melt season albedo and timing is assessed using data from
GlobCover2009 [47]. The data was coarsened to the same resolution as the melt season data (0.25◦)
by choosing the most common land-use class within the melt season grid cell. Figure 1 shows the
GlobCover data at CLARA-A2 SAL resolution. The GlobCover land-use classes present in the study
area are listed in Table 1.

Table 1. GlobCover2009 classes found to be most common within one surface albedo (SAL) resolution
unit in the study area and the number of occurrences of each class as the most common land-use class
in one resolution unit of melt season data.

LUC Class Label Number of Occurrence

11 Post-flooding or irrigated croplands (or aquatic) 420
14 Rainfed croplands 5137

20 Mosaic cropland (50–70%)/vegetation
(grassland/shrubland/forest) (20–50%) 5771

30 Mosaic vegetation (grassland/shrubland/forest)
(50–70%)/cropland (20–50%) 2996

50 Closed (>40%) broadleaved deciduous forest (>5 m) 7775
70 Closed (>40%) needleleaved evergreen forest (>5 m) 2472
90 Open (15–40%) needleleaved deciduous or evergreen forest (>5 m) 31415

100 Closed to open (>15%) mixed broadleaved and needleleaved
forest (>5 m) 3605

110 Mosaic forest or shrubland (50–70%)/grassland (20–50%) 2299
120 Mosaic grassland (50–70%)/forest or shrubland (20–50%) 1883

130 Closed to open (>15%) (broadleaved or needleleaved, evergreen
or deciduous) shrubland (<5 m) 1371

140 Closed to open (>15%) herbaceous vegetation (grassland,
savannas or lichens/mosses) 3869

150 Sparse (<15%) vegetation 28741

180
Closed to open (>15%) grassland or woody vegetation on
regularly flooded or waterlogged soil–Fresh, brackish or

saline water
1639

190 Artificial surfaces and associated areas (urban areas >50%) 103
200 Bare areas 7523
210 Water bodies 115239
220 Permanent snow and ice 11022



Remote Sens. 2018, 10, 1619 5 of 19

Remote Sens. 2018, 10, x FOR PEER REVIEW  4 of 20 

 

since it is the melting point for snow in normal conditions. The −4 °C was used to take into account 
the fact that snow metamorphism starts already at sub-zero temperatures. In the wide variety of snow 
albedo models, the simplest parameterizations presume a steady albedo for colder temperatures, and 
then a linear decline in snow surface albedo for air temperatures from −5 °C to 0 °C. At −4 °C the 
heating of the sun can already affect the snow surface crystals; −10 °C was chosen to represent a 
temperature at which the air temperature does not considerably affect the snow surface crystals, so 
if the maximum temperature of the day stays colder than this it can be presumed there is no change 
in the snow surface due to the temperature. The data was originally in 6-hourly temporal resolution 
(for snow fall 12 hourly) from which it was further processed to daily values. The resolution of the 
ERA-Interim data was 0.25°. 

The role of land use in the trends in melt season albedo and timing is assessed using data from 
GlobCover2009 [47]. The data was coarsened to the same resolution as the melt season data (0.25°) 
by choosing the most common land-use class within the melt season grid cell. Figure 1 shows the 
GlobCover data at CLARA-A2 SAL resolution. The GlobCover land-use classes present in the study 
area are listed in Table 1. 

 
Figure 1. GlobCover2009 land-use classes coarsened to melt season data resolution. 

Table 1. GlobCover2009 classes found to be most common within one surface albedo (SAL) resolution 
unit in the study area and the number of occurrences of each class as the most common land-use class 
in one resolution unit of melt season data. 

LUC 
Class Label Number of 

Occurrence 
11 Post-flooding or irrigated croplands (or aquatic) 420 
14 Rainfed croplands 5137 
20 Mosaic cropland (50–70%)/vegetation (grassland/shrubland/forest) (20–50%) 5771 
30 Mosaic vegetation (grassland/shrubland/forest) (50–70%)/cropland (20–50%)  2996 
50 Closed (>40%) broadleaved deciduous forest (>5 m) 7775 
70 Closed (>40%) needleleaved evergreen forest (>5 m) 2472 
90 Open (15–40%) needleleaved deciduous or evergreen forest (>5 m) 31415 

100 Closed to open (>15%) mixed broadleaved and needleleaved forest (>5 m) 3605 
110 Mosaic forest or shrubland (50–70%)/grassland (20–50%) 2299 
120 Mosaic grassland (50–70%)/forest or shrubland (20–50%)  1883 

130 
Closed to open (>15%) (broadleaved or needleleaved, evergreen or 

deciduous) shrubland (<5 m) 
1371 

140 
Closed to open (>15%) herbaceous vegetation (grassland, savannas or 

lichens/mosses) 
3869 

150 Sparse (<15%) vegetation 28741 

180 
Closed to open (>15%) grassland or woody vegetation on regularly flooded 

or waterlogged soil–Fresh, brackish or saline water 
1639 

Figure 1. GlobCover2009 land-use classes coarsened to melt season data resolution.

3. Methods

The melt season parameters were determined by fitting sigmoids to CLARA-A2 SAL pentad
(5 day) mean albedo values using non-linear regression [48]. For each grid cell and year the 5-day
mean albedo values from the end of January until the end of August were used for the sigmoid fitting.
Figure 2 shows two examples of sigmoid fitting. To include all changes in albedo during the melt
season, the dates of snow melt at the onset was taken to be the date at which the sigmoid reached 99%
of its variation range (i.e., a change of 1% (relative) from the pre-melt albedo level). Likewise the end
of the snow melt season was defined to be the date at which the sigmoid reached 1% of its variation
range. These thresholds were chosen in order to include the whole dynamic change in surface albedo
during melt season. The length of the melt season was then the difference between the start and end
date of melt. The albedo values corresponding to the dates of the onset and end of melt were used as
the representative albedo values preceding and following the melt season.
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Figure 2. Sigmoid fitting for 5-day mean albedo data for (a) location 55.375◦N, 47.625◦E for year 2006
and (b) location 68.125◦N, 120.125◦E for the year 2007. The growth of vegetation after snow melt is
manifested in (b) where the albedo values after melt season increase slightly as the vegetation starts to
produce leaves.

In some cases the snow melt onset could not be determined, because the melt had already started
before the first cloud-free albedo pentad of the year was available for the grid cell in question. The final
analyses included only the grid cells for which (1) both the snow melt onset and end days were
retrieved successfully; (2) the albedo difference between the start and end date of melt was larger
than 5% absolute albedo units; and (3) data meeting these two criteria were available for at least
10 years. The mean values of R2 and RMSE of the final sigmoid regressions were 0.989 and 5.55 (albedo
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percentage), respectively. The corresponding median values were 0.993 and 4.75. In the analyses only
the grid cells for which R2 > 0.95 and RMSE < 20 (for the sigmoid fitting) were included. This lead to
discarding about 2% of the data. The final dataset consisted of 2.46 million grid cell level melt seasons.
Figure 3 shows the number of years with successful melt season retrievals per resolution unit.
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The effect of random error in the albedo data on the derivation of the melt season timing was
estimated by using 6 different sigmoids with different levels of albedo prior to melt. After constructing
artificial data around these sigmoids, the data was modified by introducing relative random error
of +12.5% to −12.5% to it. This error is larger than the level of typical variation of albedo values.
These data with random error were then used to produce sigmoids and to extract the melt season
parameters. The analysis was repeated for 100 different cases for each of the six chosen pre-melt levels
with random error. The effect of relative random error in the albedo data on the start date of melt was
1.3 days (standard deviation) and 1.1 days for the end dates of melt.

The trends for the melt season parameters (start and end times of melt, the length of the melt
season and albedo levels before and after the melt season) for each grid cell over the 34 years were
detected using linear regression. The trends were determined using rolling 5-year means. Only 5-year
means with data from at least 3 years were included in the trend fitting, and the fitting was carried out
only for grid cells that had at least 20 mean values during the 34 years. This gave 72092 grid cell level
estimates of trends in pre melt season albedo. From these 30% had R2 larger than 0.5.

The climatic dependencies of the melt season parameters were studied using ERA-Interim
re-analysis data [46] for air temperature at 2 m, precipitation and wind speed prior to melt. The time
interval used in the analysis was 14 days prior to melt. Correlation analysis between ERA-Interim
climate data and surface albedo or day of onset of melt were carried out only for the grid cells for
which data were available for at least 20 years. The analysis was performed by looking at the linear
correlation coefficient between the melt season parameter in question and the climatic parameters.

The GlobCover2009 land-use data set (Figure 1) was coarsened to the same resolution as the melt
season data (CLARA-A2 resolution of 0.25◦). The area of the boreal forest was determined by looking
at GlobCover classes 70, 90 and 100. The tundra areas were determined as the grid cells with land-use
class 140, 150 and 200 that are north of 55◦N in North America and 65◦N in Europe.

4. Results

4.1. Albedo Before and After the Melt Season

The change in albedo of Northern Hemisphere land areas between 40◦N and 80◦N before the
melt season shows large spatial variations (Figure 4). The changes are concentrated in large areas with
homogeneous change characteristics. These areas are listed in Table 2. The areas are shown on a map
together with place names in Figure 5. For the observations with clear trends (R2 > 0.5, 30% of all
observations) the pre-melt albedo decreased by 2.4 absolute albedo percentage units on average over
the whole study area over the 34 years of record. The statistically reliable trends in pre-melt season
albedo are concentrated in the region of the boreal forest zone. This can be seen in Figure 4b, which
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shows the land-use classes for the resolution units with albedo trends with R2 > 0.5. The trends in
the boreal forest zone show decreasing pre-melt albedo in the southern half of the Central Siberian
Plain and Scandinavia, and increasing pre-melt albedo in the north of Mongolia and China. In North
America the direction of changes varies over short distances, whereas in Eurasia there are larger areas
with similar direction of change in albedo.
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Most of the tundra areas show no significant change in albedo prior to melt. This can be seen in
Figure 4c, which shows the R2 values for all albedo trend retrievals. For all the areas with an R2 value,
the retrieval of melt season parameters was successful, but the data show no reliable trends (having
R2 values lower than 0.5). The slope values of these excluded trends are typically close to 0. In many
areas the annual variability of the pre-melt albedo values is so large that even 34 years is not long
enough to determine a small trend in the albedo value. In southern Eurasian tundra the pre-melt
albedo shows weak negative trends, but no trends in the higher latitudes. The Kola Peninsula and
northern Finnish Lapland show strong negative trends (−0.29 albedo percentage units per year).

The role of vegetation in the observed pre-melt albedo changes can be estimated by looking at
the albedo levels right after the snow has melted, before the vegetation has started greening. Figure 6
shows the trends for albedo after melt as well as the corresponding R2 values for the trend fitting.
The trends in the level of albedo after melt are much weaker than those in the pre-melt season albedo
before melt season, which can be expected since the differences in the albedo between different biomes
are much smaller than the changes in the snow cover. The post-melt albedo of the northern Eurasian
tundra decreased over the study period. In more southerly areas of tundra, however, there are no
clear trends. In the boreal forest zone the trends are towards lower albedo values in most of the area,
except for the area west of the River Ob in Russia. One potential reason for the darkening of the boreal
forest zone after the melt season could be the increased size of trees and denser forests, causing more
shadowing of the surface and increased multiple scattering. The darkening of the southern tundra
prior to melt could be explained by the reported shrubification of tundra [49].

The role of climate change in altering the pre-melt season albedo was studied using the linear
fitting between the melt season data and the ERA-Interim reanalysis data [45] on air temperature,
precipitation, wind speed and the number of days with maximum temperature above 0 ◦C, −4 ◦C
and −10 ◦C for 14 days prior to onset of melt. Figure 7 shows the 34-year trends in air temperature,
accumulated precipitation and wind speed. Changes in all these climatic parameters contributed to the
changes in the pre-melt albedo (mean R2 for the whole area being 0.64 and the 80th percentile being
0.79) (Figure 4d). In the area around the borders of China, Mongolia and Russia (Figure 5) the climatic
parameters explained almost all of the albedo change. The mean air temperature was the dominant
influence (mean R2 = 0.51 for the whole area). It was the largest explanatory factor in particular in
Yablonovyy and Verhoyansk Mountain Ranges, Northern West Siberian Plain, Kola Peninsula, Baffin
Island and Central Siberian Plain.
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Figure 7. ERA-Interim trends for 1982–2015 for (a) mean air temperature (b) accumulated precipitation
(c) snowfall (units are given as amount of snow converted into liquid water) (d) wind speed for 14 days
prior to melt onset. The maps show trends for which the coefficient of determination was larger
than 0.5.

4.2. Melt Season Timing

In addition to the changes in albedo, the timing of the melt season has also changed (Figures 8–10
and Table 2). The changes are, as with albedo, significant and spatially consistent but they also vary
within the study area. The observations with high values for coefficient of determination (R2 > 0.5) are
concentrated in large distinct areas. The changes were in general towards longer melt seasons and
earlier onset of melt. The mean start date of melt season in the pixels for which melt season data are
available for the whole 34 years, became 6.1 days earlier over the 34 years. Similarly, the melt ended on
average 5.2 days earlier and the melt season, therefore, became 1 day longer on average. The majority
of the observations showed no clear reliable trends (Figure 11), but in many areas the changes were
significant (Figures 8–10). In many areas the inter-annual variation in the start and/or end dates of the
melt season were so large that it was not possible to detect a statistically significant trend. In Eurasia
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all the parameters showed changes over large homogenous areas, but in North America the trends are
typically more localized and variable.
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Figure 8. (a) The rates of change for the start day of melt between 1982 and 2015 using 5-year rolling
mean albedo (showing cases for which R2 of the fit was larger than 0.5). The negative rates of
change mean earlier onset of melt and the positive rates of change mean later dates of onset of melt.
(b) The coefficient of determination (R2) values for the trend fitting for start day of melt. (c) The multiple
variable correlation (R2) between ERA-Interim climate data and start day of melt. R2 value for linear
correlation between the time that melt season started (day of year) and 3 climatic parameters for 14 days
prior to the onset of melt. The climatic parameters used are the mean air temperature, accumulated
precipitation and mean wind speed.
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Figure 9. (a) The rates of change for the end date of melt between 1982 and 2015 using 5-year rolling
mean (showing cases for which R2 of the fit was larger than 0.5). The negative rates of change mean
earlier end of melt and the positive rates of change mean later dates of end of melt. (b) The coefficient
of determination (R2) values for the trend fitting for end day of melt.
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Figure 10. (a) The rates of change for the length of melt season between 1982 and 2015 using 5-year
rolling mean (showing cases for which R2 of the fit was larger than 0.5). The negative rates of change
mean shorter melt seasons and the positive rates of change mean longer melt season. (b) The coefficient
of determination (R2) values for the trend fitting for length of melt season.
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Figure 11. The rate of change observations for (a) start and (b) end day of melt. The dashed line shows
the mean value of the observations for which R2 is larger than 0.5.

The distribution of all the computed trends for start and end day of melt can be seen in Figure 11.
The majority of the trends had R2 values lower than 0.5. and the rate of change of these were typically
close to zero but slightly towards earlier onset and end of melt.

The trends in melt season timing showed no significant dependency on the land use. In the
Central Siberian Plain the melt started and ended earlier (Table 2), resulting in earlier melt seasons
across the whole region regardless of the vegetation type (both boreal and tundra). The decreasing
trends for mean air temperature before the melt onset in the Central Siberian Plain (Figure 7a, Table 2)
show similar spatial patterns as the melt season timing parameters. This can be explained by the fact
that the air temperatures prior to melt are not derived from the same time of year, but change together
with the start date of melt. With earlier onset of melt, the air temperatures are also derived from an
earlier period. In the mid-winter the air temperature is more heavily influenced by the lack of heating
from the Sun, whereas later in the spring other climatic factors start to affect the air temperature more
significantly. Earlier onset of melt can be associated with colder air temperatures prior to melt onset
and more rapid change in the air temperature from cold mid-winter values to melting conditions.

In the area around the borders of Russia, Mongolia and China the melt starts earlier and ends
later (Table 2), resulting in longer melt seasons. This is also the case for the Canadian Rocky Mountains.
In North America, the northern parts of Labrador Peninsula, which are tundra, also show trends
towards a shorter melt season and earlier end of melt.

Using the climatic data from ERA-Interim, three parameters (mean air temperature, mean wind
speed and accumulated precipitation) are required to explain the changes in the start date of melt,
giving a mean R2 value of 0.65 for the whole study area (Figure 8). In some regions, the mean wind
speed and accumulated precipitation (for 14 days prior to melt) are strongly correlated with the starting
time of the melt, while the mean air temperature is not (Figure 12), thus supporting the multivariate
explanation. For example, wind speed affects the start of melt more than air temperature in the
Southern West Siberian Plain and the Southern Byrranga Mountains. Changes in wind conditions
affect snow surface scattering by affecting sublimation, mechanical metamorphism of the surface
crystals, and distribution of the snow, thus affecting the albedo and depth of snow, and the length of
the melt season. The distribution of impurities, such as litter from vegetation on the snow cover, can
change due to wind conditions. Impurities increase both the absorption of solar energy into the snow
pack and the melt rate. Precipitation (together with air temperature) correlates with the start of melt
particularly in the Yablonovyy Range and south of Taymur Peninsula. The trends in the 5-year rolling
mean of climatic parameters in individual grid cells show similar spatial patterns as the melt season
parameters. The trends in these areas are summarized in Table 2.
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precipitation and (c) wind speed for 14 days prior to the onset of melt.

5. Discussion

The magnitude of changes in albedo prior to melt season seem to be linked strongly to vegetation
characteristics, whereas the changes in melt season timing seem to be more strongly linked to climatic
factors. The influence of vegetation on surface albedo prior to melt can be understood by considering
the difference between the albedo of vegetation and the albedo of snow. Even a small increase in
the vegetation cover can alter the surface albedo by several absolute albedo percentage units [49,50],
whereas changes in climatic factors prior to melt affect the snow depth and/or the surface crystal
structure, and have smaller (but still significant) impact on the surface albedo. Changes in the number
of days with snow on the trees are an obvious exception to this, putting emphasis on the influence
of climatic parameters on surface albedo. Increased precipitation in vegetated areas would mean
increased albedo while, in open areas, such as tundra, more precipitation would more strongly affect
the depth and surface crystal structure of the snow pack, with a weaker effect on the surface albedo.
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The start date of melt is linked to the air temperature. Increasing temperatures would result in
earlier melt onset. However, in this study the focus was on the temperature prior to melt. That means
that the time period in question changes from year to year. An increase in air temperatures prior to melt
onset would mean that at the start of melt the snow pack is already warmer and the surface crystals
may have been affected by melt and sublimation. Conversely, lower air temperatures, such as in the
area around the borders of Russia, Mongolia and China, would result in a colder snowpack, and, in the
case of a thin snow cover, resulting from low rates of precipitation, colder ground. This would
mean slower melt. Both the end date of melt and the length of the melt season are affected by the
air temperature, snow depth, snowpack characteristics, and the ground temperature. These are all
regulated by climatic factors. For changes in vegetation to cause significant changes in the melt season
timing, such as observed in this study, the vegetation would need to change considerably, for example
from bare ground to tree cover. At larger spatial scales, such changes take more than 34 years.

The relationship between vegetation and climate is not straightforward. Existing studies of
changes in vegetation, permafrost and impurities in snow [26,51–55] reveal similar spatial patterns of
consistent change as do the melt season parameters, but the effect is not the same in all areas. None of
the aforementioned factors alone are able to explain the changes over the whole study area. In fact,
they can have opposite effects on the albedo in different regions.

The inconsistency in the effects of vegetation on winter time albedo can be partly explained by
the different response of vegetation to the changing climate. According to Xu et al. [26], in Eurasia the
normalized difference vegetation index (NDVI) is positively correlated with warming temperature,
whereas in North America the effect varies in different regions and patterns of greening and browning
in North America are fragmented [26]. It is noteworthy that while the NDVI data describe growing
season conditions and are thus not directly translatable to winter conditions, they should be considered
an indicator of changes that may also be visible in winter, such as growth in shrub size and coverage.
The observed changes in vegetation cannot be directly translated to changes in surface albedo.
According to Myers-Smith et al. [56] shrub growth is responsive to different drivers in different
regions. Sturm et al. [50] found that if shrubs protrude above the snow and cover 10% of the surface,
the albedo will decrease by 30%. The spatial coverage of continuous permafrost shows similar spatial
patterns with many of the trends for the melt season parameters. For example, at the southern edge
of Central Siberian Plain and in Labrador Peninsula continuous permafrost ends in the same area as
the trends for melt season change. The difference in trends for melt season parameters can be due to
changes in permafrost coverage causing changes in land use, such as vegetation or formation of melt
ponds, or by different response of vegetation and snow cover to climatic changes in areas with and
without permafrost.

6. Conclusions

The surface albedo before the onset of melt shows clear but spatially varying trends. The clearest
trends are observed in the boreal forest zone, and can be as large as 9 absolute albedo percentage units
over the 34-year-long study period. This is about 10–15% of the albedo of clean snow cover with no
vegetation protruding above the snow surface. At grid cell level, both the albedo prior to melt onset
and the start date of the melt season are responsive to changes in air temperature, wind speed and
precipitation amount, with air temperature being the most significant driving factor. At most latitudes
the mean albedo before the onset of melt has decreased over the 34 years.

The timing of the melt season shows strong rates of change in localized areas. These changes
are better explained by climatic factors than land-use changes. Areas with consistent homogenous
changes are larger in Eurasia than in North America. In the Central Siberian Plain the melt season
takes place earlier than before. In the Canadian Rocky Mountains and the area around the borders of
Russia, China and Mongolia, the melt season starts earlier, ends later, and lasts longer than before.

All in all, both the timing of the melt season and the albedo prior to the melt season changed
in large areas between 1982 and 2015. In most areas, both the start and end dates of the melt season
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have advanced, and the albedo prior to melt onset has decreased, indicating a darkening of winter
snow surfaces.
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