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We study order transitions and defect formation in a model high-entropy alloy (CuNiCoFe)

under ion irradiation by means of molecular dynamics simulations. Using a hybrid Monte-Carlo/

molecular dynamics scheme, a model alloy is generated which is thermodynamically stabilized

by configurational entropy at elevated temperatures, but partly decomposes at lower tempera-

tures by copper precipitation. Both the high-entropy and the multiphase sample are then sub-

jected to simulated particle irradiation. The damage accumulation is analyzed and compared to

an elemental Ni reference system. The results reveal that the high-entropy alloy—independent of

the initial configuration—installs a certain fraction of short-range order even under particle irra-

diation. Moreover, the results provide evidence that defect accumulation is reduced in the high-

entropy alloy. This is because the reduced mobility of point defects leads to a steady state of

defect creation and annihilation. The lattice defects generated by irradiation are shown to act as

sinks for Cu segregation. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4990950]

I. INTRODUCTION

High-entropy alloys (HEAs) constitute a relatively new

class of materials, which have recently attracted considerable

attention in the field of high-performance materials.1 They

consist of at least four to five principal elements occurring in

an equimolar or near equimolar ratio, such that their frac-

tions do not drop below 5% or exceed 35%.2–4 HEAs owe

their name mainly to the large contribution of configurational

entropy to the Gibbs free energy. It is supposed that the influ-

ence of the entropy stabilizes random solid solutions even at

lower temperatures.5,6 However, mixing enthalpies and the

atomic size mismatches between the components decisively

contribute to the phase selection criterion at lower tempera-

tures4 and the formation of secondary phases can often not

be completely avoided.7

The interest in high-entropy alloys is mostly triggered

by their outstanding mechanical properties, making them

alternatives for certain superalloys or metallic glasses.2,4,8–16

However, high-entropy alloys are not only characterized by

a large configurational entropy, but also by high atomic-level

stresses arising from local lattice distortions due to atomic

size differences.17 It has been reported that structural and

chemical disorder affects both defect kinetics and heat dissi-

pation, which are of particular interest in the context of radi-

ation resistant materials.18 Recent molecular dynamics

(MD) simulations revealed that defect concentrations can be

significantly reduced during irradiation in equiatomic multi-

component alloys as compared to elemental metals.19,20 This

advantageous robustness against radiation damage can be

ascribed to a reduced defect mobility and consequently a

smaller growth rate of defect clusters.19–21 Additionally,

chemical disorder decreases thermal conductivity, which is

also assumed to prevent the formation of large defect clusters

by facilitating defect annihilation.17,18,22 If, on the other

hand, a HEA has a tendency towards multiphase formation

at lower temperatures, particle irradiation can also drive the

system into thermodynamic equilibrium and lead to precipi-

tiation.21 Thus, in irradiated high-entropy alloys there is a

delicate interplay of thermodynamic driving forces due to

configurational entropy, mixing/demixing tendencies, and

irradiation-induced far-from-equilibrium conditions.

The objective of the present study is to address this issue

in a model four-component CuNiCoFe alloy in thermody-

namic equilibrium and under particle irradiation, as well as

to study the transition from a single phase HEA to a multi-

phase or so-called compositionally complex alloy. Using a

hybrid simulation scheme consisting of alternating Monte-

Carlo (MC) and MD steps, we start by generating a model

alloy which is truly stabilized by configurational entropy at

elevated temperatures. We then show that this structure

decomposes at lower temperatures by precipitation of small

copper clusters. Both the high-entropy and the partly decom-

posed samples are then subjected to a series of 1500 recoil

events and the damage accumulation is analyzed and com-

pared to elemental Ni as the reference system. Moreover, we

show that segregation effects occur at irradiation-induced

defects, promoting the formation of precipitates.

II. METHODS

A. Interatomic potential

We chose a CuNiCoFe alloy as a model system for HEAs

with a tendency for Cu segregation at low temperatures. Thea)Electronic mail: koch@mm.tu-darmstadt.de
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embedded atom method23 (EAM) was used to describe

interatomic interactions in the multicomponent system.

Parametrizations for the elemental interactions were taken

from Zhou et al.24 The missing cross terms were created using

the potential generator from the same authors, which is based

on a single element mixture procedure.24 Because of the ferro-

magnetic elements, magnetism and magnetic transitions could

influence the evolution of chemical ordering. EAM potentials

cannot explicitly capture these effects and include the mag-

netic energy contributions only implicitly. For this reason, our

system can only serve as a model for nonmagnetic HEAs or

HEAs without magnetic transitions. In order to nonetheless

ensure the reliability of the potential, we validated it against

reference data in the Appendix.

B. Equilibrium simulations

Initially, atoms were distributed randomly on a regular

FCC lattice of about N¼ 100000 sites, such that an equimo-

lar configuration was obtained. We applied 3-dimensional

periodic boundary conditions and the initial lattice constant

was approximated according to Vegard’s law.25 After the

construction of the initial structure, we minimized its free

energy with a mixed MC/MD procedure, carried out using

the open source code LAMMPS.26 For the MC steps, we used

the variance-constrained semi-grand-canonical (VC-SGC)

ensemble.27 This ensemble is based on the semi-grand-

canonical ensemble with an added constraint on the overall

composition. Thus, it resembles a canonical ensemble, but

allows Gaussian variations of the concentration, the extent of

which is controlled by the parameter j. We chose a value of

j¼ 103 in our simulations. The VC-SGC ensemble allows

simulations inside miscibility gaps and has a performance

advantage over the canonical ensemble, which cannot be

parallelized easily.27 The miscibility is controlled via the

chemical potential differences. The chemical potential dif-

ferences with regard to copper were determined as DlCu�Ni

¼ 0:9 eV; DlCu�Co ¼ 0:85 eV, and DlCu�Fe ¼ 0:7 eV as

described in Ref. 28. The values at hand lead to a miscible

CuNiCoFe system at 800 K.

The MC/MD simulations were performed at different

target temperatures T¼ 800 K, 750 K,…, 400 K, with N/4

MC trial moves followed by 20 MD steps. For the MD steps,

we used a timestep of 1 fs, as well as a Nos�e–Hover thermo-

stat and a Parinello–Rahman barostat at temperature T and

ambient pressure. In total, the simulations were run for

1 000 000 MD steps (including 50 000 MC cycles), after

which the potential energy was definitely converged.

C. Irradiation simulations

We simulated irradiation of the structures using the

approach introduced in Ref. 19 with the PARCAS MD

code.29,45,75,76 Simulations were started from either pure Ni,

a CuNiCoFe cell with random element distribution, or the

equilibrated sample from the MC/MD run at 400 K. After

equilibration at room temperature to zero pressure, the simu-

lation cell size was fixed and a series of subsequent 5 keV

recoils was initiated in the cell. The recoils were performed

by assigning a velocity vector with a magnitude

corresponding to the recoil energy and a random direction to

the atom closest to the center of the simulation cell. Each

recoil was simulated for 30 ps, which was sufficient to cool

the cell back down to ambient temperature by Berendsen

temperature scaling30 in a thin layer at the simulation box

boundaries. After this, all atom coordinates were shifted by a

displacement vector with components randomly selected in

the interval [0, Ld], where Ld is the cell size in each of the 3

dimensions d. After the shift, atoms outside the boundaries

were wrapped back into the cell according to the periodic

boundary conditions. This procedure ensures homogeneous

irradiation of the entire simulation cell. Experimentally, this

is comparable, e.g., to prolonged neutron or high-energy ion

irradiation of a segment inside the material.

The irradiation simulations used the same interatomic

potential as the MC/MD simulations, except that for small

interatomic separations (well below the equilibrium nearest-

neighbor distance) the potentials are smoothly joined to the

universal repulsive Ziegler–Biersack–Littmark (ZBL) inter-

atomic potential.31 The ZBL-96 electronic stopping32 was

applied on all atoms with kinetic energies higher than 1 eV.

Monitoring of the simulations showed that about 20% of the

initial recoil energy was lost to electronic stopping, i.e., the

nuclear deposited damage energy per recoil is about 4 keV.

The total deposited nuclear energy was extracted by sum-

ming up the damage energies and then used to calculate

the displacement-per-atom (dpa) value, a standard unit for

radiation damage exposure.33,34 This irradiation simulation

approach has previously been demonstrated to lead to a good

agreement with experiments on other HEAs.19,35

D. Analysis of the short-range order and lattice defects

In order to quantify the chemical ordering, we used the

Warren–Cowley short-range order (SRO) parameters a1 and

a2 adapted to a multicomponent alloy36

aij
n ¼ 1� Pij

n

cj
; (1)

where the subscript n 2 {1, 2,…} refers to the nth coordina-

tion sphere, Pij
n describes the conditional probability of an

atom of type j being adjacent to an atom of type i, and cj is

the concentration of atom type j. A Warren–Cowley parame-

ter of zero represents the case of an ideal solid solution with

no tendency for clustering. Ordered structures (attractive

SRO) can be assumed if a is positive, while negative values

reflect preferences for segregation (repulsive SRO). We cal-

culated the SRO parameters for the equilibrium structures as

a time average over 20 snapshots taken during 2000 simula-

tion steps. Those snapshots were minimized prior to analysis

to remove thermal fluctuations and to obtain the 0 K ground-

state values. For the irradiated cells, the SRO analysis was

performed in the same manner, except that averaging was

only performed where noted.

We used the open source application OVITO
37 for the anal-

ysis and visualization of simulation results: Atomic volumes

were calculated by Voronoi tesselation of minimized sam-

ples,38–41 defective atoms were marked by common neighbor

analysis (CNA) with an adaptive cutoff,42,43 and dislocation
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lines were identified using the dislocation extraction

algorithm (DXA).44 Additionally, we also performed a

Wigner–Seitz cell defect analysis.45 This analysis constructs

the space-filling Wigner–Seitz cells of the perfect underlying

FCC lattice, labeling empty cells as vacancies and doubly

filled ones as interstitials. Since this analysis is space-filling, it

gives a definite determination of whether a defect region is of

vacancy or interstitial type (complex defects may involve

both, but then the difference in the number of vacancies vs.

interstitials of the same cluster determines its character46) The

supplementary material provided by this analysis helps to

identify point defects, which cannot be treated by DXA.

III. RESULTS AND DISCUSSION

A. CuNiCoFe in thermodynamic equilibrium

Figure 1 shows the final structures after equilibration in

the VC-SGC ensemble at 800 K (left) and at 400 K (right).

The configurations differ slightly in their atomic arrange-

ment. Whereas Cu (red atom type) appears to be randomly

distributed at 800 K, it tends to form small clusters in the

structure at 400 K, indicated by the white arrow. The

Warren–Cowley parameters at both temperatures are shown

in Fig. 2. All an values more or less deviate from the ideal

solid solution in either the positive or negative direction.

This behavior is most pronounced for Cu. On average, we

find a Warren–Cowley parameter for Cu–Cu of �0.15 for

the first neighbor shell at 800 K, indicating a slight tendency

to form small Cu clusters (positive DHmix). Accordingly, all

other aCu�j
1 values are positive. Except for Fe–Fe interac-

tions, all remaining parameters are slightly negative, indicat-

ing miscibility of Ni, Co, and Fe. The a2 parameter exhibits

no strong indication for medium-range ordering at 800 K.

If we repeat the analysis in the same sample equilibrated

at 400 K, we see that the ordering tendencies become more dis-

tinct and extend into the second neighbor shell. Although the

Warren–Cowley parameters for non-Cu pairs also change in

magnitude, they still indicate an approximately random solid

solution of Co, Ni, and Fe without any remarkable clustering.

This can also be inferred from the snapshots in Fig. 1. Figure

2(c) further shows that the Cu segregation tendencies increase

non-linearly with decreasing temperature. Note that we do not

observe any structural phase transitions, such as a transition

from an FCC to a BCC lattice or even amorphization. These results may be interpreted as follows: The contri-

bution of the configurational entropy at 400 K is insufficient

to compete against the enthalpy of mixing. Since the composi-

tion of the system is fixed, it will demix by locally forming

copper-rich clusters. The formation of two separate solid

solution phases (Cu-rich and Cu-depleted) has already

been confirmed experimentally by Otto et al.3 The observed

decomposition is more pronounced than in the present simula-

tion, which may either be due to the different composition in

the experiment (CoCrFeMnCu), or the higher solubility of Cu

in the EAM potential (see Appendix). The authors found that

the Cu segregation is driven by positive binary mixing enthal-

pies between copper and the remaining components.3 Thus,

when decreasing the temperature in the experiment, there is a

competition between the increasing thermodynamic driving

FIG. 1. Snapshots of the CuNiCoFe alloy, equilibrated in the VC-SGC ensem-

ble at 800 K (left) and 400 K (right). The arrow highlights a clustering of cop-

per atoms, indicating that phase separation occurs at lower temperatures.

FIG. 2. Warren–Cowley parameters a1 (a) and a2 (b) for the CuNiCoFe alloy

system at 800 and 400 K. (c) The change of aCu;Cu
1 with temperature.

Increasing Cu–Cu ordering tendencies can be observed with decreasing tem-

perature. All values are averaged over 20 snapshots at 0 K, with the error

bars representing the standard deviation.
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force for decomposition and the decreasing diffusivity within

the system. For this reason, HEAs often represent kinetically

trapped metastable configurations at lower temperatures and

local segregation occurs as an ageing phenomenon.

When comparing the atomic volumes as a function of the

atom type (see Fig. 3), it can be seen that Cu has slightly

larger values than Co, Ni, or Fe. Both Ni and Co possess

higher atomic volumes in the multicomponent system than in

their elemental state. In contrast, Cu and Fe exhibit smaller

atomic volumes compared to their pure structures. At 400 K,

the system starts demixing into a ternary Co, Ni, and Fe solid

solution and into a copper-rich phase. The copper atoms

expand slightly, while the ternary solid solution becomes

slightly denser. This brings Cu, Co, and Ni closer to their pre-

ferred atomic volume. Only Fe deviates from this trend, but

exhibits a positive Warren–Cowley parameter, indicating a

preference for unlike neighbors. This changed chemical envi-

ronment may influence the equilibrium volume.

In summary, these observations suggest that the small

scale decomposition is driven largely by the mixing enthalpy

at low temperatures, but additionally enhanced by atomic

size effects.

B. Irradiation

Thus far, we studied the thermodynamic stability of a

CuNiCoFe solid solution. In Sec. III A, we demonstrated by

means of hybrid MC/MD simulations that CuNiCoFe exhibits

a tendency for decomposition at lower temperatures (400 K).

These results suggest that in this case a random distribution is

only stabilized by kinetic inhibition. In the following, we will

therefore discuss the effect of cascade events on the evolution

of the chemical order, focusing on the question, if the energy

that is released during recoil events enables the decomposition

of Cu. We irradiate both the equilibrated, partially segregated

sample obtained by MC/MD simulation at 400 K (“initially

segregated”), and a sample with completely random element

distribution (“initially random”). Additionally, we investigate

the structural damage due to irradiation by comparison with a

Ni sample.

1. Lattice defects

Earlier work comparing irradiation damage in elemental

metals and disordered alloys suggests that the FCC structure

is retained throughout irradiation with 1500 recoils.19

Figure 4(a) shows that this is also the case for the initially seg-

regated HEA sample (equilibrated with MC/MD at 400 K).

Since the structural damage in the initially random HEA is

similar, we omit this sample from the discussion at hand. For

comparison, Figure 4(b) shows a pure Ni reference sample

which underwent the same irradiation treatment. Most irradia-

tion damage in these samples manifests itself by the formation

of dislocation loops, stacking-fault tetrahedra, and single

vacancies or vacancy clusters. Vacancy clusters and extended

defect agglomerates cannot be identified by the DXA and are

indicated by red defect meshes. A visualization of atom posi-

tions in Fig. 4(c) reveals that these regions are dominantly

characterized by vacant lattice sites. The nature of these

regions has also been confirmed by a Wigner–Seitz cell defect

analysis, which shows that the positions of the distorted

regions generally coincide with vacancy-type defect clusters

(see videos cascade-CuNiCoFe.avi and cascade-Ni.avi in the

supplementary material). These vacancy-type defects are

homogeneously distributed within the structure.

The irradiation process and therefore the formation and

evolution of defects can be divided into three stages. Figures

4(a) and 4(b) visualize one representative configuration for

each of the three stages. Figure 4(d) depicts the defect concen-

tration as a function of the irradiation dose. Initially, the HEA

shows a higher defect accumulation than the pure Ni system,

which could be caused by higher atomic level stresses within

the multicomponent system. This results in a reduced defect

formation energy and thus increased number of defects.17 In

turn, pure Ni exhibits a higher recombination rate due to an

increased point defect mobility,18,22 which means that fewer

defects are created per recoil event. During the first cascades,

mainly point defects occur in both structures, while the con-

centration of dislocation-network-like structures is still small.

In the second stage, with an increase of irradiation dam-

age, the defect concentration in pure Ni increases and reaches

the same magnitude as in the high-entropy structure. It can be

seen that apart from vacancies and stacking-fault tetrahedra, a

rather large and stable dislocation loop is formed by the

agglomeration of small defects during successive cascades. In

general, the rate of defect annihilation depends on both the

size and the spatial distribution of the defects. Small defects

can be annihilated if they are hit by a single recoil event,

while larger defect structures are not engulfed completely and

are therefore more stable. Furthermore, the agglomeration of

defects in Ni leads to their localization, while the small

defects in the HEA are more homogeneously distributed. This

means that the probability of a cascade randomly hitting a

defect is higher in the HEA and a steady state of annihilation

and creation is reached (see video cascade-CuNiCoFe.avi in

FIG. 3. Histograms of the atomic volumes at 0 K for the HEA equilibrated

at 400 K (blue) and 800 K (red). The dashed lines indicate the ground state

atomic volume of the single-element FCC structures. Atomic volumes are

obtained from Voronoi tesselation38–41 of 20 snapshots at 0 K.
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the supplementary material). A small number of stacking-

fault tetrahedra appear, but seem to be unstable. Additionally,

we can observe the formation of complex networks of partial

dislocations. Because of the large amount of dislocation junc-

tions, these networks must be sessile. Thus, large movements

of these networks must again be a series of annihilation and

creation events, and they are therefore also unstable against

irradiation. In Ni, the defects are assimilated into larger struc-

tures, such as sessile Frank dislocation loops, before they can

be destroyed by the next cascade (see the video cascade-

Ni.avi in the supplementary material, starting at 0:40; defect

close to the center of the box). As such, Ni possesses a higher

volume fraction of undisturbed lattice in which the net defect

creation rate is always positive. Additionally, in contrast to

the HEA, the stacking-fault tetrahedra are numerous.

In the final stage, we also observe a saturation of the

defect concentration in pure Ni, while maintaining the steady

state in the alloy system. The development of a steady state

in the elemental structure is contrary to earlier publica-

tions,20 where a continuous growth of defect networks has

been detected. The reason for a reduced growth rate of defect

concentrations in Ni is a simulation size effect,47 since the

earlier simulation used larger simulation cells compared to

the current work.

FIG. 4. Analysis of the build-up of lattice defects during irradiation. (a) DXA analysis of the initially segregated HEA at different irradiation doses. (b) The

same for a Ni sample. Empty space represents the perfect FCC lattice; the structures do not collapse during irradiation. Green lines indicate h112i partial dislo-

cations, turquoise lines indicate a Frank loop, purple lines belong to stacking fault tetrahedra, and red surfaces enclose defects that cannot be recognized by

DXA. Videos of these simulations can be found in the supplementary material (CuNiCoFe-ordered-DXA-during-irradiation.avi and Ni-DXA-during-irradiatio-

n.avi). (c) A closer look at those red regions reveals that they represent vacancies and vacancy clusters. In (d), a plot of the concentration of defective atoms as

identified by CNA is shown as a function of the irradiation dose. In agreement with the DXA results, we can see that the HEA quickly reaches a high defect

concentration that saturates around 4%. These defects consist mostly of vacancies and small dislocation networks. Pure Ni builds up the defect concentration

more slowly. At first—similar to the HEA—vacancies and small dislocation networks appear, then these start disappearing in favor of stacking-fault tetrahedra

and a Frank loop.
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In order to examine the stability of the lattice defects in

the absence of irradiation, an MD simulation at 800 K for

1 ns was performed for the initially segregated HEA. The

results reveal neither large movement nor creation or disso-

lution of a significant number of defects, which indicates that

the defects are stable and sessile even at elevated tempera-

tures (see video reanneal-irradiated-CuNiCoFe.avi in the

supplementary material).

2. Chemical order

In the following, we analyze whether high energy

recoils are able to initiate local segregation processes, or if

the SRO remains more or less constant after every subse-

quent cascade. Again, we use the Warren-Cowley parameters

aij
1;2 for the first and second neighbor shell to quantify the

extent of atomic clustering. Figure 5 shows aCu,Cu for two

cells: the HEA with initially random atom distribution, and

the HEA after MC/MD at 400 K which shows segregation

tendencies for Cu. The analysis is limited to atoms in perfect

FCC environments and therefore excludes atoms in defective

sites introduced by the irradiation. Order parameters for pairs

other than Cu–Cu are plotted in Fig. S1 in the supplementary

material. We find that the order parameter aCu;Cu
1 , although

exhibiting initial partial segregation in the structure pre-

ordered by MC/MD, eventually converges to small negative

values. The initially random structure converges to the same

value. A mid-range order is always disturbed by irradiation:

the parameter aCu;Cu
2 converges to zero in both cases. This

shows that the cascade has two counteracting effects: First,

it locally activates the thermodynamically preferrable segre-

gation of Cu. Second, it concurrently randomizes the element

distribution. The resulting steady state is reached after

approximately 700 cascades.

Figure 6 shows the comparison of the Warren-Cowley

parameters a1,2 for all pairs in the CuNiCoFe alloy for both

structures (pre-ordered and fully random) after the full irradia-

tion dose. Comparing these results to those in Fig. 2 (note the

scale difference in the y axes), we observe that the absolute

values of both parameters a1 and a2 are reduced by roughly

one order of magnitude due to the irradiation. Importantly,

after irradiation all pairs have practically the same a parame-

ters regardless of the initial state. We also note that the a2 val-

ues are consistently smaller than the a1, indicating that the

ordering effects under irradiation are limited to the nearest-

neighbor shell.

Based on this analysis, we conclude that while colli-

sional cascades provide activation energy for demixing, the

system is dynamically driven to a mostly random steady

state, independent of the initial chemical order.

IV. POST-IRRADIATION EFFECTS

Thermodynamic equilibration of a four-component

CuNiCoFe alloy with a perfect FCC lattice showed a segre-

gation tendency for Cu atoms. From the results of Sec. III A,

we can assume that there is not only a chemical but also

a sterical driving force for Cu to segregate from the solid

FIG. 5. Evolution of the SRO during irradiation. Only the Cu–Cu parameters

are shown, the graphs for all parameters can be found in Fig. S1 in the supple-

mentary material. The sample which was equilibrated using VC-SGC (blue)

and the one which was initially random (red) converge to the same values for

the order parameters.

FIG. 6. Final order parameters for the first (a) and second neighbor shell (b)

after irradiation with a dose of 0.57 dpa. The values are averaged over the

last 10 frames of the irradiation simulation, with the error bars representing

the standard deviation.
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solution into small clusters. We already concluded that the

growth of Cu clusters is accompanied by an increasing Cu

atomic volume. Nevertheless, thus far, we mainly concen-

trated on the thermodynamics of the defect-free system.

Therefore, we again ran hybrid MC/MD simulations in the

VC-SGC ensemble. However, this time, the irradiated sam-

ple with pre-existing defects was taken as a starting configu-

ration. Table I lists the composition inside the lattice defects.

Obviously, defect sites that offer excess volume serve as

sinks for Cu atoms and even enhance the amount of segre-

gated Cu after equilibration. In this regard, the presence of

defects enhances the driving force for local decomposition.

Within the defects, we can find a Cu proportion which is

approximately 50%. In contrast, during the irradiation

the distribution of Cu atoms does not alter significantly. In

Fig. 7, we visualized the atoms located within the defect

structure before (left) and after (right) the equilibration.

Copper atoms are displayed with a red color, while all others

are shown in gray. Figures 7(c) and 7(d) highlight two

defects separately. From these illustrations, we draw the con-

clusion that Cu preferentially segregates on, e.g., the edges

of stacking-fault tetrahedra rather than in the stacking faults

themselves. The reason lies in the higher local excess vol-

ume of these sites (cf. Fig. 3).

In conclusion, all results suggest that the mixing

enthalpy of Cu is the decisive factor for phase stability in

this case, exceeding the total entropy with decreasing tem-

perature. The limited segregation tendencies of the perfect

crystal are surpassed in the presence of defects, which act as

sinks for copper.

V. CONCLUSION

Using a model CuNiCoFe HEA with a tendency for cop-

per segregation, we observe that the system reaches a steady

state of defect concentration and of chemical order under

irradiation, irrespective of the initial structure. In contrast to

pure metals, irradiation leads to less mobile point defects

and therefore a larger number of isolated defects instead of

recombination or agglomeration. While, e.g., Ni increases its

defect concentration continuously with increasing irradiation

dose due to the agglomeration of defects in larger, more sta-

ble structures, the HEA quickly reaches a steady state of

defect creation and annihilation. Irradiation provides the

thermal activation for demixing of copper, but at the same

time re-randomizes the elemental distribution. The resulting

steady state of chemical order is close to a random solid

solution, but still shows traces of local precipitation.

Furthermore, our simulations reveal that various lattice

defects act as sinks for copper, most likely since the copper

atoms are the largest species and the defects provide excess

volume. This clustering of copper at defects is also sup-

pressed during irradiation for the reasons enumerated above.

Together, these effects explain the high irradiation resistance

of HEAs.

SUPPLEMENTARY MATERIAL

See supplementary material for videos of the irradiation

simulations, a figure of the detailed evolution of SRO during

irradiation, and additional data for the verification of the

EAM potential.

ACKNOWLEDGMENTS

The authors gratefully acknowledge travel grants through

the PPP Finland program of the Deutscher Akademischer

Austauschdienst (DAAD) and K.A. acknowledges financial

support by the Deutsche Forschungsgemeinschaft (DFG)
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lar because of the comparatively low amount of defect sites.

Element

Composition after

irradiation (%)

Composition after subsequent

MC/MD (%)

Cu 26.9 49.4

Ni 24.9 17.1

Co 23.3 14.0

Fe 24.9 19.5

FIG. 7. VC-SGC simulations of the HEA sample after irradiation. (a) Atoms

identified as defective by CNA after irradiation [same structure as the righ-

most snapshot in Fig. 4(a)]. Copper atoms are shown in red, all others in

gray. (b) The same after subsequent simulation in the VC-SGC ensemble.

The concentration of copper atoms around the defects is highly increased.

Detailed views of a dislocation structure (c) and a stacking-fault tetrahedron

(d) are provided.
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APPENDIX: VALIDATION OF THE EAM POTENTIAL

We used an EAM potential by Zhou et al.24 for the Cu-

Ni-Co-Fe system. This potential was tested for HEAs under

driven conditions: Thin-film growth by sputtering yields

comparable structures to experiment and the BCC to FCC

transition is reproduced correctly.10,62 Furthermore, damage

accumulation during irradiation agrees with data obtained by

Rutherford backscattering spectrometry.35

We performed additional validation of the potential by

comparing the properties of the elements and of binary mix-

tures to reference values. In a first step, we produced FCC

lattices of Cu, Ni, Co, and Fe, as well as HCP Co and BCC

Fe. These were minimized to obtain the 0 K ground state val-

ues of the lattice constants a and c and the cohesive energy

Ecoh. The comparison to literature values in Table II reveals

a good match. We then obtained the stiffness tensor using

Hooke’s law by calculating the stress tensors for finite defor-

mations of the box at 1% strain. Apart from HCP cobalt,

which does not occur in our samples, and FCC iron, which is

too soft, the reference values are reproduced quite well.

Using the procedure described in Ref. 55, we calculated the

stacking fault energy cSF, the unstable stacking fault energy

cUSF, and the critical shear stress rSF for a stacking fault.

While literature data contain large uncertainties and varia-

tions, the general trend of available data agrees with the pre-

dictions of the potential. As far as reference data are available,

the same is true for the twinning faults, which we calculated

using the method described in Ref. 63. The negative values

for the stacking and twinning faults in Co are of course the

result of the lower energy of the stable HCP structure.

Furthermore, we calculated the elastic constants of those

binary alloys, for which reference data are available, i.e., in

the Fe–Co–Ni system. The results are presented in Table S.1

in the supplementary material. Since the cross terms of the

potential are obtained through a mixing procedure, the

results match the expectations from the properties of the ele-

ments: The elastic constants match well, except for alloys

containing FCC iron or HCP cobalt, which are too soft. To

additionally determine the melting points of the elements

and some miscible alloys, liquid–solid interface simulations

were carried out.64 A simulation cell of 2000 atoms was

relaxed with the correct crystal structure and lattice constant,

without pressure control. An equally sized box was molten

and cooled down to the desired temperature, with pressure

control in the z direction. The two boxes were then combined

in the z direction, and were let to relax with pressure control

in all directions. Below the melting point, the cell will solid-

ify and the volume of the cell will decrease, while the oppo-

site will happen above the melting point. Due to the chosen

temperature stepping, an error of around 25 K is expected.

The results are presented in Table S.2 in the supplementary

material and show that the melting points slightly deviate

from the reference values, but capture the features of the

phase diagrams: For the pure elements, the deviation of the

melting point is below 15% of the absolute value. The melt-

ing point of HCP cobalt agrees with the literature value

within the expected error of the simulation. The melting

points of the different binary subsystems studied are all

within 10% of the expected value. We point out that a good

description of the melting points is particularly important for

TABLE II. Comparison between the potential and literature values for properties of Cu, Ni, Co, and Fe. The table shows lattice constants a and c, the cohesive

energy Ecoh, the components of the stiffness tensor cij, the stacking fault energy cSF, the unstable stacking fault energy cUSF, the critical shear stress rSF for a

stacking fault, the twinning fault energy cTF, the unstable twinning fault energy cUTF, and the melting point Tmelt.

Cu (FCC) Ni (FCC) Co (FCC) Co (HCP) Fe (FCC) Fe (BCC)

Pot. Ref. Pot. Ref. Pot. Ref. Pot. Ref. Pot. Ref. Pot. Ref.

a (Å) 3.615 3.61548 3.520 3.52448 3.549 3.54548 2.501 2.50748 3.628 3.64748 2.866 2.86748

c (Å) 4.076 4.06948

c/a 1.630 1.62348

Ecoh (eV/at.) �3.54 �3.4949 �4.45 �4.4449 �4.40 �4.29a 50,51 �4.41 �4.3949 �4.20 �4.1752 �4.29 �4.2849

c11 (GPa) 170 16848 246 24848 213 22553 263 30748 107 15454 229 22648

c12 (GPa) 122 12248 147 15548 157 16053 158 16548 98 12254 136 14048

c13 (GPa) 124 10348

c33 (GPa) 363 35848

c44 (GPa) 76 7648 125 12448 99 9253 65 7648 80 7754 117 11648

cSF (mJ/m2) 22 36–4955–57 97 133–18356,57 �40

cUSF (mJ/m2) 110 95–210b 55–57 251 25856 174

rSF (GPa) 2.3 2.255 5.1 3.7

cTF (mJ/m2) 23 99 �44

cUTF (mJ/m2) 121 14356 298 18656 159

Tmelt (K) 1175 135758,59 1513 172858,59 1756 176860 2044 181161

aThere are considerably different absolute values reported in the literature. We assumed a difference of 0.1 eV/atom to the HCP structure, while the literature

reports differences from 0.02 eV/atom to 0.15 eV/atom.
bValue for Ref. 55 computed by numeric integration of the stress data.
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the irradiation simulations, since several previous studies

show that the outcome of molecular dynamics of collision

cascades depends directly on the melting point.65,66

In a next step, random solid solutions of all binary sub-

systems on FCC lattices were prepared. Additionally, if the

binary alloy contained Fe or Co, BCC or HCP lattices,

respectively, were created. Different molar fractions of each

alloy and lattice type were minimized to obtain the mixing

enthalpy

HM ¼ HAB � ðxAHA þ xBHBÞ; (A1)

where xA, xB, HA, and HB are the molar fractions and enthal-

pies of the constituents A and B, and where HAB is the total

enthalpy of the alloy. We included mixing enthalpy curves of

all binary subsystems with respect to the concentration in

Figs. S2–S7 in the supplementary material and compared

them to literature values. We additionally compared our

results to data from the THERMO-CALC software and data-

base.67,68 In most cases, the EAM potential correctly describes

the trend observed in the literature. However, it should be

noted that even different literature values do not completely

agree and that there is a large spread for some systems.

In order to get a clearer picture, we investigated the mis-

cibility gaps of the binary subsystems. For this, equimolar

alloys on FCC lattices were equilibrated in the semi-grand-

canonical ensemble without a variance constraint. By sys-

tematically varying Dl, final compositions ranging over the

whole phase diagram were obtained. The simulations were

performed at 300 and 800 K. The concentration as a function

of the chemical potential difference can be used to identify

miscibility gaps in a binary subsystem: Given a dense mesh

of DlA–B values, miscibility gaps appear as discontinuities in

the xB (DlA–B) curves. Performing this analysis and compar-

ing it to reference data showed that the potential is mostly

able to reproduce phase diagram features, even though the

miscibility is generally a bit too high. In the Co-containing

systems, this method will not find the HCP phase, since the

simulation setup was always initiated from an FCC structure.

Due to the difference in the unit cell shape, the simulation

suppresses the transition to HCP. We omit this investigation,

since the HEA remains in the FCC structure in all conditions.

The xB (DlA–B) curves and a more detailed discussion of all

binary subsystems can be found in Figs. S8–S13 in the sup-

plementary material.

Finally, the lattice constants of the binary systems were

calculated from these simulations by time averaging the sim-

ulation cell volume of the different binary systems at 300 K.

The data are shown in Table III and are in good agreement

with experimental data. This confirms that the cross terms of

the potential correctly predict the atomic volumes in alloys.

All in all, the potential performs reasonably well, repro-

ducing the correct stable phases, densities, stiffnesses, and

melting points. The limited data for stacking fault and

twinning-fault energies suggest that lattice defects should be

correctly reproduced. The main weakness of the potential is

that the solubility of the alloys is too high in some cases,

meaning that the tendencies for copper precipitation may be

underestimated in the present work.
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