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ABSTRACT 

High pressure chemical ionization has recently been used with mass spectrome-

ters to measure atmospheric molecules and molecule clusters. In anion chemical 

ionization, negatively charged reagent ions ionize the neutral sample molecules 

(or clusters) mainly by forming ion-molecule clusters. The detection of neutral mol-

ecules is highly dependent on how effective the chemical ionization processes are, 

since the mass spectrometers can only detect charged molecules or clusters. This 

causes uncertainties in the measurements of most atmospheric trace gas mole-

cules. In addition, mass spectrometers are able to detect only the molecular mass 

of the sample molecules, which means that other methods are needed to find the 

molecular structures of the detected compounds. In this work, we take a look at 

how quantum chemistry can be used to model different chemical ionization pro-

cesses in a typical chemical ionization instrument, and to calculate reaction rates 

for unimolecular gas-phase reactions. 

With our computations, we were able to explain some of the experimental 

observations regarding the differences in the detection efficiencies of some rea-

gent ions. The cause for the low detection efficiency of some sample molecules 

was found to be less stable ion-molecule clusters. Our calculations showed an 

increasing cluster stability for each of the studied reagent anions with the increase 

of the number of oxygen atoms in the sample molecule. This means that less ox-

ygenated molecules generally have lower detection efficiencies than the more ox-

ygenated ones. In addition, the computed reaction rate coefficients of two different 

unimolecular HO2 loss reaction mechanisms showed that, due to collisional stabi-

lization, this reaction is too slow to compete with bimolecular reactions under at-

mospheric conditions, especially if the reactant is an oxygenated organic molecule. 
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1 INTRODUCTION 

The tropospheric air consists mainly of nitrogen and oxygen. The remaining 1 

% consists of various small inorganic gas compounds, such argon gas, CO2 and 

H2, but also of pollutants and other emissions that vary locally due to their short 

lifetimes in the atmosphere. These include organic and inorganic compounds emit-

ted by both anthropogenic and biogenic sources. The inorganic compounds in-

clude small, reactive pollutants that take part in the oxidation processes in the at-

mosphere, such as NOx, HOx and O3.1 The organic compounds are generally emit-

ted into the atmosphere as volatile organic compounds (VOCs) by vegetation and 

anthropogenic sources.2,3 

VOCs can be oxidized in the troposphere by several common oxidants to 

form less volatile, oxygenated compounds.4 The three most abundant oxidants in 

the troposphere are O3, OH and NO3.5 The dominant oxidant depends on the time 

of day.6 For instance, the OH radical is produced by the photolysis of O3 making 

OH present only during the daytime. After the initial oxidation by one of the oxi-

dants, O2 quickly adds to form a peroxy radical (RO2) intermediate.7 The oxidation 

reaction chain can be terminated through bimolecular reactions of the RO2 inter-

mediate with other radical species in the atmosphere, for instance with HO2 or NO, 

to form a hydroperoxide (ROOH) or an organic nitrate (RONO2), respectively.8-10 

In rare cases, some VOCs can undergo autoxidation where the number of oxygen 

atoms in the molecule increases by a sequence of intramolecular hydrogen shifts 

(H-shifts) and O2 additions.11-13 Autoxidation is common especially in unpolluted 

environments, where the bimolecular reactions that compete with the intramolec-

ular H-shifts are less frequent due to the lack of air pollutants.12 However, the re-

duction of anthropogenic emissions, in the effort to clean the atmosphere, has led 

to changes in the autoxidation reaction mechanisms of VOCs, which has resulted 

in the increase of highly oxygenated organic compounds in urban environments.14 

Autoxidation reactions generally produce a large number of different oxy-

genated compounds that contain multiple functional groups.13 The different chem-

ical structures have different properties, such as saturation vapour pressure, even 
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if their elemental compositions are similar.15 Highly oxygenated, less volatile or-

ganic compounds can take part in the formation of secondary organic aerosol 

(SOA) particles in the gas phase.13 Based on current theoretical and experimental 

understanding, the formation of SOA is initiated by the clustering of acidic mole-

cules, such as sulfuric acid16-20 (H2SO4) or iodic acid21 (HIO3), and basic molecules, 

such as ammonia22-25 (NH3) or dimethylamine26,27 ((CH3)2NH). Once a cluster is 

large enough, oxygenated organic compounds with low volatilities are able to con-

dense onto the particle growing it more rapidly.13 

Aerosol particles have both cooling and warming effects on the climate but 

according to the most recent Intergovernmental Panel on Climate Change (IPCC) 

assessment report,28 the effect of aerosol on the earths radiative forcing is still 

uncertain. Depending on the properties of the aerosol and the environmental con-

ditions, aerosol can scatter or absorb sunlight. Scattering aerosol has a cooling 

effect, as it increases the reflectivity of the Earth, and absorbing aerosol (mainly 

black carbon) has a warming effect. An additional, indirect cooling effect of aerosol 

is caused by cloud droplet formation that originates from aerosol particles. If aero-

sol particles are able to grow to larger sizes faster than they evaporate, they can 

become cloud condensation nuclei (CCN). This is more likely to happen in cases 

where the addition of molecules to the cluster is faster than the evaporation from 

the cluster. A larger number concentration of CCN leads to clouds with smaller 

water droplets that reflect more sun light back to space.28 However, the total effect 

of clouds with smaller droplets is uncertain, as the smaller droplets are more likely 

to evaporate, but at the same time, higher aerosol concentration supposedly sup-

presses rainfall.28 

Current models on cluster formation and growth are unable to reproduce 

cluster concentrations measured in chamber studies.29,30 One reason for the dif-

ference between theory and experiments is that the models are unable to simulate 

the behaviour of the clusters inside the instruments. In addition, most neutral mol-

ecules with very low, atmospherically relevant concentrations, cannot be directly 

measured from the gas-phase and the indirect measurement techniques have un-

certainties. Many gas-phase measurements have been done using mass spec-

trometers, which are able to determine only the elemental composition of mole-

cules, not the different structural isomers. Theoretically, reaction rates of gas-
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phase reactions can be calculated using quantum chemistry to help with the iden-

tification of possible chemical structures of measured molecular masses. The work 

in this thesis focuses on using quantum chemistry to calculate the rate of a reaction 

that has been used to explain a certain molecular mass in gas phase measure-

ments (Article IV) and to model the differences in measurements of neutral mole-

cules in the gas-phase (Articles I-III). 

1.1 Atmospheric oxidation of VOCs 

The dominating oxidant in the troposphere varies depending on the time of day. 

The OH radical is formed by the photolysis (wavelengths < 310 nm) of O3: 

  (1a) 

  (1b) 

and is only formed in sunlight. In addition, the NO3 radical is photo dissociated by 

sunlight which means that it is generally present only during night time. However, 

NO3 has been measured during the daytime in polluted environments, where the 

formation rate of NO3 is higher than the dissociation rate.31-33 Ozone is produced 

by anthropogenic sources, and by the photolysis (wavelengths < 400 nm) of NO2: 

  (2a) 

  (2b) 

where M is a molecule (usually N2) that takes away the excess energy of the as-

sociation reaction. Ozone can also be transported to the troposphere from the 

stratosphere, where O is formed by the photolysis (wavelengths < 242 nm) of ox-

ygen molecules: 

  (2c) 

and in combination with Reaction (2b), forms O3.5 Due to its anthropogenic sources 

and longer lifetime, compared to OH and NO3, O3 is present in the troposphere 

during day- and nighttime with varying concentrations. Oxidation initiated by the 

different oxidants leads to products with different functional groups. Most com-

monly, O3 initiated oxidation leads to product compounds that contain acid 
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groups,34 OH initiated oxidation produces hydroxides35 and the addition of NO3 

leads to nitrooxy group (-ONO2) containing products.36,37 

The first steps of alkene ozonolysis are fairly well known.38 The ozone mol-

ecule attacks a double bond in the VOC forming a primary ozonide. The ozonide 

then decomposes into a Criegee intermediate which can, among other reactions, 

isomerizes to a vinyl hydroperoxide that can dissociate into a carbon-centred rad-

ical by losing an OH radical. In endocyclic compounds, the breaking double bond 

leads to the breaking of the ring, but in non-endocyclic alkenes, the decomposition 

of the ozonide will break the carbon chain leading to a closed-shell carbonyl prod-

uct and (after Criegee intermediate isomerization and OH loss) a carbon-centred 

radical intermediate. At atmospheric oxygen concentrations, oxygen quickly adds 

to the carbon-centred radical creating an RO2 radical.39 In polluted conditions, sev-

eral different bimolecular reactions with, for instance, NO or HO2 can terminate the 

radical reaction chain of the organic molecule to form a closed-shell product. 

In unpolluted conditions the reaction chain can continue as autoxidation, an 

example of an autoxidation reaction mechanism of cyclohexene is shown in Figure 

1. In autoxidation, a new carbon-centred radical is formed when the RO2 radical 

(formed from the O2 addition) abstracts a hydrogen from one of the carbon atoms. 

If the molecule has aldehydic carbons, the hydrogen is generally most easily ab-

stracted from those,11,39 and the next O2 addition and the following intramolecular 

H-shift will form a carbon-centred radical intermediate that contains a peroxy acid 

group (-C(O)OOH). The O2 additions to carbon radical centres and intramolecular 

H-shifts can rapidly increase the number of oxygen atoms in the molecule if the 

intramolecular H-shift reactions are fast enough to compete with bimolecular reac-

tions. In addition, rapid intramolecular H-shifts40,41 between the peroxy radical and 

a hydroperoxy group (-OOH) can affect which hydrogen is most likely to be ab-

stracted and consequently where the next O2 is added. The effect of additional 

complexity of the VOC on the autoxidation mechanism has also been studied com-

putationally using methylcyclohexene and α-pinene.42,43 
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Figure 1 - Ozone initiated autoxidation of cyclohexene39 with additional rapid H-shifts.41 

In the OH radical initiated oxidation, OH commonly adds to a C-C double 

bond of an unsaturated VOC, adding a hydroxy group (-OH) to the molecule, in-

stead of the carbonyl groups (=O) formed in ozonolysis. Generally, the addition of 

O2 molecules leads to the formation of hydroperoxy groups rather than peroxy acid 

groups (see Figure 2), unless the initial reactant contains an aldehyde group  

(-CHO). The oxidation of isoprene has been widely studied,35,44-47 as isoprene is 

abundant in the troposphere. Figure 2 shows various oxidation and autoxidation 

mechanisms of isoprene starting from the initial oxidation step and the addition of 

oxygen. After the OH addition, the radical centre is delocalised due to the second 

double bond and the oxygen can add to two different positions leading to different 

structural isomers. 
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Figure 2 – Some of the major mechanisms in OH-initiated oxidation of isoprene.44-47 More 
oxidation mechanisms can be found in Wennberg et al.35  
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1.2 Gas-phase measurements using chemical ionization 

Oxidized organic molecules in the ambient air are often detected using mass spec-

trometers. The advantages of mass spectrometry include high-resolution and the 

ability to measure small concentrations of trace gases. The detection occurs at low 

pressure (around 10–6 mbar) but using Atmospheric Pressure Interface Time-of-

Flight (APi-TOF48) mass spectrometers, the molecules can be sampled directly 

from the ambient air under atmospheric pressures without sample preparation. The 

APi then lowers the pressure inside the instrument down to near vacuum pressures 

of the TOF. Unlike quadrupole mass spectrometers (QMS), TOF mass spectrom-

eters are able to separate isobaric molecules with the same unit mass. 

There is a disadvantage in mass spectrometers because only charged spe-

cies can be detected since in the instrument, the gas phase ions and charged 

clusters are guided to a detector using an electric field. For this reason, neutral 

molecules need to be charged before they can be detected. Neutral molecules can 

be charged using chemical ionization, where the sample molecule is ionized by 

clustering, charge transfer or other chemical reactions with reagent ions. Other 

ionization methods include, for instance, photoionization, electrospray ionization, 

electron impact ionization, fast atom bombardment, matrix assisted laser desorp-

tion ionization, and sonic spray ionization. Figure 3 shows the most common chem-

ical ionization processes with acetate (CH3C(O)O–) as the reagent ion and a highly 

oxidized product of cyclohexene ozonolysis as the sample molecule. 

Anion chemical ionization is often used for the detection of neutral oxidized 

organic compounds. When clustering with sample molecules, the negative reagent 

ions act as hydrogen bond acceptors (e.g. the oxygen atoms of CH3C(O)O– in Fig-

ure 3) forming hydrogen bonds to the hydrogen bond donating functional groups 

of the sample molecule (e.g. the peroxy acid groups in Figure 3). Generally the 

formed ion-molecule cluster is lower in energy than the separate reagent ion and 

sample molecule. The ion-molecule cluster can then be detected using a mass 

spectrometer. 
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Figure 3 - Anion chemical ionization processes. The circled species are negatively charged 
and can thus be detected by the mass spectrometer. 

If the reagent ion is already clustered with another neutral molecule, the 

sample molecule can be charged via a ligand exchange reaction, shown in Figure 

3. This is common, for instance, when the nitrate ion (NO3–) is used as the reagent 

ion. In the instrument, NO3– ions are produced by ionizing nitric acid (HNO3). As 

only a fraction of HNO3 is ionized, the remaining acid is able to cluster with the 

NO3– ions. The binding of the sample molecule to this reagent ion cluster is gen-

erally not strong enough for the HNO3 – NO3– – sample molecule cluster to be 

detected by the mass spectrometers.49 Assuming that the cluster fragments in the 

instrument, the most probable fragmentation path way is the one where the ion-

molecule cluster is more strongly bound. The probability of the ligand exchange 

reaction depends on the binding strengths of the reagent ion cluster (e.g., 

HNO3(NO3–)) and the forming ion-molecule cluster. If the reagent ion cluster is en-

ergetically very stable, as the HNO3(NO3–) cluster is, the sample molecule is likely 

not ionized. 
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Anion chemical ionization is a relatively soft ionization method, meaning that 

the reagent ion generally does not break up the sample molecules. Some reagent 

ions, however, can charge the sample molecules through various chemical reac-

tions. For instance reagent ions, such as CH3C(O)O–, NO3– and I–, are able to 

abstract a positively charged fragment from the sample molecule leaving a nega-

tively charged product. These reactions include H, OH and O abstraction from an 

acid group of the sample molecule. An example of a proton transfer (deprotonation) 

by CH3C(O)O– is shown in Figure 3. 

Anion chemical ionization has been used in several atmospheric measure-

ments using, for instance, NO3–,13,30,50-52 CF3O–,53-56 and I–57-59 as reagent ions. The 

NO3– anion is selective toward molecules with high oxygen content, due to its 

strong binding with HNO3. The CF3O– anion was originally used to detect small 

inorganic compounds in the atmosphere due to its ability to react with molecules 

to form negatively charged product molecules (through fluoride transfer or other 

reactions).60 The I– anion is able to charge a variety of atmospherically relevant 

molecules59 but I– measurements have high humidity dependence61 (presumably 

caused by the formation of (H2O)nI– clusters) which causes problems in the varying 

relative humidity of the atmosphere. 

Cation chemical ionization is often used in proton transfer reaction mass 

spectrometers (PTR-MS), which commonly use H3O+ as the reagent ion. Other 

possible reagent cations include NH4+, NO+, O2+, Xe+ and Kr+. The sample mole-

cules are charged through proton or charge transfer reactions. For the proton 

transfer to work, the proton affinity of the sample molecule needs to be higher than 

that of, for instance water, when H3O+ is the reagent ion. PTR-MS methods are 

most commonly used to measure less oxygenated molecules that cannot be de-

tected using anion chemical ionization. In atmospheric measurements, PTR-MS 

has been used to measure VOCs62-65 and amines66 using H3O+. In addition, NH4+ 

has recently been used to detect oxidized molecules as NH4+ clusters.67 

There are many factors that affect how well the molecules can be detected 

by a chemical ionization mass spectrometer (CIMS). The collision rates and ligand 

exchange rates affect how efficiently the sample molecules are charged in the ion-

molecule reaction (IMR) region of the instrument where the reagent ions and the 
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sample molecules are mixed together. The chemical reactions, such as deproto-

nation, occurring in the IMR region do not affect the overall chemical ionization 

efficiency, as both the clusters and the products of the reactions can be detected 

by the instrument. However, analysing a spectrum with both clusters and deproto-

nated sample molecules is more complicated than analysing a spectrum of only 

clusters, which may lead to errors in the analysis. 

In the ion optics of the instrument, the pressure decreases and the speed of 

the ions and clusters increases. In this region, some of the ion-molecule clusters 

can be fragmented due to high velocity collisions. The clusters can also dissociate 

in the IMR region if the cluster formation is very exothermic and the collisional 

stabilization of the cluster is not efficient enough. The cluster can fragment back to 

the original sample molecule and reagent ion, or other products depending on the 

how energetic the collisions are. If the cluster fragments back into the neutral sam-

ple molecule and the reagent ion, the information of the sample molecule is lost, 

as only the reagent ion is detected by the instrument. Other fragmentation products 

can still be detected by the instrument, as long as the charge remains with the 

sample molecule. The most probable fragmentation pathway is the one with the 

most stable (energetically favourable) products. 

The reagent ion for measurements is selected based on the target mole-

cules that the user wants to detect. The NO3– anion is highly selective toward highly 

oxidized molecules as HNO3(NO3–) clusters are more stable than the ion-molecule 

clusters of less oxidized sample molecules. For measuring only acidic compounds, 

CH3C(O)O– is a good option, as it is able to deprotonate molecules that have higher 

gas-phase acidities than acetic acid (CH3C(O)OH). For measuring only deproto-

nation products, the ion-molecule clusters can be dissociated using a collisional 

dissociation chamber (CDC) after the IMR region,68 which leads to deprotonation 

of acids, and fragmentation into reactants for any other clusters. 

If the sensitivity of the CIMS instrument toward a specific molecule is known, 

the instrument can be used to measure concentrations of the compound accurately. 

The sensitivity of a compound can be measured for different reagent ions if the 

pure compound is available. The calibration of the instrument in measurements of 

sample molecules that cannot be synthesized (like most autoxidation products) 

has challenges, since the sensitivities of the molecules are unknown. In these 
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cases, the sensitivities need to be estimated and, therefore, the analysis of the 

measurements is less reliable. In NO3– measurements, for instance, the instrument 

is often calibrated using H2SO4, with the assumption that H2SO4 can be detected 

at the maximum sensitivity. A calibration factor is then calculated for H2SO4, and 

the same factor is used to calculate an upper limit estimate for the concentrations 

of other sample molecules. 

The detection efficiencies of different reagent ions have been studied mainly 

in laboratory experiments in order to find a reagent ion or measurement technique 

that is able to measure accurate concentrations of trace gases from the ambient 

air. Currently, experiments on highly oxidized closed-shell products and RO2 inter-

mediates of atmospherically relevant alkenes have shown that CH3C(O)O– has 

higher detection efficiency than NO3–, and that lactate (CH3CH(OH)C(O)O–) and 

pyruvate (CH3C(O)C(O)O–) have detection efficiencies close to, or lower than, 

CH3C(O)O–.69-71 

1.3 Objectives of the thesis 

The main objectives of this thesis are to: 

 Use computational chemistry to explain the differences in detection efficien-

cies of NO3– and CH3C(O)O– in the chemical ionization measurements of 

highly oxygenated RO2 intermediates and closed-shell products of cyclohex-

ene ozonolysis. 

 Computationally compare different reagent ions that have not been compared 

experimentally. This can help in analysing experimental results and selecting 

reagent ions for detecting oxidized organic molecules. 

 Investigate a unimolecular HO2 loss reaction that has been proposed for au-

toxidation reactions based on observed elemental compositions. A concerted 

HO2 loss reaction is known to occur in smaller molecules under atmospheric 

conditions but has not been reported for larger, atmospherically relevant mol-

ecules.  
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2 THEORETICAL BACKGROUND 

2.1 Quantum chemistry 

In quantum chemistry, the properties of molecules can be calculated from the wave 

function ( ) of the system (atom/molecule/group of molecules) by solving the time-

dependent Schrödinger equation: 

 
 (3) 

where  is the Hamiltonian operator of the system and  is time. The Hamiltonian 

operator includes terms for both the kinetic energy ( ) and the potential energy ( ): 

  (4) 

The kinetic energy operator is a sum of the kinetic operators of all particles, i.e.,  

and  for nuclei and electrons, respectively. The potential energy operator in-

cludes all interactions between all particles ( ,  and ). Assuming that the 

potential energy operator is time-independent, the whole Hamiltonian becomes 

time-independent. This way the time and space variables of the wave function can 

be separated. The time dependence can be written as a phase factor that is mul-

tiplying the spatial wave function. The phase factor is neglected to obtain the time-

independent Schrödinger equation: 

  (5) 

where  is the energy of the system in the ground state. 

To solve the Schrödinger equation, some approximations are needed. 

These approximations lead to inaccuracies in the results, but solving the Schrö-

dinger equation without any approximations is impossible for a system containing 

multiple nuclei and electrons. The motion of the nuclei and electrons can be sep-

arated using the Born-Oppenheimer approximation. From the point of view of the 

electrons, the nuclei are stationary, since the electrons are much lighter and faster 

than the nuclei. This enables solving the electronic and the nuclear wave function 

of the system separately: 

  (6) 
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2.1.1 Basis sets 

In quantum chemical methods, the wave function of the system is formed 

from non-interacting one-electron wave functions. Each one-electron wave func-

tion (i.e., molecular orbital, ) can be written as a linear combination of basis func-

tions ( ): 

  (7) 

where the coefficients  are solved in the calculation. There are two different types 

of basis functions: Slater type orbitals (STOs) and Gaussian type orbitals (GTOs). 

The STOs are of the same mathematical form as the orbitals of the hydrogen atom: 

 , (8) 

where  is a normalization constant,  are spherical harmonic functions de-

pending on the angular momentum quantum numbers  and ,  is the principle 

quantum number,  is an exponent controlling the width of the orbital and ,  and 

 are the polar coordinates. The GTOs are approximations of the orbitals of the 

hydrogen atom: 

  (9) 

The most commonly used basis functions of the two are GTOs, due to the difficul-

ties in the STO calculations when the number of basis functions increases. In ad-

dition, GTOs can be used to approximate STOs by creating contracted basis func-

tions, which are linear combinations of GTOs. 

A basis set defines how many basis functions are used to describe each 

atomic or molecular orbital in the wave function of the system. The minimum basis 

set includes the smallest number of basis functions needed to describe the system, 

and more basis functions can be added to increase the accuracy of the computa-

tions. The minimum basis set for the hydrogen atom includes only one basis func-

tion for the s-orbital. In addition to the s-functions, the minimum basis set of the 

first row elements includes a set of functions for the p-orbitals. The first improve-

ment to the minimum basis set is to multiply the number of basis functions. For 

instance, in a Double Zeta (DZ) basis set the number of basis functions has been 

doubled from the minimum basis set. However, it is generally useful to multiply 
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only the basis functions describing the valence orbitals, and not the core orbitals. 

This leads to the use of split valence basis sets, e.g. VDZ. 

Additional basis functions are needed to describe the bonding in molecules. 

To describe covalent bonds, basis functions corresponding to one quantum num-

ber higher angular momentum than the valence orbitals of all atoms are added to 

the basis set. These polarization function are denoted with p or P in the basis set 

name. In addition, diffuse functions are needed to describe hydrogen bonds and 

anions. Using diffuse functions, the part of the atomic orbital that is farther from the 

nucleus is described by using small exponents ( ) in the basis function. In the basis 

set names, diffuse functions are denoted with + or aug. In theory, the increase in 

the basis set size (i.e., going from DZ to Triple Zeta (TZ) or higher (QZ, 5Z, 6Z…), 

or the addition of polarization and diffuse functions) should lead to more accurate 

calculations. 

2.1.2 Quantum chemical calculation methods 

There are two main groups of quantum chemical calculation methods that 

can be used for solving the Schrödinger equation: wave function -based methods 

and density functional theory (DFT) methods. In DFT methods, the non-interacting 

one-electron wave functions are used to form the electron density of the system, 

which in turn determines the energy of the system in the ground electronic state. 

The Schrödinger equation is then solved using the Kohn-Sham (KS-DFT) equa-

tions: 

 , (10) 

where the kinetic energy functional ( ), the classical coulombic attraction between 

the nuclei and electrons ( ) and repulsion between electrons ( ), and the ex-

change-correlation functional ( ) are all functionals of the electron density. The 

exchange-correlation functional yields the exchange and correlation energies. To 

fulfil the Pauli Exclusion Principle, the total wave function of the system has to be 

antisymmetric. In DFT methods, the exchange energy is a correction to the classi-

cal Coulomb interaction between the electrons ( ) to account for the antisym-

metry. The correlation energy is needed to account for the fact that the motion of 

the electrons is correlated. The exchange-correlation term is thus a correction to 
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approximations made in the kinetic and potential energies. With the true exchange-

correlation functional the total electronic energy would be exact. Unfortunately,  

is unknown, which means that the correlated and non-correlated energies cannot 

be calculated separately. 

In wave function methods, the one-electron wave functions are combined to 

form a Slater determinant. The Schrödinger equation is then solved using the Har-

tree-Fock (HF) method. Since a Slater determinant is always antisymmetric, the 

HF method includes the exact exchange energy and it does not need to be in-

cluded separately. In the HF method, the electron-electron repulsion is included as 

a mean field, which is the average effect of all other electrons on the electron. The 

equations are solved iteratively by minimizing the energy of the system since, ac-

cording to the variational principle, the energy calculated using the HF method is 

always higher than the actual energy of the system. 

The HF method excludes electron correlation, which means that it is unable 

to find the exact energy of the system. In post-HF methods, the electron correlation 

is calculated separately as a correction to the HF electronic energy. Post-HF meth-

ods include Configuration Interaction (CI), Coupled Cluster (CC) and Many-Body 

Perturbation Theory (MBPT) methods. In the CI methods, the wave function is 

constructed as a sum of the HF Slater determinant and determinants that describe 

excited states relative to the HF Slater determinant. Like the HF method, the CI 

methods can be solved variationally. In the CC methods, the HF wave function is 

multiplied with the exponential cluster excitation operator. The CC wave function 

can also be solved variationally but the calculation is possible only for small sys-

tems.72 That is why the CC methods are generally not variational. In the MBPT 

methods, the electron correlation is calculated using an additional perturbation part 

in the Hamiltonian operator. The most commonly used perturbation theory method 

is the Møller-Plesset (MP) perturbation theory. Instead of excitations, MBPT meth-

ods use different orders of perturbation to correct the uncorrelated energy. The 

zeroth order solution is equal to the unperturbed solution. Since the MBPT meth-

ods are not variational, the increase in the order of the theory does not necessarily 

lead to more accurate results. 

The commonly used highly accurate post-HF method is the canonical cou-

pled cluster method, CCSD(T), where the electron correlation is calculated using 
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single and double excitations and perturbative treatment of triple excitations. This 

method is feasible only for small systems (<400 basis functions73 when the system 

has no symmetry) due to the 7 (where  is the size of the system defined by the 

number of basis functions) scaling of the calculation time. Compared to standard 

canonical coupled cluster methods, the F12 coupled cluster methods have an im-

proved basis set convergence74 due to additional inter-electronic distances in-

cluded in the methods. Therefore, smaller basis sets are needed to achieve the 

same accuracies as in the standard CC methods. In addition, a recent develop-

ment in local correlation methods, a domain-based local pair natural orbital ap-

proximation (DLPNO75), has a near-linear scaling making it suitable for even large 

systems. The DLPNO method is a combination of pair natural orbitals (PNOs) and 

projected atomic orbitals (PAOs) to create a more accurate and faster computa-

tional method.76 Unlike in the canonical coupled cluster methods, the DLPNO cou-

pled cluster methods calculate the excitations locally. The DLPNO-CCSD(T) 

method is able to recover more than 99.6 % of the correlation energy of the ca-

nonical CCSD(T).75 

2.1.3 Thermodynamical properties 

In a simple model, thermodynamic properties of a system can be calculated 

using the partition functions ( ) of the electronic, translational, vibrational and ro-

tational degrees of freedom. The total partition function ( ) is the product of these 

four factors. The enthalpy ( ) and entropy ( ) of each factor can be calculated 

using the partition function of the factor using Equations (11) and (12), respectively. 

 
 (11) 

 
 (12) 

Here  is the partition function of either translational, vibrational, electronic or ro-

tational degree of freedom,  is the Boltzmann constant,  is the temperature and 

 is the volume. The total enthalpy ( ) and entropy ( ) of the system are the sums 

of the contributions of each four factors. Gibbs free energies ( ) can be calculated 

approximately from the entropy and enthalpy of the system: 
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  (13) 

The zero-point corrected energy (potential energy) can be calculated as a sum of 

the electronic energy and the zero-point energy correction ( ), which is calcu-

lated from the sum of all vibrational frequencies  of the system: 

  (14) 

where  is the Planck constant. 

Vibrational frequencies are generally calculated using the rigid rotor har-

monic oscillator (RRHO) approximation, which assumes that all rotational modes 

are rigid and all vibrational modes of the system are harmonic. In addition, ideal 

gas is assumed when computing the translational partition function. However, the 

RRHO approximation is not always appropriate for all vibrational degrees of free-

dom of larger molecules and especially for hydrogen bonded clusters. Since the 

formation energies are calculated as the difference between the cluster and the 

free molecule, the error from the anharmonic vibrations of the separate molecules 

is cancelled out. However, the error from the anharmonic vibrations of the cluster 

remains. 

 

In this thesis, the Gibbs free energies and zero-point corrected energies 

were calculated using a DFT functional, ωB97xD,77 and the aug-cc-pVTZ78 basis 

set for the geometry optimization and harmonic frequency calculations. The 

ωB97xD functional is a long-range corrected hybrid density functional that includes 

empirical atom-atom dispersion corrections. The basis set is a correlation-con-

sistent (cc), Valence Triple Zeta basis set with diffuse functions (aug) on heavy 

atoms (non-hydrogen atoms) and a set of polarization functions (p). The cc basis 

sets are especially designed to recover the correlation energy of the valence elec-

trons in post-HF methods. In addition, a lower level method, B3LYP/6-31+G*, was 

used for single-point energy calculations and geometry optimizations in the con-

former sampling. The B3LYP (Becke, three-parameter, Lee-Yang-Parr) functional 

is commonly used. It includes the Becke-3-parameter exchange functional and 

Lee-Yang-Parr correlation functional.79-81 The symbol 6-31+G* denotes for a split 

valence basis set, which includes one contracted basis function (with six GTOs) 

for the core orbitals, and two contracted basis functions (with three and one GTOs) 
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for the valence orbitals. The basis set also has one set of diffuse functions (+) and 

a set of polarization functions for all non-hydrogen atoms (*). 

Two different post-HF wave function-based methods were used to calculate 

the electronic energies. The DLPNO-CCSD(T)75,76 method with def2-QZVPP82,83 

basis set (which is an Ahlrichs type basis set) was used to calculate the single-

point energies of closed-shell molecules and clusters, and as the DLPNO method 

was at the time not available for open-shell molecules, the electronic energies of 

radicals were calculated with the CCSD(T)-F1284 method using the VDZ-F1285-87 

basis set. The difference between the VDZ-F12 basis set and the complete basis 

set limit has been found to be on average 0.42 kJ/mol when calculating the elec-

tronic formation energies of hydrogen bonding complexes.88 Comparing the chem-

ical ionization reaction energies in Article III, we found on average 0.55 kJ/mol 

difference between the CCSD(T)-F12/VDZ-F12 and the DLPNO-CCSD(T)/def2-

QZVPP levels of theory. 

2.2 Conformer sampling 

Large and flexible molecules have multiple conformers (local minima on the poten-

tial energy surface). Figure 4 shows, as an example, six different conformers of 

lactic acid (CH3CH(OH)C(O)OH). These conformers have the same chemical 

structure but different 3-D structures (i.e., the combination of the dihedral angles 

in each conformer is different). This means that the molecule is able to convert to 

different conformers without breaking or forming covalent bonds. However, the in-

tramolecular interactions, including hydrogen bonding, in the conformers may be 

different, which can lead to large energy differences between the conformers. 
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Figure 4 – Six different conformers of lactic acid. Color coding: grey = C, red = O, white =
H.

Selecting an arbitrary conformer can lead to significant errors as the energy

differences between different conformers can vary by several kJ/mol. In calcula-

tions, it is possible to use either only the lowest energy conformer, or a set of low

energy conformers. For both of these options, all possible conformers need to be

investigated to obtain the conformers with the lowest energies. Finding the lowest

energy conformer of the molecule is important especially in reaction rate calcula-

tions, where even small errors in the energy barriers may lead to large errors in

the reaction rate coefficients. The most accurate result can be achieved by using

all possible conformers in the calculations. However, based on the Boltzmann dis-

tribution, in equilibrium conditions the majority of the individual molecules are in

the low-lying energy conformations. In Article VII we found that it is possible to

obtain accurate results using a limited number of low-energy conformers.

Lactic acid has four non-terminal bonds, i.e., four torsional angles. Rotating

around the bonds changes the energy of the molecule. Generally the one-dimen-

sional energy surfaces of organic molecules, along one dihedral angle, have 1-3

local minima. For example, rotating the hydroxy group of lactic acid has a different

number of local minima depending on whether the hydroxy group is able to form

an intramolecular hydrogen bond to an oxygen atom of the carboxylic acid group

(-C(O)OH) or not. Figure 5 shows two different one-dimensional energy surfaces
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of the rotation of the same hydroxy group in lactic acid. In the top panel, the hydro-

gen of the carboxylic acid group is pointing toward the rotating hydroxy group, and

in the bottom panel the hydroxy group is able to form a hydrogen bond with the

acid group.

All conformers (local minima on the energy surface) can be found by scan-

ning the -dimensional energy surface where  is the number of torsional angles.

Depending on the grid size of the scan and the calculation method, these types of

calculations are generally computationally too demanding for larger molecules with

multiple torsional angles. In the conformer search algorithm of the Spartan ’14 pro-

gram,89 the torsional angles are changed in steps so that all combination of the

different torsional angles are checked systematically. The default step size in Spar-

tan ’14 is 120 degrees, making the energy surface sparse. However, uncon-

strained optimization of all the points on this energy surface gives an extensive set

of conformers.
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Figure 5 - One-dimensional potential energy surfaces of the hydroxy group torsion in lactic
acid with two different orientations of the carboxylic acid group. The molecular structures
shown represent the global minima along the 1-D energy surfaces. Color coding: grey = C,
red = O, white = H.
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High-level optimizations of all unique local minimum conformers would use

a lot of computational time, which has led to the development and use of different

computational methods aimed at reliably finding the lowest energy conformer with

the least amount of used computer time. In many studies,39,41,90 the initial conform-

ers are generated using a cheap and less accurate computational method, which

is able to produce geometries that are reasonably close to the actual minima. The

obtained conformers can then be optimized using a DFT method, which are often

reliable for calculating relative energies between different conformers of the same

molecule.

The conformer sampling method that was used in Articles I-IV was devel-

oped for finding the lowest-energy conformers for reaction rate calculations in the

autoxidation of cyclohexene.39 All conformers were generated using the systematic

conformer search and MMFF force fields91-95 in the Spartan ’14 program. In force

field methods, the electronic energy of the system is solved using a parametric

function of the atom coordinates. The electrons are not considered in the calcula-

tion. Instead, the interaction between the atoms of the system are described

through bonded and non-bonded interactions, and the parameters in the electronic

energy calculation are fit to experimental or higher level computational reference

data. Unfortunately, the MMFF force field is not parametrized for radicals. In cases

where the molecule is a radical, the charge of the radical centre needs to be

changed to neutral to prevent artificially strong hydrogen bonding between the rad-

ical centre and hydrogen bond donating groups of the molecule. Different con-

former sampling methods for RO2 radicals were tested in Article VII, and we found

that the conformer sampling of RO2 radicals finds most of the low-energy conform-

ers if the type of the radical centre oxygen is set as a C-O-C type oxygen.

The single-point electronic energies of all conformers were calculated at the

B3LYP/6-31+G* level of theory and all conformers within 20.9 kJ/mol (5 kcal/mol)

of the lowest-energy conformer were optimized at the same level. Conformers

within 8.4 kJ/mol (2 kcal/mol) were then optimized at a higher level of theory using

the B97xD functional and aug-cc-pVTZ basis set. The final electronic energy was

calculated only for the lowest energy conformer either at the DLPNO-

CCSD(T)/def2-QZVPP (closed-shell) or CCSD(T)-F12/VDZ-F12 (radicals) level of

theory.
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Figure 6 shows an example of how the number of conformers was reduced

before every step of the increasingly more expensive calculations. The calculations

started with finding all conformers by using a systematic search algorithm imple-

mented in Spartan ‘14. The red squares in Figure 6 show the electronic energy of

each conformer after a single-point energy calculation at the B3LYP/6-31+G* level

of theory. The conformers are ordered based of their original MMFF energies from

the conformer search. The blue circles and black triangles are the electronic ener-

gies after a B3LYP/6-31+G* and B97xD/aug-cc-pVTZ geometry optimization, re-

spectively. In this example, the number of conformers is only 26, so the high-level

calculations could have been done to all conformers. With larger molecules and

clusters, the number of conformers is larger, and the cut-offs are more important

to conserve computer time.
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Figure 6 – An example of the conformer energies after each calculation step. The conform-
ers under the cut-off lines were kept for the next calculations. The conformers are ordered
based on their MMFF electronic energies. This molecule is one of the sample molecules of
Article III, ((2R,3S)-oxirane-2,3-diyl)dimethanol.
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2.2.1 Hydrogen bonded complexes 

In ion-molecule clusters, a neutral molecule and an ion are bound by at least one 

hydrogen bond. If the ion is negatively charged, the hydrogen bond acceptor is a 

negatively charged atom in the anion, for instance, an oxygen or a halogen atom. 

The hydrogen bond donating groups in the neutral molecule can be a hydrogen 

atom of, for instance, a hydroxy, a hydroperoxy, a carboxylic acid, or a peroxy acid 

group. With positively charged ions, the cation acts as a hydrogen bond donor and 

the hydrogen bond acceptors are electronegative atoms of the neutral molecule. 

The force field used for conformer sampling in Spartan ’14, MMFF, can rec-

ognize an attractive interaction between hydrogen bond donors and acceptors in 

the ion-molecule clusters, especially when the hydrogen bond donating groups are 

hydroxy or hydroperoxy groups. Performing a systematic conformer sampling sim-

ilar to the one for free molecules but with an additional reagent ion binding with the 

neutral molecule in the initial structure, gives a reasonable set of cluster conform-

ers. There are, however, two reagent ions that were used in this work, where the 

MMFF force field does not work ideally: CF3O– and I–. The fluorine atoms in the 

CF3O– ion tend to form hydrogen bonds to the neutral sample molecule. The rela-

tive energies of the higher level DFT calculations indicate that these bonds are 

weaker than the hydrogen bonds between the oxygen atom of CF3O– and the hy-

drogen bond donating groups of the sample molecule, as none of the low energy 

clusters contain hydrogen bonding of the fluorine atoms. In addition, the MMFF 

force field is not parametrized for iodine. Therefore, the conformer sampling with 

I– is unable to find any cluster conformers. Replacing I– with Br– in the conformer 

sampling produces cluster geometries similar to the ones I– would form. The Br– 

cluster conformers were thus used to find the lowest energy I– cluster. 

The hydrogen bonding clusters are less flexible than the free molecules, 

especially in cases where there are two hydrogen bonding functional groups at 

different ends of a carbon chain that can form bonds to the reagent ion. This leads 

to larger, even > 5 kJ/mol, energy differences between the two lowest-energy con-

formers. If the lowest energy cluster conformer is not found, the error is larger than 

if the lowest energy conformer of the free molecule is missed. 
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2.3 Clustering simulations 

In Article I, the chemical ionization in the IMR region of a CIMS instrument was 

modelled using the Atmospheric Cluster Dynamics Code (ACDC96). The program 

models the formation ( , arrows pointing towards right in Figure 7) and evaporation 

( , arrows pointing towards left in Figure 7) of ion-molecule clusters using param-

eters from quantum chemistry. The time evolution ( ) of the concentration ( ) of 

a cluster  is calculated using the birth-death equations: 

  

(15) 

In a CIMS instrument, the source term  represents the initial concentrations of 

the molecules and the constant production of the ion, and the loss term  can 

include wall-losses and coagulation. 

 

Figure 7 – Collisions and evaporations between a neutral sample molecule (RH), NO3
– and 

HNO3, modelled in ACDC. 

The ACDC program uses kinetic gas theory to calculate the collision rates 

( ) between neutral molecules and clusters using the masses ( ) and volumes ( , 

computed using the Gaussian 09 program97) of the molecules and clusters: 

 
 (16) 

For the ion-neutral collisions, the Langevin collision rate: 
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 (17) 

is used to calculate the final collision rates using the parametrization proposed by 

Su and Chesnavich:98 

 

 (18) 

In Equation (17),  is the charge of the ion,  is the reduced mass of the col-

liding molecules/clusters,  is the polarizability of the neutral molecule and  is 

the vacuum permittivity, and in Equation (18) 

  (19) 

where  is the dipole moment of the neutral molecule. In the simulation, all colli-

sions are assumed to lead to cluster formation without an energy barrier, and the 

formed cluster is assumed to be collisionally stabilized by collisions with the bath 

gas. 

The evaporation rates in the simulation are calculated using the detailed 

balance and assuming that the evaporation does not depend on the composition 

or pressure of the surrounding vapour. The evaporation rate of a cluster  into 

clusters  and  is calculated using the collision rate  and the formation free en-

ergies ( ) of clusters ,  and . 

 
 (20) 

where  is the pressure. 

The free energy of the HNO3 – NO3– – sample molecule cluster in square 

brackets in Figure 7 was calculated only for one sample molecule in Article I, the 

C6H8O7 product from cyclohexene ozonolysis. In the simulation, the concentration 

of the cluster was low, so the equivalent clusters of the other sample molecules 

were not included in the model. Instead, if a sample molecule collides with a rea-

gent ion cluster (in this case an HNO3(NO3–) cluster) the probabilities of each evap-

oration pathway were calculated from the formation free energies of the reagent 

ion cluster and the ion-molecule cluster. 
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In the ACDC simulation in Article I, the reagent ion distribution was first 

generated by mixing a constant number concentration of NO3– with HNO3. The 

formed reagent ions can contain either zero, one or two neutral HNO3 molecules. 

After the reagent ion distribution was created, a second simulation mixed the neg-

atively charged reagent ions and clusters with the neutral sample molecules to 

simulate the charging of the sample molecules in the IMR region of the instrument. 

In the instrument, the reagent ions are introduced to the sample flow in the IMR 

region using an electric field, but due to diffusion and turbulent air flow, a fraction 

of the neutral HNO3 is mixed to the sample reagent flow. This makes it difficult to 

estimate the HNO3 concentration in the mixture. For this reason, we tested adding 

different concentrations of HNO3 to the second part of the simulation. In addition, 

two different HNO3 concentrations in the first part of the simulation were tested to 

see the effect of different types of reagent ion distributions on the ionization. 

2.4 Reaction rate coefficients 

Reaction rate coefficients ( ) of unimolecular reactions are commonly cal-

culated using various forms of transition state theory (TST). The simple form of 

TST includes one reactant and one transition state: 

 
 (21) 

where  is a tunnelling factor. The potential energy barrier between the reactant 

and the product ( ) and the partition functions of the reactant and transition 

state (  and  respectively) can be calculated with quantum chemical meth-

ods. Here, it is important to have an accurate potential energy barrier because 

even small errors in the exponent lead to large errors in the reaction rate. The 

tunnelling factor is commonly calculated using one dimensional factors, such as 

the Wigner correction or Eckart99 tunnelling correction. In small systems, tunnelling 

can be included by using, for instance, the harmonic quantum transition state the-

ory (HQTST100), where the instanton theory is used to calculate the reaction rate 

and the tunnelling factor can be calculated from the difference between the TST 

and HQTST reaction rates. Other reaction rate calculation methods include, for 
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instance, variational TST101 and long-range TST.102 These can be used in bimo-

lecular reaction rate calculations especially when the reaction has no clear transi-

tion state. 

There are different ways of selecting the conformers that are used in a TST 

calculation. It has been recently shown in Article VII, using an H-shift reaction of 

a small model system, that employing the most accurate calculations available and 

including all of the low energy conformers until a certain limit, will give the slowest 

reaction rate compared to using calculations at a lower level of theory and using 

only one set of conformers in the calculations. This observation will help in ruling 

out the slowest reaction rates, for instance, in the atmospheric oxidation of VOCs. 

If a reaction rate calculated using only the lowest energy conformers of the reactant 

and transition state is too low to play a role in the atmosphere, it is likely too low 

also after multiple conformers are added to the calculation. 

In Article IV, the reaction rate coefficients of the unimolecular HO2 loss re-

action, proposed to terminate the autoxidation reaction chain, were calculated un-

der atmospheric conditions using TST. As the O2 addition reaction to alkyl radicals 

(forming the reactant of the studied reaction) is generally exothermic, we also 

tested the effect of excess energy to the reaction by using the Master Equation 

Solver for Multi-Energy well Reactions (MESMER103) program. The MESMER pro-

gram calculates the reaction rate coefficients using the Rice-Ramsperger-Kassel-

Marcus (RRKM) theory, which is a more appropriate approach than TST in cases 

where the intermediate species are not collisionally stabilized. The program can 

take into account the excess energy in multi-well reactions, which is not possible 

using TST. As input, MESMER uses the vibrational frequencies and energies cal-

culated using quantum chemistry. Additional collision parameters, such as Len-

nard-Jones parameters, are used to simulate the collisional stabilization. 
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3 RESULTS 

3.1 Lowest free energy cluster conformers 

In anion chemical ionization, the reagent ion forms one or more hydrogen bonds 

to the hydrogen bond donating functional groups of the neutral sample molecule. 

Commonly in oxidized organic molecules, the hydrogen bond donating groups are 

the hydrogens of hydroxy, hydroperoxy groups, or carboxylic or peroxy acid groups. 

The most stable ion-molecule clusters have one or two hydrogen bond donating 

groups binding with the reagent ion, even if the sample molecule contains more 

than two hydrogen bond donating functional groups. This has been seen in calcu-

lations on NO3–, CH3C(O)O–, CH3CH(OH)C(O)O–, trifluoroacetate (CF3C(O)O–), 

trifluoromethanolate (CF3O–), bromide (Br–) and iodide (I–) clusters in Articles I-III. 
The additional functional groups increase the stability of the cluster by polarizing 

the functional groups that are binding with the ion. In some instances, the reagent 

ion also has two or more hydrogen bonding functional groups, such as NO3–, 

CH3C(O)O– and CH3CH(OH)C(O)O–. In these reagent ions, the charge is divided 

between two oxygen atoms. Generally, the cluster conformer is more stable if both 

of those atoms are binding with one of the hydrogen bond donating groups of the 

sample molecule. 

In Articles II and III, we found that the lowest free energy ion-molecule clus-

ter conformers are, for most sample molecules, the same with all of the reagent 

anions. This information can be used in the conformer sampling if clusters with 

different reagent ions are computed simultaneously. Figure 8 illustrates the simi-

larity of the sample molecule geometries clustered with a) CH3C(O)O–, b) NO3–, c) 

I– and d) CF3O–. 
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a) b) c) d)

Figure 8 – The lowest free energy conformers of C4H8O5 clustered with a) CH3C(O)O–, b)
NO3

–, c) I–,  and CF3O–. Color coding: grey = C, red = O, white = H, blue = N, purple = I,
green = F.

3.2 Formation free energies

The formation free energies of NO3– and CH3C(O)O– clusters have been calculated

for several sample molecules that contain two or more hydrogen bond donating

functional groups and varying number of oxygen atoms:

 OH-initiated oxidation products of butadiene (as a surrogate for isoprene) con-

taining between two and six oxygen atoms (from Article III) and one OH-

initiated oxidation product of isoprene (isoprene epoxydiol, IEPOX). The hy-

drogen bonding functional groups in these compounds are hydroxy and hy-

droperoxy groups.

 RO2 radical intermediates and closed-shell products of O3-initiated autoxida-

tion of cyclohexene (from Articles I and II) that contain carbonyl, hydroperoxy

and peroxy acid groups.

 Model RO2 radical compounds (from Article V) that contain a peroxy acid

group and either a hydroxy or a hydroperoxy group.

The formation free energies of the NO3– and CH3C(O)O– clusters have been

plotted in Figure 9. The energies were calculated at the B97xD/aug-cc-pVTZ

level of theory. The formation free energies of the ion-molecule clusters generally

decrease, i.e., the stability of the cluster increases, when the number of oxygen

atoms in the sample molecule increases.
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Figure 9 - Formation free energies of NO3
– and CH3C(O)O– clusters from three different

studies, calculated at the B97xD/aug-cc-pVTZ level of theory.

The closed-shell products of the OH-initiated oxidation of butadiene show a

linear correlation between the number of oxygen atoms in the sample molecule

and the formation free energy of the cluster. The other sample molecule types each

only have one or two points, which makes it impossible to determine the correlation

between the number of oxygen atoms and the formation free energy. The closed-

shell products of cyclohexene ozonolysis could possibly have the same slope, but

a different intercept, compared to the OH oxidation products. The strong intramo-

lecular hydrogen bonding of the peroxy acid groups might lead to higher formation

free energies than the OH oxidation products that do not contain acid groups. It is

also likely that the formation free energy converges toward some limiting energy

value as more oxygen atoms are added to the sample molecule.

It is noticed that the formation free energy does not significantly change go-

ing from 7 and 9 oxygen atom closed-shell products to 8 and 10 oxygen atom RO2

radical intermediates of cyclohexene oxidation, respectively. Presumably the radi-

cal oxygen atom in the peroxy radical group is unable to polarize the sample mol-

ecule as effectively as non-radical oxygen atoms, since in all other cases in Figure

9 the addition of an oxygen atom would decrease the formation free energy of the

cluster.
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3.3 Deprotonation

In some CIMS instruments, the sample molecules are ionized by proton transfer.

Especially CH3C(O)O– is often used as a reagent ion to deprotonate various sam-

ple molecules (RH). The deprotonation energy can be calculated as the energy of

the reaction:RH + CH C(O)O RH(CH C(O)O ) CH C(O)OH + R (22)

However, CH3C(O)O– is also able to form stable clusters with the sample mole-

cules. This cluster is on the reaction path of the deprotonation reaction, i.e., the

clustering needs to take place before deprotonation can occur. The deprotonation

reaction is thus a two-step process where the first step forms an intermediate clus-

ter and the second step fragments the cluster into the products, deprotonated sam-

ple molecule (R–) and CH3C(O)OH.

Figure 10 shows an example of the free energies of the reactants and the

products of deprotonation with CH3C(O)O– relative to the CH3C(O)O– clusters. The

sample molecules are OH-initiated oxidation products of butadiene with a different

number of oxygen atoms. On the left hand side in Figure 10, there are the free

energies of the reactants (the sample molecule and reagent ion) relative to the

cluster energy. On the right hand side, there are the energies of the deprotonation

products relative to the cluster.

In some CIMS instruments, the clusters are fragmented intentionally, for in-

stance, using a CDC, to detect only sample molecules that can be deprotonated

by CH3C(O)O–. The clusters can also fragment unintentionally due to voltage

changes and high energy collisions inside the mass spectrometer. If the formed

clusters are fragmented, Figure 10 can give an indication on how the cluster frag-

ments. The cluster is more likely to break apart towards the lower energy frag-

ments (reactants or products). For the more oxidized sample molecule in Figure

10 (C4H10O4, C4H8O5 and C4H10O6), the more probable fragmentation pathway is

deprotonation whereas for the least oxidized molecule (C4H8O3), fragmentation

back to the reactants is more favourable.
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Figure 10 – The free energies of the reactants (the neutral sample molecule and CH3C(O)O–

) on the left hand side and products (the deprotonated sample molecule and CH3C(O)OH)
on the right hand side, relative to the CH3C(O)O– cluster. The energies are calculated at the
DLPNO-CCSD(T)/def2-QZVPP// B97xD/aug-cc-pVTZ level of theory.

In CIMS measurements, the sample molecule discussed are still not neces-

sarily detected as deprotonation products. If the CIMS instruments does not have

a CDC, the energy difference between the cluster and the fragmentation products

also needs to be low enough for the stable cluster to fragment. Otherwise, only the

clusters are detected. Deprotonation energies were calculated in Article II and

Article III. Generally the energy difference between the CH3C(O)O– cluster and

the deprotonation products is smaller for the peroxy acid containing sample mole-

cules derived from an ozonolysis reaction than for the sample molecules that con-

tain hydroxy and hydroperoxy groups.

3.4 Fluoride transfer

Fluoride transfer reaction is common in measurements using CF3O– as a reagent

ion. Fluoride transfer products are mainly detected in chemical ionization of small
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sample molecules. In a fluoride transfer reaction, one of the fluorine atoms of the

CF3O– reagent ion is transferred to the sample molecule forming an F– cluster:RH + CF O RH(CF O ) CF O + RH(F ) (23)

Figure 11 show the energetics of the fluoride transfer similar to Figure 10 for

deprotonation with CH3C(O)O–.  The  CF3O– clusters are significantly less stable

than the CH3C(O)O– clusters of these sample molecules. Thus, the energy differ-

ence between the cluster and the fluoride transfer products (fluorinated sample

molecule and CF2O) is smaller. The fluoride transfer reaction would be favourable

for all of the four sample molecules in Figure 11.

RH+CF3O
- RH(CF3O-) CF2O + RH(F-)
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Figure 11 – The free energies of the reactants (neutral sample molecule and CF3O–) on the
left and products (fluorinated sample molecule and CF2O) on the right, relative to the CF3O–

cluster. The energies are calculated at the DLPNO-CCSD(T)/def2-QZVPP// B97xD/aug-
cc-pVTZ level of theory.

In Article III, the fluoride transfer reaction was calculated for the OH-initiated

oxidation products of butadiene. The more favourable fragmentation pathway of

the CF3O– clusters, for all of the calculated sample molecules, was found to be the

fluoride transfer, as opposed to the fragmentation back to the sample molecule

and reagent ion.
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3.5 Unimolecular HO2 loss 

The unimolecular HO2 loss reaction has been suggested to terminate the radical 

reaction chain in the autoxidation of VOCs in order to explain the formation of a 

closed-shell product that has an even number of oxygen atoms.39 The formation 

of products from the ozonolysis of endocyclic alkenes containing an odd number 

of oxygen atoms was explained by a unimolecular OH loss reaction. Both types of 

products were measured in laboratory experiments using an NO3– chemical ioni-

zation. A concerted HO2 loss reaction has been measured with small amines under 

atmospheric conditions,104 but not with hydrocarbons.105 

Figure 12 shows two different pathways for a unimolecular HO2 loss: a con-

certed (above) and a two-step (below) reaction. The concerted reaction contains 

one transition state (TS) where simultaneously the C-O and C-H bonds are broken 

and the O-H bond and the C-C double bond are formed. The two-step reaction 

includes one transition state for the H-shift reaction and another transition state for 

the breaking of the C-O bond. 

Figure 12 - The two mechanisms of a unimolecular HO2 loss reaction. 

The energetics of both reaction paths were calculated in Article IV for mol-

ecules where R1 and R2 are either a methyl group (-CH3) or a peroxy acid group. 

The energy barrier of the concerted HO2 loss is, for all four reactants, lower than 

the H-shift barrier in the two-step reaction pathway. Even with the lower potential 

energy barrier of the concerted HO2 loss mechanism, the reaction rate is too slow 
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compared to the rates of competing bimolecular reactions (with molecules such as 

HO2, NO2 and NO) under atmospheric conditions. 

Generally, reactions with high energy barriers are slow. In autoxidation re-

actions, the exothermic O2 addition reaction forms an intermediate RO2 radical that 

has excess energy. If the molecule is small enough, it can react further before the 

intermediate is collisionally stabilized. This means that even unimolecular reac-

tions with high energy barriers can be fast. However, larger organic molecules 

have so many vibrational modes that the formed molecule is likely collisionally sta-

bilized before it reacts further. Already simple methyl groups in the places of R1 

and R2 lead to complete collisional stabilization of the RO2 radical under atmos-

pheric pressures. This was seen in the MESMER simulations of the HO2 loss re-

actions in Article IV. Decreasing the pressure in the MESMER calculations 

showed that the total reaction shown in Figure 12 is much faster without collisional 

stabilization caused by collisions with the bath gas. In conditions where the inter-

mediate is almost completely collisionally stabilized, MESMER calculates reaction 

rate coefficients close to the TST rates. 
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4 SUMMARY AND CONCLUSIONS OF THE 
INDIVIDUAL RESEARCH ARTICLES 

4.1 Article I: Cluster stabilities with NO3– 

Closed-shell products of cyclohexene ozonolysis and autoxidation have been 

measured using NO3– chemical ionization. The CIMS instrument was able to detect 

highly oxidized products with 7-9 oxygen atoms.39 In Article I, we calculated the 

formation free energies of the ion-molecule clusters of these proposed chemical 

structures, and one less oxidized product with 5 oxygen atoms. These energies 

were then used in clustering simulations to model the chemical ionization pro-

cesses in the IMR region of a CIMS instrument. 

With the calculations, we were able to explain why the least oxidized autox-

idation product (with 5 oxygen atoms) was not detected in the experiments. In ad-

dition, we found that the formation free energy of the proposed structure for the 

product with 8 oxygen atoms is too high for the molecule to be detected efficiently. 

We concluded that the structure of the detected species likely differs from the one 

that was proposed by Rissanen et al.39 

4.2 Article II: Cluster stabilities with NO3– and CH3C(O)O– 

In a subsequent experimental study by Berndt et al.,69 the closed-shell products 

and RO2 intermediates of cyclohexene ozonolysis were measured using two dif-

ferent reagent ions: NO3– and CH3C(O)O–. The study indicated that CH3C(O)O– 

has a higher detection efficiency than NO3– when measuring less oxidized sample 

molecules, and that a significant fraction of some sample molecules is deproto-

nated by CH3C(O)O–. 

In Article II, we computed formation free energies of the NO3– and 

CH3C(O)O– clusters of the RO2 intermediates and closed-shell products (see Table 

1). The CH3C(O)O– clusters were found to be significantly more stable than the 

NO3– clusters. 
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Table 1 - Formation free energies and enthalpies of the NO3– and CH3C(O)O– clusters in 
kJ/mol (kcal/mol). The energies are calculated at the ωB97xD/aug-cc-pVTZ level of theory 
at 298.15 K and 1 atm reference pressure. 

  ΔG ΔH 

  NO3– CH3C(O)O– NO3– CH3C(O)O– 

C6H8O5 -71.42 -101.13 -123.64 -160.79 
(-17.07) (-24.17) (-29.55) (-38.43) 

C6H9O6 -77.78 -111.04 -128.62 -169.08 
(-18.59) (-26.54) (-30.74) (-40.41) 

C6H8O7 -96.73 -140.21 -146.77 -201.42 
(-23.12) (-33.51) (-35.08) (-48.14) 

C6H9O8 -98.28 -141.88 -149.83 -203.47 
(-23.49) (-33.91) (-35.81) (-48.63) 

C6H8O9 -114.89 -162.00 -163.39 -220.16 
(-27.46) (-38.72) (-39.05) (-52.62) 

C6H9O10 -113.34 -158.36 -166.65 -225.10 
(-27.09) (-37.85) (-39.83) (-53.80) 

 

In addition, we computed the energies of the deprotonated sample mole-

cules in order to explain computationally, why CH3C(O)O– is able to deprotonate 

some of the sample molecules and NO3– is not. The free energies of clustering, 

deprotonation, and other chemical ionization reactions of the C6H8O7 sample mol-

ecule are shown in Table 2, with additional cluster formation energies in the pres-

ence of hydrated reagent ions that were computed in Article III. 
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Table 2 – Reaction free energies of the C6H8O7 product from cyclohexene ozonolysis at 
298.15 K and 1 atm reference pressure, calculated at the DLPNO-CCSD(T)/def2-
QZVPP//ωB97xD/aug-cc-pVTZ level of theory. 

  kJ/mol kcal/mol 

  NO3
– CH3C(O)O– NO3

– CH3C(O)O– 

QH + Q– → QH(Q–) -89.78 -72.96 -21.46 -17.44 

RH + Q– → RH(Q–)  -100.03 -139.05 -23.91 -33.23 

RH + QH(Q–) → QH + RH(Q–) -10.25 -66.09 -2.45 -15.80 

RH(Q–) → QH + R– 105.02 53.85 25.10 12.87 

H2O + Q– → H2O(Q–) -31.01 -38.25 -7.41 -9.14 

H2O + QH(Q–) → QH + H2O(Q–) 58.77 34.70 14.05 8.29 

RH + H2O(Q–) → H2O + RH(Q–) -69.01 -100.79 -16.49 -24.09 

RH + (H2O)2(Q–) → 2H2O + RH(Q–) -52.54 -81.29 -12.56 -19.43 

RH + (H2O)3(Q–) → 3H2O + RH(Q–) -45.08 -60.25 -10.77 -14.40 

4.3 Article III: Chemical ionization with different reagent ions 

In Article III, we investigated chemical ionization more extensively using different 

reagent anions and a larger set of smaller sample molecules. A summary of the 

formation enthalpies of the ion-molecule clusters is given in Table 3. The effect of 

water on detection efficiencies was also investigated by calculating the stabilities 

of hydrated reagent ions and ion-molecule clusters. We found that the formation 

free energies of the ion-molecule clusters correlate with the number of oxygen at-

oms in the sample molecule, rather than the number of hydrogen bond donating 

functional groups in the molecule.  
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Table 3 - The formation enthalpies of the ion-molecule clusters of OH-initiated oxidation 
products of isoprene and different reagent anions, calculated at the DLPNO-CCSD(T)/def2-
QZVPP//ωB97xD/aug-cc-pVTZ level of theory. 

 NO3
– CH3C(O)O– CH3CH(OH) 

C(O)O– CF3C(O)O– CF3O– Br– I– 

 
-97.45 -125.48 -109.29 -97.91 -98.11 -96.90 -75.14 

(-23.29) (-29.99) (-26.12) (-23.40) (-23.45) (-23.16) (-17.96) 

 

-106.44 -137.90 -120.62 -111.13 -110.21 -110.08 -87.45 
(-25.44) (-32.96) (-28.83) (-26.56) (-26.34) (-26.31) (-20.90) 

 
-114.52 -144.60 -126.40 -114.68 -123.26 -122.72 -100.12 
(-27.37) (-34.56) (-30.21) (-27.41) (-29.46) (-29.33) (-23.93) 

 
-103.14 -134.10 -115.19 -103.30 -104.18 -107.32 -84.81 
(-24.65) (-32.05) (-27.53) (-24.69) (-24.90) (-25.65) (-20.27) 

 
-119.03 -142.76 -127.36 -116.27 -117.36 -116.40 -95.35 
(-28.45) (-34.12) (-30.44) (-27.79) (-28.05) (-27.82) (-22.79) 

 
-102.55 -137.74 -117.78 -106.61 -108.28 -108.74 -86.57 
(-24.51) (-32.92) (-28.15) (-25.48) (-25.88) (-25.99) (-20.69) 

 

-117.78 -155.48 -135.90 -122.76 -118.83 -122.51 -99.12 
(-28.15) (-37.16) (-32.48) (-29.34) (-28.40) (-29.28) (-23.69) 

 

-128.24 -165.73 -145.90 -132.97 -130.62 -133.22 -109.75 
(-30.65) (-39.61) (-34.87) (-31.78) (-31.22) (-31.84) (-26.23) 

 

-135.73 -176.90 -156.02 -142.88 -143.85 -143.68 -119.24 
(-32.44) (-42.28) (-37.29) (-34.15) (-34.38) (-34.34) (-28.50) 

 

-148.20 -193.97 -170.75 -156.36 -154.98 -158.24 -132.84 
(-35.42) (-46.36) (-40.81) (-37.37) (-37.04) (-37.82) (-31.75) 

 

4.4 Article IV: Concerted HO2 loss in autoxidation reactions 

Based on the results of Article I, we took a closer look at the unimolecular HO2 

loss reaction, proposed by Rissanen et al.,39 that forms a closed-shell product with 

an even number of oxygen atoms in the ozonolysis of cyclohexene. In Article IV, 

the reaction rate coefficients of two different unimolecular HO2 loss reaction mech-

anisms were calculated for four model compounds. We found that the HO2 loss 

reaction from hydrocarbons is slow under atmospheric conditions, even with the 

excess energy from the O2 addition reaction. This conclusion is in line with the 

result of Article I that the structure of the measured C6H8O8 molecule is likely not 

a product of unimolecular HO2 loss.  
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Computational tools: a review of the used software 

Spartan ’1489 is a quantum chemical program and was used for the (sys-

tematic) conformer sampling using the MMFF method and DFT calculations, both 

single-point and geometry optimization, using the B3LYP/6-31+G* level of theory. 

 

Gaussian 09, Revisions C.01 and D.0197 are program suites for electronic 

structure calculations. In this work, Gaussian 09 was used for density functional 

theory (DFT) calculations in all of the articles using the B3LYP/6-31+G* and 

ωB97xD/aug-cc-pVTZ levels of theory to optimize geometries and calculate the 

vibrational frequencies of all molecules and clusters. 

 

ORCA106 versions 3.0.1 and 3.0.3 were used to calculate the coupled clus-

ter single-point energies of the closed-shell species in Articles I, II and III using 

mainly the DLPNO-CCSD(T) /def2-QZVPP level of theory. 

 

Molpro versions 2012.1107,108 and 2015.1107,109 were used in this thesis to 

calculate the single-point energies at the ROHF-ROCCSD(T)-F12a/VDZ-F12 level 

of theory in Articles III and IV. 

 
Atmospheric Clustering Dynamics Code (ACDC96) is a program for calculat-

ing collision and evaporation rate coefficients and for simulating the clustering of 

molecules and ions in the gas-phase using these parameters. The program was 

used in Article I to simulate the chemical ionization of different sample molecule 

inside the CI-APi-TOF instrument. 

 

Master Equation Solver for Multi-Energy well Reactions (MESMER103) is a 

reaction kinetics program for calculating Bartis-Widom reaction rate coefficients for 

different types of unimolecular and bimolecular reactions. The program was used 

in Article II to test the collisional stabilization of the ion-molecule clusters in a 

chemical ionization measurements, and in Article IV to calculate the reaction rate 

coefficients of the unimolecular HO2 loss reactions.  
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