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Abstract

The next generation of mobile network (5G) has to face a completely new set of require-

ments coming from novel services. Applications like intelligent transportation systems, smart

manufacturing, virtual and augmented reality, eHealth services require massive machine type

communications, enhanced mobile broadband, ultra reliable low latency communication to be

supported by single infrastructure. Mobile network operators are in need of a flexible network

capable of supporting services with a wide set of different requirements over the same physical

resources, possibly at the same or at a lower cost than today.

Centralized radio access network (C-RAN) architecture is a promising solution to improve both

network flexibility and scalability. In C-RAN, baseband processing units (BBUs) are decoupled

from remote radio units (RRUs) at the antenna sites and are placed in one of few selected

locations, called BBU hotels. Thanks to the centralization, more efficient hardware can be em-

ployed, advanced radio interference management techniques can be implemented, cooling and

power supply units can be shared, and network maintenance is simplified. In addition to this,

the paradigms of software-defined networking (SDN) and network function virtualization (NFV)

allow to virtualize baseband functions on general purpose hardware and instantiate/move vir-

tual functions whenever and wherever needed, enhancing the network flexibility while lowering

costs. However, the centralization of BBUs requires high capacity and low latency links to

transport data. Given the strict requirements of these links, commonly referred to as fronthaul

links, dedicated fiber connections are usually required. This may be expensive and calls for

novel deployment strategies to contain the costs. The deployment of a C-RAN should also

consider survivability against failures. In fact, the failure of a BBU hotel can affect a large

number of RRUs, causing severe outages in the radio segment.

This Ph.D. thesis investigates the cost-efficient and resilient design of C-RAN. Minimization of

network equipment as well as reuse of already deployed infrastructure, either based on fiber or

copper cables, is investigated and shown to be effective to reduce the overall cost. Moreover, the

introduction of wireless devices (e.g., based on free space optic) in fronthaul links is included

in the proposed deployment strategies and shown to significantly lower capital expenditure.

The adoption of Ethernet-based fronthaul and the introduction of hybrid switches is pursued

to further decrease network cost by increasing optical resources usage. Finally, the problem of

single BBU hotel failure is addressed and included in the optimal deployment of BBU resources.
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Chapter 1

Introduction

The fifth generation of mobile networks (5G) is now becoming a reality. In the coming years, the

first 5G deployments will take place and will go on for many years after. 5G is expected to be

a key component of a connected society, enabling unlimited access and sharing of information

regardless of the place and time to either humans or machines. 5G will therefore not only be

about mobile connectivity for people but will also provide ubiquitous connectivity for any kind

of devices and users that may benefit from being connected [6].

So far, several use cases have been proposed in order to face challenges and explore the po-

tential of 5G [7],[8]. Autonomous vehicles and intelligent transportation systems are emerging

services posing strict latency and reliability issues. Emergency communications and eHealth

applications will also contribute to push the network towards a system with extremely high

reliability. Communications onboard of different high speed means of transport must be guar-

anteed, like in the case of high speed trains. Moreover, the deployment of massive low-cost,

low-range, and low-power devices, such as sensors and wearable devices, requires support for an

unprecedented number of devices at the same time. High speed coverage of special events, like

matches, concerts and festivals, as well as indoor ultra-high broadband access will be required,

since around 80% of the mobile data traffic is generated indoor [9].

From a radio perspective, novel technologies have been introduced to face the new challenges

for 5G. A massive number of antennas can be deployed to provide higher capacity to more

4



5

users simultaneously, thanks to a higher level of spectral efficiency. In addition, beamforming

techniques can be employed to further decrease interference in the network. Moreover, increas-

ing the number of base stations (BSs), the so-called BS densification, allows to increase the

frequency reuse, but advanced radio coordination schemes must be implemented to operate in

dense scenarios, where users suffer from severe co-channel interference [10].

In order to provide efficient coordination mechanisms, the concept of centralized radio access

network (C-RAN) has been proposed [11]. As opposed to the distributed case, where all the

processing functions are performed at the BS site, connected to the core network through the

packet based backhaul, in C-RAN baseband processing functions are decoupled from BS sites

and placed in centralized locations, called hotels. By doing this, ultra low latency connections

among BSs are provided, enabling tight coordination algorithms to be executed. In addition

to this, C-RAN allows also cost and energy savings, thanks to multiplexing gains and sharing

of cooling and power supply units [11]. However, C-RAN requires high capacity and low

latency connections to transport data from BS sites to baseband processing units, the so-called

fronthaul links. Due to its strict requirements, each fronthaul link usually requires a dedicated

fiber (or wavelength), resulting in high network resource inefficiency and cost. In addition to

this, centralizing the processing functions in one hotel makes the network vulnerable to failures.

In fact, the failure of a single hotel may cause severe service outages, calling for efficient and

reliable C-RAN design. On the one hand, several advantages can be achieved with centralized

architectures. On the other hand, the cost for providing fronthaul links may be very high if

not carefully planned, especially when a large number of BSs has to be deployed [12][13].

This thesis investigates cost-efficient strategies capable of reducing the amount of equipment

to deploy in both indoor and outdoor scenarios. The proposed strategies, based on both

heuristic and integer linear programming, aim at introducing the cost of fronthaul in the mobile

radio deployment of C-RAN. Differently from conventional deployments, where the antenna

placement is performed without considering transport network costs, the proposed strategies

include the fronthaul constraints and cost in the mobile network design. The re-use of already

deployed resources (e.g., fiber and copper cables) is investigated. Wireless devices that provide

large bandwidth, like the one based on free space optics or millimeter waves, are included in
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fronthaul link design along with fibers, limiting expensive fiber trenching. To further reduce

the transport network cost, the use of off-the-shelf equipment (e.g., Ethernet switches) is here

investigated as an alternative to dedicated links. In fact, by encapsulating fronthaul traffic

into Ethernet frames, different fronthaul streams can be multiplexed together or with best

effort streams (e.g., traditional packet based backhaul), increasing the transport resource usage.

However, multiplexing traffic with different requirements needs the introduction of priority

mechanisms in conventional Ethernet switches and must be carefully examined. Techniques for

network survivability design in C-RAN are also proposed, investigating the impact of fronthaul

constraints on transport and radio resources, and with the objective of minimizing the network

equipment while providing resiliency against single hotel failures.

The outline of the thesis is as follows. Chapter 2 presents an overview of mobile network evolu-

tion towards C-RAN. C-RAN advantages, challenges, and future baseband splitting techniques

are also discussed. Chapter 3 proposes cost-efficient deployment strategies to design and up-

grade a C-RAN in case of special events in urban areas. Motivated by the fact that most of

the traffic is generated by indoor users, chapter 4 tackles the problem of indoor capacity pro-

visioning in residential areas by means of centralized networks. In Chapter 5, an architecture

capable of multiplexing fronthaul and backhaul traffic together on the same optical resources is

provided, with the aim of increasing transport resources usage. Chapter 6 analyzes the problem

of single baseband hotel failure in C-RAN and proposes strategies for a reliable deployment.

Finally, Chapter 7 summarizes the main achievements of this thesis and provides directions for

future work.



Chapter 2

Distributed and Centralized Radio

Access Networks

This Chapter introduces the reference network architecture for this thesis. In particular, the

evolution of mobile access network architectures over the years is illustrated firstly. Then,

the advantages and challenges of the next generation mobile networks are discussed, with a

particular focus on centralized radio access networks.

2.1 Traditional Base Station

In general terms, a mobile network is composed of radio, transport and core segments. The

radio access network (RAN) is in charge of exchanging data with the end users, by means of

BSs. Each BS performs radio access functions, i.e., it manages the transfer of user and control

data towards (downlink) and from (uplink) several users simultaneously, by means of physical

layer and multiple access protocols, according to the so-called radio, or air, interface [14]. The

processing equipment of a BS is made up of two parts: a baseband unit (BBU), sometimes

referred to as a digital unit (DU), and a remote radio unit (RRU), also referred to as remore

radio head (RRH) or simply radio unit (RU). An example of a traditional BS is depicted in

Figure 2.1.

7



8 Chapter 2. Distributed and Centralized Radio Access Networks

Antennas

Amplifiers

Coaxial cable

Conventional BS

Antennas

RRUs (RRHs)

Optical fiber

Power cable BACKHAUL

CORE

NETWORK

Baseband

Unit (BBU)

A
d

a
p

ta
ti

o
n

 f
ro

m
 P

h
o

e
n

ix
 C

o
n

ta
ct

Figure 2.1: Example of a traditional BS.

The RRU is responsible for the analog-to-digital (A/D) conversion of radio signals coming

from the antenna into digital baseband signals for the BBU and for the digital-to-analog (D/A)

conversion of the baseband signals coming from the BBU and directed to the antenna. Moreover,

the RRU contains components for the frequency up/down conversion, power amplification and

filtering of the radio signals. Each RRU is connected to one or more antennas via coaxial cables

and to a BBU through a digital link. There are different standards for the digitization of the

radio signal between RRU and BBU. Among all, the common public radio interface (CPRI)

[15] and open base station architecture initiative (OBSAI) are the most common [16]. CPRI

is currently the most adopted solution, although it still has some vendor-specific implemented

features, which prevent a full multi-vendor interoperability. BBU performs digital processing of

the baseband version of the radio signals received (uplink direction) and transmitted (downlink

direction) by the antennas. The BBU is also in charge of performing the functions of physical

and upper layers, defined by different standards (e.g., LTE, UMTS), and interfaces with the

transport segment of the mobile network [11].

The transport segment of the network is in charge of transporting the data from BSs to the
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core network and viceversa. This segment is usually referred to as mobile backhaul. The in-

frastructure adopted by mobile operators uses a mixture of various backhaul technologies and

architectures to provide transport connectivity to BSs in an effective way. In general, to back-

haul the traffic coming from the users, wired and wireless based links are employed. The most

common wired technologies are based on optical links, such as passive optical networks (PONs)

and Ethernet links. Wireless technologies like microwave and millimeter waves (mmwave) links

can also be employed to backhaul data in the access part of the transport network [17]. Wireless

technologies allow to reduce the network deployment cost and time. Mobile backhaul can also

include interconnections between different BSs. This is the case of fourth generation of mobile

network (4G), where connections among BSs make use of X2 interfaces to exchange information

about handovers, load management and interference level.

Finally, the core network is in charge of all remaining non radio-access related functions and acts

as a gateway towards all other mobile and fixed networks, e.g., towards the Internet and public

switched telephone network (PSTN). In the core, mobile operators also performs authentication

and registration the user’s location.

2.2 Centralized Radio Access Networks

Traditionally, the baseband processing functions are distributed over the area to serve. In high

density scenarios, like urban areas, where large traffic requirements are imposed, interference

may limit the performance of the system. To overcome this problem, coordination techniques

(e.g., coordinated multipoint, joint transmission and reception) can be performed among BSs

deployed in a certain area. However, some coordination mechanisms require latency lower than

one millisecond to properly work [18], and the traditional X2 logical interface that connects

BSs together is not able to provide such low latency. In fact, the interconnection of the X2

links is traditionally done via the core network access router, making impossible to satisfy strict

latency requirements [19].

Centralized radio access network (C-RAN) is an architectural solution that can solve this prob-
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Figure 2.2: Example of a C-RAN.

lem [20]. In fact, C-RAN relies on centralization of BS baseband processing functions in few

selected locations, usually referred to as BBU hotels. An example of this architecture is de-

picted in Figure 2.2. The BBUs installed within an hotel can be easily connected together

to provide low latency communication among them in order to support efficient coordination

schemes. In addition to this, C-RAN offers many other advantages, from both energy and cost

perspective. Since many BBUs are co-located in the same location, cooling and power supply

units can be shared, and network devices maintenance as well as deployment of new hardware

is simplified [11]. Moreover, centralizing BBUs paves the way to massive virtualization of BBU

functions over more convenient general purpose hardware by exploiting the so called network

function virtualization (NFV) paradigm [21]. Virtual functions can be suitably managed by

a software defined network (SDN) orchestrator with a global view of the underlying network

resources and connectivity, placing virtual BBU functions on the fly [22], further enhancing

network flexibility.

Despite its advantages, C-RAN is not becoming as popular as one would have expected, due

to the extremely large capacity required to transport data from antenna sites to BBU hotels

(also known as fronthaul links). In fact, C-RAN usually requires digital radio over fiber links to

transport data from antenna sites to BBU hotels (also known as fronthaul links). When a large
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Table 2.1: CPRI bit rate requirements for different antenna configurations.

CPRI Option Bit rate [Mbps]

1 614.4
2 1228.8
3 2457.6
4 3072.0
5 4915.2
6 6144.0
7 9830.4
8 10137.6
9 12165.12
10 24330.24

number of antennas are employed, bitrate over fronthaul links dramatically increase, requiring

high capacity connections (e.g., fiber cables), limiting the dissemination of this architectural

solution.

The requirements of C-RAN can be extremely high, requiring dedicated high speed and low

latency connections. Nowadays, the most common protocol used to transport data over fron-

thaul links is CPRI [15], which sets fixed bitrates, depending on the antenna configuration.

The CPRI bitrate can be calculate as follows [15]:

RCPRI = Ns ·Nant ·Rs · 2 ·Nres ·Ocw ·Olc, (2.1)

where Ns and Nant are the number of sectors and the number of MIMO elements per sector,

Rs and Nres are the sampling rate and number of bits per sample, Ocw and Olc represent

the overhead introduced by CPRI control words and line coding overhead. As an example,

let’s consider an antenna with 3 sectors, 4 MIMO elements, a single 20 [MHz] channel with a

sampling rate of 30.72 [MHz], 15 [bits] per sample, Ocw = 16/15 and Olc = 66/64 [byte] [15, 18].

The resulting CPRI rate is RCPRI = 12165.12 [Mbps], which corresponds to CPRI option 9, as

reported in Table 2.1. CPRI also imposes extremely low jitter requirements (+/- 0.002 [ppm]) to

retrieve correctly the clock in the BBU. In addition to this, the hybrid automatic repeat request

(HARQ) mechanism of LTE must be performed by the BBU within a computational time of

3 [ms], leaving around 200 [µs] to transport the data to/from BS site [23]. This translates into
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Figure 2.3: Layers of the mobile network protocol stack.

Table 2.2: eCPRI bitrate requirements for different splits and a sample antenna configuration.
UL = uplink, DL = downlink.

Split D Split I Split II Split E

User Data DL 3 Gbps <4 Gbps 20 Gbps 236 Gbps
User Data UL 1.5 Gbps not standardized 20 Gbps 236 Gbps

a maximum one-way distance between BS sites and BBUs of around 20 [km].

To relax these requirements, new baseband splits have been investigated recently, like the new

eCPRI protocol [15] and different options proposed by 3GPP [5]. With the new splits, some

of the functions are left at the BS site, in the RRU, while others are centralized in the BBU,

depending on the selected split. Figure 2.3 depicts the protocol stack highlighting the different

baseband functions. eCPRI standard proposes 4 different splits within the physical layer and

an example of the related requirements is reported in Table 2.2 for a BS with 64 antennas,

100 [MHz] channel, modulation format 256 QAM, coding rate 0.8, 30 [bits] per sample, a

sampling frequency of 122.88 [Msps]. Here the user throughput is assumed to be 3 [Gbps] in

dowlink and 1.5 [Gbps] in uplink [15]. Split D is the CPRI split, while split E is in between

physical and MAC layers. It is possible to notice that the requirements decrease with higher

layer splits. This is because more functions are performed at the BS sites and the transported

traffic becomes more user-dependent. Figure 2.4 depicts the functional splits proposed by
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Figure 2.4: Function splits proposed by 3GPP [5].

Table 2.3: 3GPP splits bitrate requirements in Gbps for a sample antenna configuration. UL
= uplink, DL = downlink.

Option 1 2 3 4 5 6 7a 7b 7c 8

DL bandwidth 4 4 <Opt.2 4 4 4.1 10.1-22.2 37.8-86.1 10.1-22.2 157.3
UL bandwidth 3 3 <Opt.2 3 3 5.6 13.6-21.6 53.8-86.1 53.8-86.1 157.3

3GPP, that spans over the whole protocol stack. The related requirements are reported in

Table 2.3 for a BS site with similar characteristics to the previous one, with the exception of

a variable number of bits per sample (from 14 to 32), 32 antennas, and a user throughput of

4 [Gbps] in dowlink and 3 [Gbps] in uplink [5].

Similarly to the eCPRI case, the requirements decreases with higher splits, as more and more

functions are performed at the BS site. On the one hand, using a higher layer split relaxes

the requirements, on the other hand, efficient coordination mechanisms cannot be performed

and limited gains can be achieved. The question of which the best split option is remains open

[24] [25]. In order to take advantage of both, a two level fronthaul network architecture can

be deployed [26]. A low layer split (e.g., one of the proposed eCPRI splits) can be performed

close to BS sites, performing a first elaboration of the signals, avoiding to carry deep in the

transport network highly demanding traffic. Then, an higher layer split can be performed in

more remote locations, in order to benefit also from high layer split centralization.



Chapter 3

Outdoor Capacity Provisioning for

Special Events

Among the use cases envisioned for 5G [7], provisioning of high capacity in dense urban scenarios

(e.g., shopping malls, crowded areas, etc.) is challenging [27]. In some cases, like festivals or

concerts, the additional capacity is required only for a limited amount of time (i.e., for the

duration of the event). Therefore, ad-hoc strategies for C-RAN can be developed to provision

the extra capacity ”on demand” in a cost efficient way.

In C-RAN, wired or wireless solutions can be employed to connect antennas and RRUs with

BBUs [28]. Wired solutions have to reach the antenna sites along or below ground, requiring

the installation of costly and time consuming wired infrastructure, due to labor costs and

legal arrangements with landowners en route. Therefore, the possibility of re-using existing

infrastructure must be taken into account whenever possible. Wireless solutions can also be

employed, as they not require to deploy cables, thus reducing network deployment cost and

time, as shown in [29] and [30]. However, high data rates carried by fronthaul links limits the

choice of wireless technologies to the ones that are able to guarantee tens of Gbps rates, such

as free space optics (FSO) devices [31]. FSO is a technology which relies on optical signals

generated by light emitting diodes or lasers and uses air as propagation medium. FSO systems

typically operates in the unlicensed wavelength range of 800−1700 [nm], allowing to reach tens

14
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of Gbps over short distances under line of sight conditions [32]. In [33] and [34], the results of

outdoor field trials are presented and show high reliability against weather and misalignment

conditions and limited data rate degradation for relatively low distances (< 100 [m]). BSs can

be equipped with FSO devices to replace expensive fiber cables in fronthaul links, simplifying

the BS deployment. Moreover, FSO can be considered as possible solution for the ”on-demand”

capacity deployments, where BSs can be temporarily deployed to upgrade existing networks

when a planned special event requires additional capacity in a certain area.

In the past, many works have been published on deployment of radio resources based on traffic

and capacity requirements. In [35], different ILP models for coverage and capacity planning of

third and fourth generation of cellular systems are proposed. Considerations related on cost

minimization, interference problems as well as radio resource assignment are also discussed.

In [36], the authors propose an extensive study of existing techniques for BS positioning and

investigate cell planning objectives for future cellular networks. Over the last few years, the BS

densification, a technique widely used to increase network capacity, has drown the attention

of industry and academia due to the high cost for backhauling such large number of BSs [37],

[38]. Cost efficient strategies for backhaul have been developed. Example of cost-efficient

passive optical network (PON) design algorithms are proposed in [39] and [40]. In [29] and [30],

strategies for cost-efficient backhaul networks based on FSO devices are reported.

The works introduced so far are for minimizing cost of either radio or transport segment. So

far, very few works on joint planning have been conducted. In [41], the authors propose an

ILP to deploy small cells and fiber transport resources under certain capacity requirements.

This strategy is suitable for greenfield scenarios, where there is no existing infrastructure (e.g.,

existing ducts). However, trenching fiber cables is very expensive, and the reuse of already

deployed fiber ducts may lead to significant cost savings, as well as using wireless devices.

In [42], the authors propose to use a series of heuristic techniques to find the optimal placement

of RRHs and routes for fiber based fronthaul jointly. Even though the work shows a great

scalability of their deployment strategy, which can in turn be used to plan network deployment

in city-wide scenarios, with their strategy there is no possibility of using wireless devices and

there is no mention of minimum requirements for users.
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Figure 3.1: Schematic view from the top of a possible scenario.

Differently from the existing works, the model presented in this Chapter is capable of (i)

deploying radio and transport networks jointly, (ii) using fiber and FSO devices for fronthaul

links, (iii) re-use and upgrade existing infrastructure, (iv) satisfy given capacity requirements

for broadband access in dense areas1. Since the focus of this work is on C-RAN, in this Chapter

the term BS placement is used to indicate the selection of proper locations for antenna and

RRUs, while all BBUs are placed in BBU hotels.

3.1 Network Design Framework

In the following, a flexible framework describing a general scenario in which a mobile network

has to be deployed or upgraded is proposed. The framework contains the suitable antennas

locations (i.e., where an antenna can be placed) and models the obstacles (e.g., walls, trees)

that may attenuate signals or create multipath. Moreover, the framework provides a detailed

description of transport network infrastructure, both existing and to be deployed, such as fiber

paths, wireless links (i.e., it tells if two points on the map are in LoS or not and thus can be

connected by means of FSO devices). Finally, the framework accounts for user requirements

(e.g., minimum bit-rate to be guaranteed) and supports different user distributions.

Figure 3.1 depicts a two-dimensional schematic view from the top of a possible deployment

1The outcome of this work is included in [43], [44].
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scenario. In the following, the elements that characterize the framework are described in detail.

The modeling of the radio part of the network, concerning potential BS locations and coverage

is explained firstly, then the transport network resources, such as fiber and wireless fronthaul

links and fiber access points, are analyzed.

3.1.1 Radio Network Modeling

In general, the main actors of the radio network segment are users and BSs [45],[46]. In this

study, the point of view of an user, the so called downlink (i.e., the signal path from a BS to

a user), is considered. Each user, in order to communicate with the network, is equipped with

a terminal referred to as user equipment. The user equipment is characterized by a receiver

sensitivity, defined as the minimum signal power level that the receiver can distinguish from the

thermal noise. A certain area is considered covered if the users in the area receive a signal power,

from at least one BS, higher than the receiver sensitivity. The received signal power depends

on many factors: mobile network devices and user equipment characteristics (e.g., antenna gain

and receiver sensitivity), transmitted signal power, and attenuation due to signal propagation

and obstacles (also known as path loss). Usually, the parameters that characterize network

and user equipment are set by the different producers or standards, and the transmitted signal

power relies within a given range of values. Therefore, the only variable factor that determines

the coverage and, implicitly, the cell radius in different scenarios is the path loss.

In literature, many different propagation path loss models can be found. They can be cat-

egorized in three different types: deterministic, empirical, and stochastic [47]. Deterministic

models reproduce by simulation the laws governing electromagnetic wave propagation to deter-

mine the received signal power at a particular location. For this type of models, an exhaustive

description of the propagation environment is required and they are usually extremely precise.

An example for this category can be found in [48]. Empirical models are based on observa-

tions and are usually obtained by measurement campaigns. Parameters are derived from the

measures and included in the models, making them very easy to use but also inaccurate when

applied in specific scenarios. Examples for this type of model can be found in [49] and [50].



18 Chapter 3. Outdoor Capacity Provisioning for Special Events

Stochastic models describe the environments as a series of random variables. These models do

not require detailed information of the propagation scenario, but their accuracy is usually not

as high as the one provided by deterministic models [51].

Once the path loss is computed using a model, the received signal power from each BS can be

derived and the BS to which the end user is assigned to can be identified (e.g., based on the

largest received power). The effect of the noise on the system performance can be evaluated

through the signal to noise ratio (SNR), defined as the ratio of received signal power to noise

power. The maximum achievable channel capacity C in the system is given by the Shannon’s

formula (over additive white Gaussian noise (AWGN) channel):

C = BW · log2(1 + SNR), (3.1)

where BW is the channel bandwidth. If BW is set, to higher SNR corresponds higher achiev-

able capacities. The capacity achieved in a digital mobile system depends on the format mod-

ulation in use, and parameters to tune (3.1) can be found in literature (e.g., the ones reported

in [52]).

If more than one BS is active in the area, an user may receive signals coming from different BSs,

depending on the path loss. When signals received by the end user share the radio resources

with the useful signal, that comes from the BS to which the user is assigned, the effects of the

interference are experienced, resulting in performance degradation. Under the assumption of

Gaussian distribution of the interference, the effects of both noise and interference can be taken

into account using the signal to interference plus noise ratio (SINR):

SINR =
S∑

i 6=useful Ii +N
, (3.2)

where S is the received signal power (useful), I is the received signal power from BS i, and N

is the noise power. The SINR can be used instead of SNR in (3.1) to compute the maximum

achievable channel capacity for the system:
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C ′ = BW · log2(1 + SINR). (3.3)

Given that a certain capacity requirement (Cmin) is imposed, the minimum SINR to be pro-

vided to the users can be computed by inverting (3.3):

SINR ≥ SINRmin = 2
Cmin
BW − 1. (3.4)

Considering a BS location, a model can be applied to compute the received power in different

points of the area under consideration in order to form a coverage map. In the proposed

framework, the area to cover is divided in pixels forming a grid, referred to as coverage grid.

For each pixel of the coverage grid, the received power from each possible BS location can be

computed by means of empirical or physical models, and the choice of the model to use is left

to the designer. It is worth noting that, at this stage, no BS placement is performed and data

related to coverage are used by the placement algorithms presented below. Since the received

signal power in each pixel is known for every possible BS location, information about signal

to interference plus noise ratio (SINR) can be used by the algorithm to guarantee a minimum

bitrate in each pixel. Moreover, the coverage grid allows also to account for areas with different

traffic requirements. In fact, a value of traffic can be assigned to each pixel according to the

requirements of the users in that pixel, and pixels can be assigned to (or covered by) a BS until

its capacity is exceeded.

3.1.2 Transport Network Modeling

Providing connectivity to users requires each BS to be connected to the mobile core network.

As it is possible to see in Figure 3.1, different transport links (i.e., fibers or wireless) can be

used to connect BSs to access points. In this framework, an access point is considered to be

a cabinet owned by the operator that is already connected to the mobile core network or to a

BBU hotel, in case it hosts BBUs or not.
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Figure 3.2: Example of FSO LoS region.

The proposed framework supports both wired and wireless transport solutions. High capacity

wireless solutions like mmWave or FSO equipment may be employed and require knowledge of

the LoS between points on the map. In fact, obstacles in between transmitter and receiver can

block signals degrading the performance of the network. Therefore, a parameter telling whether

there is LoS or not is required, and wireless connections are allowed only over those links. In

the proposed framework, the LoS is modeled by means of two parameters, namely LoS radius

and probability. By looking at Figure 3.2, it is possible to see a circular region, determined by

a radius, that can be defined for each BS. BSs outside the LoS area are considered not to be

in LoS with the considered BS. The BSs within this area are in LoS with a certain probability

(i.e., the link connecting the two BSs exists with a given probability). A certain LoS probability

is obtained by using a random variable following an uniform distribution between 0 and 100.

Given the typical (short) distances considered for areas hosting special events, it is here assumed

that when two points are in LoS they keep the condition for the whole operational time. Wired

connections are also included in this framework and require knowledge of the surrounding area,

to know where it is allowed to trench fibers, and already deployed infrastructure (e.g., fiber

ducts) that can be reused, aiming at reducing the deployment cost. Mixed solutions are also

allowed, where part of a fronthaul link is wireless and part employs fiber cables.



3.2. Deployment Problem and Optimal Solution 21

3.2 Deployment Problem and Optimal Solution

3.2.1 Problem Definition

Given a generic deployment scenario, the minimum cost mobile network deployment problem

consists in finding the BSs to activate and the placement of transport network resources (i.e.,

wired and/or wireless links) to fronthaul the data, such that the total cost to purchase and install

BSs, wireless fronthaul devices, and fiber cables is minimized. The solution must guarantee

that (i) the average bit-rate provided by each BS does not exceed the bit-rate that the BS can

carry, (ii) at least a certain portion of the area is covered, (iii) the overall traffic requirement

over the area is satisfied, and (iv) a minimum bit-rate can be achieved in each pixel of the

coverage grid.

In the following, two ILP-based strategies are proposed to solve the planning problem. The

first one, called joint planning (JP), aims at finding the lowest cost solution by finding the

best locations for the BSs and the fiber or FSO paths, while considering radio and transport

constraints together. The second one, referred to as disjoint planning, is based on a two-step

approach in which, firstly, the number of the BSs to be activated is minimized and, secondly,

the cost for the fronthaul infrastructure is minimized.

3.2.2 Joint Planning (JP)

Notation:

• S: set of all possible locations for BSs.

• A: set of all possible locations for access points.

• I: set of all possible locations for intersections.

• V : set of possible points on the map. V = S ∪ A ∪ I
• M : set of traffic areas.

• Qm: set of pixels in the m-th traffic area, m ∈M .

• Q: set of pixels in which the map is divided. Q =
⋃

m∈M Qm.

Input parameters:

• ai,q: received power in pixel q from BS i.
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• bi,q: 1 if pixel q is within reach of BS i, 0 otherwise.

• Cbs: cost for a single BS.

• Cf : cost of fiber cables per unit length.

• Cw: cost of a single wireless device for data fronthaul.

• Ct: cost to trench a unit length.

• γwir: max number of wireless devices that can be installed over a single pole for fronthaul.

• di,j: distance, in [m], between points i ∈ V and j ∈ V , equal to 0 if they are not adjacent.

• gi,j: 0 if the link between point i ∈ V and j ∈ V is given (i.e., is part of the existing

infrastructure), 1 otherwise.

• lfi,j: 1 if exists a link that connects point i ∈ V and j ∈ V , 0 otherwise.

• lwi,j: 1 if point i ∈ V and j ∈ V are in line of sight, 0 otherwise.

• L: a large number.

• N : noise power in the used channel expressed in [W ].

• pcov ∈ [0, 1]: represents the percentage of the total pixels that must be covered.

• Rcell: average cell capacity.

• SINRmin: minimum SINR value that must be guaranteed for all the users.

• Tm: total traffic offered in the sub-area Qm, m ∈M .

• Tq: total traffic offered in pixel q.
∑

q∈Qm
Tq = Tm,∀m ∈M

Decision variables:

• αi ∈ {0, 1} = 1 if location i ∈ S is selected to host a BS, 0 otherwise.

• xi,q ∈ {0, 1} = 1 if pixel q ∈ Q is covered by BS i ∈ S, 0 otherwise.

• yfi,j ∈ N = number of fibers to be installed between node i ∈ V and j ∈ V .

• ywi,j ∈ N = number of wireless devices required to transmit from node i ∈ V to j ∈ V .

• wi,j ∈ N = number of wireless devices required at node i ∈ V .

• zi,j ∈ {0, 1} = 1 if path between node i ∈ V and j ∈ V hosts fibers, 0 otherwise.

The minimum cost mobile network placement problem is formulated as follows:

Minimize Cbs

∑
i∈S

αi + Cf

∑
i∈V

∑
j∈V

di,jy
f
i,j + Ct

∑
i∈V

∑
j∈V

di,jzi,j + Cw

∑
i∈V

wi, (3.5)

The multi-objective function is composed of four members and aims at minimizing the total

network deployment cost. In (3.5), the first term is related to the purchasing and installation

cost for BSs. The second term accounts for fiber cables while the third term accounts for the

fiber trenching and installation costs. Finally, the fourth term takes into account the purchasing

and installation cost for wireless devices.
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Radio network planning constraints:

∑
i∈S

∑
q∈Qm

xi,q ≥ pcovm · |Qm|,∀m ∈M (3.6)

xi,q ≤ αi · bi,q,∀i ∈ S, q ∈ Q (3.7)

∑
i∈S

xi,q ≤ 1,∀q ∈ Q (3.8)

∑
q∈Q

xi,q · Tq ≤ Rcell,∀i ∈ S (3.9)

∑
i∈S

αi ≥
∑
m∈M

pcovm ·
Tm
Rcell

(3.10)

∑
i∈S

xi,qai,q + L ·

(
1−

∑
i∈S

xi,q

)
≥ SINRmin ·

(∑
i∈S

αiai,q −
∑
i∈S

xi,qai,q +N

)
,∀q ∈ Q (3.11)

Constraint (3.6) ensures that at least a certain percentage of the total area is covered. In

order to ensure the same coverage probability in all the traffic areas, pcovm percent of the

pixels composing the m-th area must be covered. Constraint (3.7) ensures that the BS-pixel

assignment can be performed if and only if the pixel is within the BS reach (i.e., the received

power from the BS is higher than the receiver sensitivity). Constraint (3.8) imposes that each

pixel is assigned to only one BS, in order to avoid waste of radio resources. It is worth noting

that if a pixel is split in two (or more) new pixels, each of them can be assigned to a different

BS, realizing a different radio resource allocation. Constraint (3.9) guarantees that the total

number of pixels assigned to each BS, which is related to the total traffic requirement for a BS,

does not exceed the maximum number of pixels that a BS can cover, due to its finite capacity.

Constraint (3.10) sets a lower bound on the minimum number of BSs that are required to cover

the area, which depends on the total traffic and on the capacity provided by each BS. This

constraint is not necessary to find a feasible solution, but helps the solver in finding solutions

in a less time by removing a part of the solution space that is infeasible. Constraint (3.11)

ensures that the SINR in each pixel covered by a BS is greater than SINRmin.
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Transport network planning constraints:

∑
i∈V

(yfi,v + ywi,v)−
∑
i∈V

(yfv,j + ywv,j) =

=


≤ 0 if v ∈ A (3.12a)

0 if v ∈ I − A− S (3.12b)

αv if v ∈ S − A (3.12c)

yfv,v + ywv,v ≤ αv,∀v ∈ A ∩ S (3.13)

∑
i∈S

αi =
∑
v∈A

∑
j∈V

(yfv,j + ywv,j) (3.14)

yfi,j ≤ |S| · l
f
i,j, ∀i, j ∈ V (3.15)

ywi,j ≤ |S| · lwi,j, ∀i, j ∈ V (3.16)

zi,j ≤ yfi,j · gi,j,∀i, j ∈ V (3.17)

zi,j ≥
yfi,j · gi,j
|S|

,∀i, j ∈ V (3.18)

wi ≥
∑
j∈V

ywi,j +
∑
j∈V

ywj,i,∀i ∈ V (3.19)

wi ≤ γwir, ∀i ∈ V (3.20)

Constraint (3.12) guarantees that each BS is connected to an access point. This constraint

assumes a point to point link, either wireless or wired, originating at an access point and

terminating at a BS site. The left hand side of the constraint represents, for a node v, the

difference between the sum of the number of incoming and outgoing links. The right hand

considers three cases. If node v is an access point (constraint (3.12a)), then the difference

between incoming and outgoing links should be lower or equal than 0. It is equal to 0 if v

is not used, if v hosts a BS to which it is connected to, or if it is used as an intersection

point. It is lower than 0 when the number of outgoing links is greater than the one of incoming

links (i.e., the case in which v is connected to at least one BS). If v is an intersection point
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(constraint (3.12b)), then the number of incoming links equals the number of outgoing links

and their difference must be 0. If v is a possible location for a BS (constraint (3.12c)), but not

an access point, a link may be required for that node, depending on whether v hosts a BS or

not (i.e., a situation described by αv). If BS v is active, one link is required to connect that

node to the fronthaul network. Therefore, the difference between the number of outgoing and

incoming links in v must be 1. If BS v is not active, the difference must be 0, since no links are

required for that site. It should be noticed that constraint (3.12) does not limit the number of

links for an access point that is selected to host a BS. Therefore, constraint (3.13) is introduced

to set this number to 1. Constraint (3.14) guarantees that the number of active BSs is equal to

the sum of outgoing links from all the access points. Constraint (3.15) makes sure that fibers

are assigned only to existing links while constraints (3.16) guarantees that wireless links are

selected only if there is LoS between the nodes. Constraints (3.17) and (3.18) ensures that the

trenching is performed only for the links that require it. Constraint (3.19) counts the number

of wireless devices required by the solution. Constraint (3.20) limits the number of wireless

devices to be installed in each node to γwir.

Finally, the following constraints are applied to ensure the feasibility of the solution.

yfi,j ≥ 0, ywi,j ≥ 0,∀i, j ∈ V (3.21)

wi ≥ 0,∀i ∈ V (3.22)

3.2.3 Disjoint Planning (DP)

This strategy resembles a conventional deployment approach composed of two separate phases.

In the first step, only the minimization of active BSs is considered and the radio network

planning constraints (from (3.6) to (3.11), and (3.22)) are imposed. The related objective

function is as follows:
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Minimize Cbs

∑
i∈S

αi. (3.23)

The outcome of this step is the vector w containing the BS placement. In the second step, the

objective is the minimization of the transport network cost:

Minimize Cw

∑
i∈V

wi + Cf

∑
i∈V

∑
j∈V

di,jy
f
i,j + Ct

∑
i∈V

∑
j∈V

di,jzi,j. (3.24)

The outcome of the previous step is imposed by adding a set of constraint to set wi = 1 or

wi = 0 if the BS location i has been selected or not, respectively. Transport network planning

constraints (from (3.12) to (3.21)) are also imposed.

3.3 Strategy Evaluation in a Dense Urban Scenario

The area under consideration is depicted in Figure 3.1. The size of the scenario is 200 x 200 [m2],

which is suitable to model a park or a public square. This area is divided in 10 x 10 pixels to

form the coverage grid. The values of the received power in each pixel is computed applying the

same formula used in the Open Air Festival case in [53], considering LoS between users and BS

sites. All the parameters have been set according to the values in Table 3.1 and derived from [1]

and [2]. For the simulations, a system that works at 15 [GHz] with 500 [MHz] aggregated

bandwidth (FDD mode) is considered. The possible locations for a BS site are considered to

be the intersections formed by the grid used for the received power calculation, as shown in

Figure 3.1. The antennas are omnidirectional and the emitted power is 1 [W ], while the average

capacity per cell equals 4.875 [Gbps], computed using the formula reported in [1] for a small

cell. The receiver sensitivity at the user side is set to 10−10 [mW ] while the thermal noise is

−174 [dBm/Hz]. The minimum data rate to be guaranteed in each pixel is 300 [Mbps] while

3 different traffic requirements over the area are considered {10, 20, 30} [Gbps]. For example,
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Table 3.1: Input parameters, requirements, and normalized cost of network components [1, 2].

Parameter Value

Small cell emitted power [W] 1
Small cell average rate [Mbps] 1200
Small cell antenna height [m] 10
Carrier frequency [GHz] 15
Bandwidth [MHz] 500
User antenna height [m] 1.5
User receiver sensitivity [mW] 10−10

Thermal noise [dBm/Hz] -174
Minimum data-rate for each pixel [Mbps] 300
Offered traffic [Gbps] {10, 20, 30}
Min. % of the area to be covered 90

Component Cost [CU]

Fiber cable [m] 1
Fiber trenching [m] 1300
Small cell (RRU+BBU) 16000
Single FSO device 5000

T = 30 [Gbps] corresponds to a traffic of 750 [Gbps/km2], which is the expected traffic density

for broadband access in dense areas for the next generation of mobile network [7]. Two distinct

traffic areas have been considered, as reported in Figure 3.1, where the traffic is divided equally

in two, to simulate a more dense area in the center of the map. The traffic over the area is then

increased to simulate a possible infrastructure upgrade or an increment due to a special event

in place.

Each problem formulation is solved using CPLEX [54]. The numerical results are averaged over

100 different cases where the LoS is randomly applied in each link. The obtained confidence

interval is always less than 5% with a confidence level of 95%.

Figure 3.3 depicts the total cost, in cost units, of the solution obtained using the JP and DP

strategies for different LoS probabilities, when the LoS radius is fixed to 50 [m]. It is possible

to notice that the joint strategy always overcomes the disjoint approach. This is due to the fact

that the joint approach considers the position of the existing infrastructure (the access points)

in the radio deployment, thus it is always able to find a solution where the antennas are close to

these points. From the figure, it is also possible to observe that the higher the LoS probability,
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Figure 3.3: Total network deployment cost for traffic requirement 10 [Gbps] as a function of
LoS probability among FSO devices within 50 [m] radius.

the lower is the difference between the two strategies. In fact, when LoS exists between couples

of points on the map, FSO devices can be used instead of fiber cables, thus avoiding expensive

and time consuming fiber trenching. In addition to this, it can be noticed that even a low LoS

probability is sufficient to considerably reduce the costs and, in general, the higher the LoS

probability, the lower is the difference between the two strategies. However, even when 100%

LoS is available, the DP strategy is not aware of the location of the access points, thus requires

multiple hops with FSO devices to reach them.

Similarly to Figure 3.3, Figures 3.4 and 3.5 show the total cost, for the two strategies, as a

function of different LoS probabilities for 50 [m] LoS radius when the traffic requirement is 20

and 30 [Gbps], respectively. From the Figures, it is possible to notice that by increasing the

traffic requirement the total cost of the two solutions increases while the difference between

them slightly decreases. In the worst case (i.e., when the LoS probability is 25%), the cost of

the JP strategy, with respect to the 10 [Gbps] traffic requirement, is 123% and 271% higher

in case 20 [Gbps] and 30 [Gbps], respectively. This is due to the fact that more equipment is

required with respect to the 10 [Gbps] case. Increasing the amount of equipment creates a more
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Figure 3.4: Total network deployment cost for traffic requirement 20 [Gbps] as a function of
LoS probability among FSO devices within 50 [m] radius.

dense scenario, in which more BSs are deployed, slightly reducing the advantages of the JP

strategy. To show this aspect, Table 3.2 reports the cost increment, defined as the percentage

of the JP cost that has to be added to the JP solution to obtain the DP cost, for different

values of LoS probability when LoS radius is fixed to 50 [m]. When only fiber cables can be

used (i.e., LoS probability equal to 0%), the DP strategy requires 58%, 36% and 21% additional

cost, with respect to the JP solution, in case of traffic requirements 10, 20 and 30 [Gbps] over

the area, respectively. When LoS is available with low probability, like in the case 25% or

50%, the cost increment of the DP strategy dramatically increases, even tough the total cost is

reduced with respect to the case with LoS probability 0%. The reason behind this lies in the

fact that knowing in advance which BS locations can be connected to the transport network

by means of FSO devices is a great advantage, because those BS locations can be selected,

avoiding expensive fiber trenching and multi-hops with FSO devices. Further increasing the

LoS probability reduces the cost increment in all cases because it becomes easier to fronthaul

data with FSO devices, and fiber trenching is not required. In particular, under 100% LoS

probability condition, the lowest experienced cost increment is 42%, showing remarkable cost
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Figure 3.5: Total network deployment cost for traffic requirement 30 [Gbps] as a function of
LoS probability among FSO devices within 50 [m] radius.

Table 3.2: Cost increment for different LoS probabilities under 3 traffic requirements when LoS
radius is 50 [m].

LoS Increment
probability 10G 20G 30G

0% 58% 36% 21%
25% 168% 110% 78%
50% 105% 104% 74%
75% 69% 67% 61%
100% 42% 44% 44%

savings can be achieved through a JP design even in cases where no fiber is required.

In order to understand the effects of the LoS radius on the network cost, Tables 3.3, 3.4 and 3.5

report the deployment costs with the three traffic requirements for different LoS probabilities

when the LoS radius is set to 75 [m]. The case of LoS probability equal to 0% is not reported as

LoS radius has no impact and the results are the same as the ones presented before. Similarly

to the case with LoS radius equal to 50 [m], the JP strategy overcome the DP approach and

the cost decreases when the LoS probability increases. On the contrary, the cost increment

shows that the DP solution is closer to the one provided by the JP when compared to the
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Table 3.3: Cost, in CU, for the different deployment strategies under different LoS probabilities
when the traffic requirement is 10 [Gbps] and LoS radius is 75 [m].

LoS Cost [CU]
probability 10 G

in % Strategy Radio Transport Total Increment

25
JP 32000 23344 55344

116%
DP 32000 88092 120092

50
JP 32000 20000 52000

63%
DP 32000 52887 84887

75
JP 32000 20000 52000

32%
DP 32000 37141 69141

100
JP 32000 20000 52000

21%
DP 32000 31200 63200

Table 3.4: Cost, in CU, for the different deployment strategies under different LoS probabilities
when the traffic requirement is 20 [Gbps] and LoS radius is 75 [m].

LoS Cost [CU]
probability 20 G

in % Strategy Radio Transport Total Increment

25
JP 64000 58130 122130

86%
DP 64000 163672 227672

50
JP 64000 41100 105100

54%
DP 64000 98163 162163

75
JP 64000 40000 104000

33%
DP 64000 74621 138621

100
JP 64000 40000 104000

21%
DP 64000 64100 128100

cost increment of the 50 [m] cases. This is due to the fact that the larger the LoS radius,

the easier is to reach access points with FSO devices in few hops. In the worst case, that is

when LoS probability is 100%, the cost increment is between 21% and 23% for the three traffic

requirements, showing remarkable cost savings can be achieved also with higher radius when

the LoS conditions are favorable. On the one hand, further increasing the LoS radius would

further reduce the increment. On the other hand, many studies show that FSO devices are

usually limited in range, due to weather conditions and obstacles [34] [33], thus considering a

LoS probability of 75% or higher for radius of hundreds of meters is not likely to be a real case

for urban scenarios.
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Table 3.5: Cost, in CU, for the different deployment strategies under different LoS probabilities
when the traffic requirement is 30 [Gbps] and LoS radius is 75 [m].

LoS Cost [CU]
probability 30 G

in % Strategy Radio Transport Total Increment

25
JP 96000 100491 196491

69%
DP 96000 236879 332879

50
JP 96000 67575 163575

49%
DP 96000 148850 244850

75
JP 96000 60400 156400

31%
DP 96000 110304 206304

100
JP 96000 60000 156000

23%
DP 96000 96700 192700

Figure 3.6 reports the total cost obtained with the JP strategy, for different values of LoS

probability, as a function of different capacity increments, using as initial scenario the one

obtained in the case 10 [Gbps] with 0% LoS. This case can be considered as a brownfield

scenario, that is a scenario in which antennas and fiber cables are already deployed, but not

sufficient to satisfy the new requirements, and therefore the infrastructure must be upgraded.

The capacity increment is the additional capacity that is required with respect to the 10 [Gbps]

case. The case 0% LoS represents the case in which FSO devices cannot be used, and therefore

is the most expensive. Moreover, the difference with the LoS cases increases with the capacity

increment. From the figure, it is also possible to notice that, for a capacity increment of

50% and 100%, a LoS probability of 25% is sufficient to ensure optimality. For higher traffic

demands instead, the increment of the network equipment requires higher LoS probability to

provide fronthaul connections by means of FSO devices only, requiring fiber trenching in lower

LoS probability cases. As a final note, the reported solution for the case 400% of capacity

increment, when LoS probability is 25% and 50%, the solution gap provided by CPLEX after

24 hours is 5%, showing a complexity of the problem when the solution space is large (i.e.,

when many multiple options are feasible).

To see the impact of each network component on the total cost, Table 3.6 reports the cost

breakdown for 0% and 25% LoS when the capacity increment is 250%. From the table, it

is possible to see how the fiber and fiber trenching costs decrease when the LoS probability
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Figure 3.6: Total cost obtained by the JP strategy with different LoS probabilities and LoS
radius equal to 75 [m], as a function of different capacity increments using as a starting deploy-
ment the JP case (0% LoS) in Figure 3.3.

Table 3.6: Equipment cost breakdown for different LoS probabilities with 250% traffic increment
when LoS radius is 75 [m].

LoS Network component cost [CU]
probability Radio equipment Trenching Fibers FSO devices

0% 112000 364000 280 0
25% 113280 122720 153 64400
50% 112160 104000 99 56500
100% 112000 104000 80 50000

increases. To a higher LoS probability corresponds a lower cost for FSO devices, as more devices

are in LoS and it is easier to reach the access points.

For completeness, also the impact of a different propagation environment has been evaluated.

An area with vegetation has been considered with a diameter of 30 [m]. The empirical results

included in [50] have been used as a reference values for the attenuation introduced by leaves

and trees. The results of this evaluation are reported in Table 3.7 for the traffic requirements

10 [Gbps] and 30 [Gbps] considering only fiber infrastructure. From the figure, it is possible to

observe that the impact of the added attenuation seems to be very limited when compared to
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Table 3.7: Cost obtained by running JP and DP strategies with additional attenuation due to
vegetation in the park. Results are for the cases 10 [Gbps] and 30 [Gbps] requirements using
only fibers.

Cost [CU]
Strategy 10G 30G

JP 136080 215734
DP 408240 496973

the results in Figures 3.3 and 3.5. This is because of the limited size of the scenario, where the

introduced attenuation is not sufficient to substantially change the received useful power and,

consequently, the deployment.

As a final remark, the proposed model is capable of providing optimal solutions in dense urban

scenarios, where several BSs must be deployed to provide high speed connectivity in limited

areas. The benefits of a joint approach have been shown in comparison to a conventional two

step approach. However, when dealing with large scenarios, the applicability of the proposed

model may be limited by high computational resources required to solve the large problem

instances, as shown also in [55]. Allowing several different options for fronthaul further enlarges

the solution space, increasing the time to evaluate all different possibilities. In the case of large

instances, network planning area must be decomposed in sub-areas and so that the problem

can be tackled in small pieces. Alternatively, ad-hoc heuristics could be developed, allowing to

reach near-optimal solutions even in large scenarios.



Chapter 4

Indoor Capacity Provisioning for

Residential Areas

As already shown in the previous Chapter, network densification increases the performance of

the network. However, it is well known that radio signals experience high attenuation when

penetrating walls [56] [57] [58]. A cost effective solution to cover indoor areas could be to use Wi-

Fi access points of end users already connected to the fixed telephony network. However, this

is not a feasible solution, due to high latency [59] and lack of efficient interference management,

that significantly degrades the performance when the number of Wi-Fi access points and users

increases [60] [61]. In recent years, operators proposed a solution based on small size and

low energy cells, called femto cells. Conventional indoor small cells are user-deployed and are

connected to the operators core networks through a fixed broadband infrastructure. However,

these cells have no ability to coordinate among themselves or with the macro BSs. As a result,

the overall mobile network performance is degraded because of the high interference levels

among neighboring cells and between small cells and other macro BSs. As inter-cell interference

has become one of the limiting factors of cellular systems, to further maximize the capacity

some traffic management mechanisms were introduced such as coordinated multipoint (CoMP)

and enhanced inter-cell interference coordination (eICIC). The key idea of such mechanisms

is to offload traffic from the macro-cell to the high capacity small cells even if the reference

35
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signal received power from a small cell is lower [62]. These techniques require coordination

mechanisms among macro and small cells.

C-RAN, with its efficient coordination mechanisms, is therefore a promising candidate to cover

indoor areas. Big companies like Ericsson and Huawei have already provided 5G centralized

based architectures to cover commercial areas like shopping malls, sports arenas and offices [63]

[64]. However, a massive deployment of such networks in residential areas may be extremely

expensive if not planned carefully, due to the large amount of network equipment. To reduce

network cost, the reuse of existing in-building infrastructure (e.g., already deployed LAN ca-

bles) can be combined with efficient deployment strategies to drastically reduce the amount of

necessary network equipment.

Motivated by this, in this Chapter the concept of centralized radio architecture (CRA) for

indoor is introduced and used to cover buildings in residential urban scenarios. In particular,

optimized and approximated solutions for the indoor mobile network deployment are proposed,

focusing on their deployment cost1.

4.1 Centralized Radio Architecture for Indoor

The CRA architecture that has been used in this thesis is based on the Centralization concept

and is suitable to cover the indoor areas of buildings is depicted in Figure 4.1.

The CRA is made up of three main blocks: the indoor antennas, the RRUs, and the BBUs.

Antennas are ultra compact, equipped with a small power amplifier, and they provide high-

capacity wireless access to a relatively large indoor area (i.e., 500 to 800 [m2]). Antennas are

connected to RRUs, which perform analog signal processing of the radio signal; a single RRU

can be connected to at most k antennas. RRU communicates with the antennas via analog

transmission over a standard copper cable (e.g., Ethernet cable Cat 5/6/7) that allows to reuse

the existing copper infrastructure inside a building. However, copper cables are subject to high

attenuation imposing a limitation on the maximum length of the links between the antennas

1The outcome of this work is included in [65], [66], [67].



4.1. Centralized Radio Architecture for Indoor 37

Figure 4.1: The centralized radio architecture (CRA) concept.

and the RRU (i.e., a few tens of meters depending on the category of the copper cable). RRUs

are connected to BBUs in charge of performing the digital baseband processing, which includes

interference management and cells coordination.

This architecture is based on C-RAN concept; the fronthaul segment that connects a RRU and

a BBU uses D-RoF techniques and CPRI as a interface that limit the maximum length of the

fiber link to 20 [km]. The centralized approach allows to place multiple BBUs in a single BBU

hotel so that a single BBU hotel may cover an entire residential area. In a BBU hotel, it is

possible to share BBU resources among RRUs and macro BSs in order to achieve better radio

performance and to reduce the number of sites that an operator needs. In addition, having

all BBUs in the same site allows to share power supply, cooling, and interconnection network

equipment. For this reason the CRA concept is a feasible way to reduce both capital and

operational expenditure of mobile operators. However, increasing the distance between BBUs

and RRUs leads to a higher amount of fiber cables required in the fronthaul network, which

may translate into higher deployment costs for the transport network. Finally, the last segment

of the network that connects BBU with the core network is a packet-based traditional backhaul.

The origins of the CRA concept can be traced back to [68], where the authors proposed a new

paradigm called FemtoWoC (Femto Wireless over Cable). The proposed architecture did not

introduce a real separation of radio and baseband units, but proposes to leave the analog RF

processing (i.e., antenna and analog-to-analog converter) at the in-home device, transporting
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analog signals to a remote location. This study proves that it is possible to re-use existing

copper infrastructure in indoor mobile network deployments, that can be exploited to reduce

network costs.

A CRA-based system was introduced in [69], where the authors proposed to use Ethernet cables

to carry intermediate frequency (IF) signals between antennas and RRUs. The experimental

results presented in the article show that IF signals can be sent over Cat. 6a cables over distances

longer than 100 [m]. LTE signal propagation over Ethernet cables (Cat-5/6/7) is analyzed

in [70], where the authors investigate the maximum available bandwidth and the maximum

number of antenna flows that can be transported over LAN cables of different lengths (up

to 200 [m]). Results showed that for 75 [m] almost no degradation is experienced in Ethernet

cables, and at least 60 antennas using 20 [MHz] LTE channels can be served by a single 100 [m]

Ethernet cable, with this number decreasing rapidly for larger distances. Further analysis of a

mobile indoor system architecture based on the CRA concept, can be found in [71, 72] and show

that twisted pairs copper lines in CRA can be used in ranges of 300 [m] if crosstalk mitigation

and cancellation techniques are applied.

4.1.1 CRA Planning Problem Description

While in the case of C-RAN the position of the BBUs is the only variable to consider, the

position of the RRUs is an additional key parameter to consider in CRA, which increases the

complexity of the network deployment problem. So far, only a few works on CRA network

deployment have been proposed. BBU placement strategies based on ILP and heuristic were

proposed in [73], where the authors aimed at minimizing the cost for BBUs and fibers by placing

BBU sites only in selected buildings. However, in this strategy BBUs are not fully centralized

in hotels, which may lead to coordination problems with macro BSs in the area. Optimal

placement of RRUs was not addressed in this work.

In the following, the deployment of a CRA in a residential greenfield scenario with no existing

network infrastructure other than the copper inside the buildings, e.g., pre-installed Ethernet
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Figure 4.2: View from the top of a possible scenario considered in the study.

cables, is studied. Figure 4.2 depicts a schematic view (from the top) of the considered resi-

dential area, where the grey squares represent the buildings. It is here assumed that one or

more indoor antennas are placed in each floor of every building to provide broadband wireless

access to the indoor users. Depending on the distance limitations of the copper links, RRUs

can be placed either in indoor cabinets or in curb cabinets located nearby (denoted with the

yellow and green squares in Figure 4.2, respectively). When inside a building, RRUs are placed

at the entrance, where they can be connected to the in-building copper infrastructure. In this

case a RRU can be connected only to antennas located in the same building. A RRU placed in

a curb cabinet can be connected to antennas in different buildings, which increases the sharing

factor of the RRUs, provided that their distances from antennas are shorter than the maximum

allowed length of the copper link. In this work, the cabinets that host one or more RRUs are

referred to as active cabinets. To serve the outdoor users in the residential area macro BSs are

placed on the top of some of the buildings. Moreover, a CO owned by the mobile operator is

set up in the area. All BBUs are placed in the CO and serve the whole residential area (i.e.,

all RRUs and macro BSs). This is possible under the assumption that the maximum distance

between RRUs, macro BSs, and the CO is lower than the maximum reach of a fronthaul link
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(i.e., 20 km), which is typically the case in urban scenarios.

In order to calculate the length of fiber/copper, the Taxicab geometry formula is used, also

known as l1 norm. For example, given a 3D space and two points (x1, y1, z1) and (x2, y2, z2),

the length of fiber/copper d needed to connect these two points is computed as:

d = |x1 − x2|+ |y1 − y2|+ |z1 − z2| (4.1)

Formula (4.1) is also used to obtain the distance between an antenna and a RRU located inside

a building. The distance between an antenna and a RRU located in a curb cabinet is computed

as the sum of: (i) the distance from the antenna to the entrance of the building and (ii) the

distance from the entrance of the building to the curb cabinet, both computed using (4.1).

The placement of RRUs directly impacts the overall network cost by affecting: (i) the total

length of copper and fiber cables to be deployed, (ii) the amount of network equipment to

buy/operate (i.e., the total number of RRU and BBU units in the network), and (iii) the

number of cabinets to activate and manage (i.e., the total number of RRU sites). Therefore,

the minimization of the network cost requires judicious policies for solving the cost-minimizing

RRU placement problem.

4.2 Optimal Placement Problem

4.2.1 RRU Placement (RRUP) Problem Definition

Given a set of possible RRU locations R, the set of antennas A to connect, and the maximum

distance D allowed between antennas and RRUs, the objective of the RRU placement problem

is to select which cabinets to activate for RRU deployment and which antenna to assign to each

RRU such that the total amount of radio resources (i.e., number of RRU and active cabinets)

is minimized. A solution must guarantee that each antenna is connected to one RRU while

making sure that the distance between any RRU and the antenna it is covering does not exceed

D.
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4.2.2 ILP Formulation for the RRU Placement Problem (RRUP-

ILP)

Notation:

• R : set of possible RRU cabinets; each cabinet can host 1 or more RRUs.

• A : set of antenna locations.

• D : maximum allowable distance between a RRU and an antenna.

• dij : distance between a candidate RRU cabinet i ∈ R and an antenna j ∈ A.

Input parameters:

• C[|R| × |A|] : coverage matrix, where Cij = 1 if a RRU placed in cabinet i ∈ R can cover

antenna j ∈ A, i.e., if dij ≤ D, 0 otherwise.

• M ∈ N : a large number (e.g., 10000).

• α, β ∈ N : tuning parameters.

• k ∈ N : maximum number of antennas that can be connected to a RRU.

Decision variables:

• mij ∈ {0, 1} = 1 if a RRU placed in cabinet i ∈ R is covering antenna j ∈ A; 0 otherwise.

• ri ∈ N = the number of RRUs placed in cabinet i ∈ R.

• zi ∈ {0, 1} = 1 if at least one RRU is placed in cabinet i ∈ R; 0 otherwise.

The RRU placement problem is formulated as follows:

Minimize α ·
∑
i∈R

ri + β ·
∑
i∈R

zi (4.2)

The objective of RRUP-ILP, modelled by the objective function (4.2), is to minimize the to-

tal number of RRU cabinets to be activated and the total number of RRUs to be deployed.

Parameters α, β balance the contributions of the two components of the objective function.

Subject to the following constraints:

∑
i∈R

Cijmij = 1,∀j ∈ A (4.3)

k · ri ≥
∑
j∈A

Cijmij,∀i ∈ R (4.4)

M · zi ≥ ri,∀i ∈ R (4.5)

ri ≥ 0,∀i ∈ R (4.6)
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Constraint (4.3) guarantees that each antenna in the network is covered by a RRU within the

reach. Constraint (4.4) ensures that the RRUs placed in cabinet i cover all antennas which

are assigned to that cabinet. Constraint (4.5) models the deployment of RRUs in cabinet i

by marking only the locations that host the selected RRUs as active. Finally, constraint (4.6)

guarantees the feasibility of the solution.

4.2.3 Proof of RRUP NP-Hardness

Following the antenna-cabinet assignment modelled by matrix C, the RRU placement problem

can be seen as a variation of the Set Cover Problem (SCP) [74, 75], which is NP-hard [76].

Consequentially, RRUP is also NP-hard.

In order to prove NP-hardness of the RRUP problem, let’s first decompose it into two sub-

problems, denoted as RRUPCAB and RRUPRRU . RRUPCAB refers to the problem of finding

a minimum number of cabinets to host the RRUs, while RRUPRRU refers to the placement

of a minimum number of RRUs at the locations selected by RRUPCAB. In this section, the

complexity of the RRUP problem is shown by proving that the RRUPCAB sub-problem is

NP-hard.

RRUPCAB takes as input a set of antennas A = {a1, a2, ..., an} and a collection of possible

cabinet locations R = {R1, R2, ..., Rm}, where Ri contains a subset of antennas within reach of

cabinet i. Every antenna is within reach of at least one cabinet location, i.e.,
⋃

i∈RRi = A. The

output of the problem is a subset C ⊆ R with minimum cardinality that covers all antennas,

i.e.,
⋃

i∈C Ri = A. The NP-hardness of the RRUPCAB is proved by reducing the well-known

Set Cover Problem (SCP) to it. An instance of the SCP is defined by a set of elements

U = {x1, x2, ..., xp} called universe, and a collection of subsets S = {S1, S2, ..., Sq} of the

universe such that every element of U belongs to at least one subset in S, i.e.,
⋃

i∈S Si = U .

The solution of the SCP is a subset D ⊆ S with minimum cardinality that guarantees that⋃
i∈D Si = U .

To show that RRUPCAB is NP-hard, first it is shown that solving the SCP on the same input
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data of RRUPCAB would solve the RRUPCAB problem as well. For this reason let us first

assume the following instance of the SCP. Let us build set U as the set of antennas to be

covered, i.e., each element u ∈ U corresponds to an element a ∈ A. Let us also assume that

each subset Si ∈ S defines the subset of antennas a ∈ A reachable from cabinet location i, i.e.,

by construction set S and set R are the same.

By assuming that D ∈ S is a solution of the SCP of U , it is possible build a set C ∈ R, where

each Si ∈ D corresponds to one Ri ∈ C. In order for C to represent a solution of RRUPCAB, C

must cover all antennas and must be of minimal cardinality. The first statement can be derived

from C = D,
⋃

i∈D Si = U , and U = A, which imply that
⋃

i∈C Ri = A. The second statement

can be proven by contradiction as follows. Sets C and D are constructed so that |C| = |D|. Let

us assume that there is a subset F ⊆ R solving the RRUPCAB problem such that |F| < |C|.

If F is a solution of RRUPCAB this means that
⋃

i∈F Ri = A, but since A = U and R = S

this also means that F is a solution of the SCP (i.e.,
⋃

i∈F Si = U), where |F| < |D|. The last

statement contradicts the hypothesis that D is minimum-sized set cover for U .

To complete the proof, it is shown that a solution of the RRUPCAB problem is also a solution

of the same instance of the SCP, which can be derived in a straightforward way. Let us assume

that subset C ⊆ R solves the RRUPCAB problem. This implies
⋃

i∈C Ri = A, but since A = U

and R = S, it also means that
⋃

i∈C Si = U , i.e., C is a solution of the SCP. The minimum

cardinality of C can be proved by contradiction in the same way as it was done before. Let us

now assume that there is a subset F ⊆ S solving the SCP such that |F| < |C|. If F is a solution

of SCP this means that
⋃

i∈F Si = U , but since U = A and S = R it also means that F is a

solution of the RRUPCAB problem (i.e.,
⋃

i∈F Ri = A), where |F| < |C|. The last statement

contradicts the hypothesis that C is minimum-sized set that covers all antennas in A.

4.3 Heuristic Strategies

Given the intrinsic np-hardness of the proposed problem, solutions based on heuristic approach

can be suitably developed to allow deployment of CRA in large scenarios, where optimization
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algorithms are not a viable option due to their computational complexity.

4.3.1 Heuristic solution to the RRU placement problem (RRUP-H)

The proposed heuristic is denoted as RRUP-H. RRUP-H aims at minimizing the number of

active cabinets and RRUs needed to cover the area in two subsequent phases. The first phase,

referred to as Minimum Location Search (MLS), minimizes the set of RRU cabinets that an

operator needs to activate in order to serve the area. The second phase, referred to as Radio

Unit Minimization (RUM), minimizes the number of RRUs to be placed in the cabinets selected

after running MLS.

The pseudocode of the MLS phase is shown in Algorithm 1. The basic idea behind the approach

is to increase the chances of sharing the cabinet locations among multiple antennas by assigning

blocks of consecutive antennas to the furthest possible RRU location that satisfies the reach

constraint. In the initialization phase, the antennas that belong to the same building block

are numbered in sequential order starting from the top left corner of the area, as shown in

Figure 4.2. In addition to the notation used by RRUP-ILP, the MLS phase uses the following

sets:

• V : for each cabinet i, Vi contains the index of the first unassigned antenna that cannot

be connected to i due to the limit on D.

• CS : the solution of MLS, containing all the cabinets used by the algorithm (i.e., RRU

placement).
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Algorithm 1 RRUP-H - First phase: MLS

1: Initialization:
2: CS ← ∅
3: V ← ∅
4: Algorithm:
5: while

∑
i∈R
j∈A

Cij > 0 do

6: find min j ∈ A such that
∑

i∈R Cij > 0
7: compute Vi = min q such that Ciq = 0,
q ∈ [j, |A|] ∀ i ∈ R

8: find i ∈ R such that Vi is maximum
9: add i to CS

10: for all j ∈ A such that Cij = 1 do
11: set Cpj = 0 ∀ p ∈ R
12: end for
13: end while
14: Stop

The MLS algorithm is executed iteratively until all antennas are covered, i.e., as long as there

are non-zero elements in matrix C (line 5). It starts from the lowest-indexed unconnected

antenna j, represented by the first column in C containing non-zero elements (line 6). It then

searches for the RRU cabinet that covers antenna j and the maximum number of consecutive

antennas q, q > j. For each cabinet i, the value of Vi is set as the lowest antenna index q, q > j

for which Ciq is 0 (line 7). The algorithm then selects the RRU location i with the maximum

value of Vi, i.e., the cabinet which covers the largest number of consecutive antennas (line 8). As

only blocks of consecutive ones are considered, selecting cabinet i guarantees that no antennas

are left disconnected after making this choice. The selected cabinet is added to CS (line 9) and

all antennas within its reach are removed from matrix C by changing the values of elements

Cij from 1 to 0 in all corresponding columns (lines 10 - 12).

The set of cabinets CS obtained by MLS is passed to the Radio Unit Minimization (RUM)

phase, aimed at minimizing the number of RRUs placed at the cabinets to cover the area. The

idea is to obtain the utilization of RRU ports as close to 100% as possible, in order to reduce

the number of unconnected ports and, consequently, the waste of RRU resources. To model

the antenna-RRU assignment, RUM uses the following additional structures:

• C ′ : updated coverage matrix obtained from C by considering only the cabinets included

in the solution CS. Element C ′ij is equal to 1 if a RRU placed at a selected cabinet i can
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cover antenna j, and to 0 if it is out of reach.

• AC : the final solution of RRUP-H, containing the assignment of antennas to cabinets.

Each ACi contains the set of antennas assigned to cabinet i.

Algorithm 2 RRUP-H - Second phase: RUM

1: Initialization:
2: AC ← ∅
3: Algorithm:
4: for all j ∈ A such that

∑
i∈CS C

′
ij = 1

5: find i ∈ CS such that C ′ij = 1
6: add j to ACi

7: set C ′ij to 0
8: end for
9: for all j ∈ A

10: for all i ∈ CS such that C ′ij = 1

11: if ACi.size() mod k 6= 0
12: add j to ACi

13: set C ′ij to 0 ∀ i ∈ CS
14: end if
15: end for
16: end for
17: for all i ∈ CS
18: while

∑
j∈AC

′
ij > k

19: for count = 1 to k
20: find j ∈ A such that C ′ij = 1
21: add j to ACi

22: set C ′ij to 0 ∀ i ∈ CS
23: end for
24: end while
25: end for
26: while

∑
i∈CS
j∈A

C ′ij > 0

27: find i ∈ CS that maximizes
∑

j∈AC
′
ij

28: for all j ∈ A such that C ′ij = 1
29: add j to ACi

30: set C ′ij to 0 ∀ i ∈ CS
31: end for
32: end while
33: Stop

The pseudocode of the RUM phase is shown in Algorithm 2. It assigns antennas to cabinets and

places RRUs at cabinet locations in four steps. The first step (lines 4 - 8) performs assignment

of antennas that can be linked to only one cabinet, making sure that RRUs are placed at these

indispensable locations. The algorithm identifies such antennas as those whose corresponding

columns in C have only a single non-zero element (line 4), and determines their matching

cabinets (line 5). The assigned antennas are added to the solution set AC (line 6) and matrix
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C ′ is updated by deleting these antennas (line 7). The second step of RUM (lines 9 - 16)

tries to maximize the utilization of the RRUs deployed in step 1 by using up as many of their

ports as possible. To do so, the algorithm identifies cabinets that host RRUs with free ports

(line 11), assigns to them antennas within reach (line 12), and updates matrix C ′ to reflect this

assignment (line 13). The third step of RUM deploys additional RRUs that can be fully utilized

by the unconnected antennas (lines 17 - 25). For each of the cabinets contained in CS, the

algorithm checks whether they can be connected to k antennas (lines 17 and 18). Groups of k

antennas are iteratively connected to selected locations (lines 19 - 22) by adding each antenna

to the chosen cabinet (line 21) and updating the C ′ matrix (line 22). Finally, the fourth step of

RUM connects the remaining antennas (lines 26 - 32). In this phase, the algorithm starts from

the cabinet capable of connecting to the highest number of unconnected antennas, identified by

the row of matrix C ′ with the greatest number of ones (line 27). Each antenna which can be

connected to that cabinet (see condition in line 28) is assigned to it (line 29) and matrix C ′ is

updated (line 30). This is the final phase of the RUM algorithm, which ends when all antennas

are covered (line 26).

4.3.2 Radio over Fiber To the Building (RTB) Approach

To show the benefits of the proposed approach, it is compared with a conventional deployment

approach called Radio over Fiber To the Building (RTB) [77]. This approach places RRUs only

at the building entrances (denoted with yellow squares in Figure 4.2) and connects them to

the BBU hotels with a dedicated fiber. Since RTB does not place RRUs in curb cabinets, each

RRU covers only the antennas inside the building in which it is located.

Figure 4.3 shows a simple example illustrating the operation principles and the solutions ob-

tained by RTB (Figure 4.3a) and RRUP-H (Figure 4.3b). From the figures it can be observed

that, in the RTB case, three cabinets are activated to host RRUs (i1, i2, i3). Considering that

up to 8 antennas can be connected to a single RRU [69], three RRUs are required. On the other

hand, RRUP-H, which maximizes the sharing of RRUs among different buildings, requires only

one active cabinet (i5) and two RRUs, decreasing the amount of components to be deployed
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(b) RRUP-H based design.

Figure 4.3: Example of network deployment using RTB and RRUP-H.

and lowering the associated costs.

4.4 Reference Scenarios and Numerical Results

The performance of the RRUP-ILP and RRUP-H approaches is evaluated via simulations in

two deployment scenarios. First, it is evaluated the efficiency of RRUP-H as a good solution to

the RRUP problem by comparing it to the optimal solutions obtained by RRUP-ILP in a small-

sized scenario denoted as Residential District. Then, the savings attainable by RRUP-H in a
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Figure 4.4: Example of a residential district simulation scenario showing the size.

full-sized realistic network scenario are evaluated, with various positions and numbers of BBU

hotels, denoted as Urban. Optimal solutions are obtained by using the commercially available

solver CPLEX [54], run on a HP workstation with a 2.67 [GHz] processor and 16 [GB] RAM.

4.4.1 Residential District

The Residential District scenario is based on a Manhattan street model with buildings arranged

in blocks, as depicted in Fig. 4.4. The considered area is composed of 25 blocks organized in a

5×5 matrix. The total size of the map is 410×475 [m2]. Each block is composed of 9 buildings

organized in a 3× 3 matrix and the blocks are divided by 15 [m] wide streets. Buildings within

a block are separated by 10 [m] wide horizontal streets and 5 [m] wide vertical streets. Each

building is represented by a square with 20 [m] sides, while the height of each floor is 3 [m]. The

number of floors in each building is a random variable following a discrete uniform distribution

over the interval [1, 12] and the results are averaged over 10 different configurations of the

scenario. In this case study, it is assumed that one omnidirectional indoor antenna is placed in

the center of the ceiling on each floor and is sufficient to cover the entire floor. Each antenna

is connected to a RRU through a Category 6 copper cable and each RRU is connected to a

BBU port through a dedicated fiber. Each point-to-point fiber link between a RRU and a BBU

requires two enhanced small form pluggable (SFP+) optical transceivers. An operator, to serve

the outdoor users, has already deployed two macro BSs in the area. These BSs are connected
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Table 4.1: Impact of different values of α and β on the solutions obtained by RRUP-ILP for
D = 50 [m] and D = 100 [m].

D=50 [m]
(α, β) (10,1) (2,1) (1,1) (1,2) (1,10)

# RRU cabinets 203 203 198 186 184
# RRUs 228 228 233 245 249

D=100 [m]
(α, β) (10,1) (2,1) (1,1) (1,2) (1,10)

# RRU cabinets 26 26 26 26 26
# RRUs 186 186 186 186 186

to the CO hosting their assigned BBUs through dedicated optical fibers. The limited size of

this scenario allows placing all BBUs in the CO that is located in the right bottom corner of

the map.

To evaluate the impact of the maximum link length (D) between RRUs and antennas, in the

simulations, the value of D is set to 50 [m], 75 [m] and 100 [m], the latter corresponding to

the maximum distance over a twisted pair cable in the 1000 BASE-T standard. The values for

α and β were determined via a sensitivity analysis, whose results are reported in Table 4.1 for

the case D = 50 [m], and D = 100 [m] The table shows that, for the case D = 50 [m], when

α >> β the number of RRUs decreases, at the expense of a higher number of RRU cabinets.

Conversely, when β >> α the number of RRU cabinets is reduced, but a larger number of

RRUs is required. For the case D = 100 [m] no changes are experienced, therefore the choice

of the values of α and β has no impact on the number of RRUs and cabinets. Since the cost

of a cabinet is higher than the cost of a RRU, α and β are set to 1 and 2, respectively. In all

scenarios, the value of k was set to 8 [69] while the maximum number of RRUs that can be

connected to a single BBU was set to 6 [69].

Figure 4.5 shows the number of RRUs required by the RRUP-ILP, RRUP-H and RTB ap-

proaches to serve the area as a function of D. The figure also includes a theoretical lower

bound (LB) on the number of RRUs that would be required to cover the area without any limi-

tation on the length of the copper links (i.e., for D=∞), allowing for full RRU centralization at

a single site. It can be observed that RRUP-H and RRUP-ILP achieve a significant reduction

in the number of RRUs compared to the conventional RTB approach. In general, RRUP-H
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Figure 4.5: Number of RRUs as a function of D, the maximum distance between antennas and
RRU, in residential district scenario.

performs very closely to RRUP-ILP, deploying only 3% more RRUs on average over all test

instances. While the amount of radio equipment required by RTB and LB remains the same

for different values of D, RRUP-ILP and RRUP-H reduce the equipment volume for longer

reach values. In particular, RRUP-H uses 16%, 37%, and 38% less units than RTB in case of

D = 50 [m], D = 75 [m], and D = 100 [m], respectively. In addition, for medium and higher

reach, RRUP-H performs very close to the LB and uses only 4%, and 2% more RRUs than LB

for D equal to 75 and 100 [m], respectively. Since all BBUs are placed in the same BBU hotel,

the number of BBUs required by the different strategies is obtained by dividing the number of

RRUs by the maximum number of RRUs that can be connected to a single BBU (fixed and

equal to 6).

Figure 4.6 shows the number of cabinets to be activated by an operator. Similarly to the

previous figures, the number of active cabinets obtained by RRUP-H is almost the same as

for RRUP-ILP. The number of cabinets required by RRUP-ILP and RRUP-H decreases as D

increases, and for D equal to 100 [m] it is by one order of magnitude lower than the number

obtained by RTB. For LB the number of required cabinets is always equal to 1 (omitted from

the graph), since D=∞ allows to place all RRUs in the same location.

Table 4.2 reports the total length of copper cables and optical fibers computed by RRUP-
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Figure 4.6: Number of RRU cabinets that needs to be activated as a function of D, the
maximum distance between antennas and RRU, in residential district scenario.

Table 4.2: Total length of copper and fiber links in the residential district scenario.

Copper Fiber
Algorithm cable [km] cable [km]

RRUP-ILP 50[m] 45.1 106.4
RRUP-H 50[m] 44.9 110.0

RRUP-ILP 75[m] 82.0 79.9
RRUP-H 75[m] 83.6 82.5

RRUP-ILP 100[m] 102.3 80.3
RRUP-H 100[m] 102.9 80.6

RTB 34.9 132.0

ILP, RRUP-H and RTB. It can be observed that higher values of D allow for greater RRU

aggregation and larger distances between RRUs and antennas, thus increasing the length of

copper cables and decreasing the length of optical fibers. For RTB, the amount of equipment

and active cabinets is constant, so the length of cables does not change with D.

Figure 4.7 shows the capital expenditure values for each approach, calculated as a sum of the

normalized cost of each component reported in Table 4.3. The values in the figure refer to

the equipment, cables and cabinets to be deployed in each solution, without considering the

cost for the pre-installed copper infrastructure inside buildings. As the equipment deployed

by RTB does not depend on the values of D, its total cost is also constant. The costs of the

RRUP-ILP and RRUP-H solutions decrease for greater values of D, i.e., with a longer reach
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Figure 4.7: Total cost of the network as a function of D, the maximum distance between
antennas and RRU, in residential district scenario.

Table 4.3: Normalized cost of the network components [3] [4].

Component Normalized cost [CU]

SFP+ 1
RRU 3.75
BBU 15

RRU Cabinet 10
BBU Cabinet 20

Copper cable (Cat. 6) [km] 1
Multi-modal fiber cable [km] 1

less active cabinets and RRUs are needed. When D equals 100 [m], RRUP-ILP and RRUP-H

reduce the cost by 59% with respect to RTB. In addition, they show very similar performance,

with RRUP-H yielding only 2% higher costs than RRUP-ILP.

Table 4.4 reports the running times of RRUP-ILP and RRUP-H for different values of D.

The ILP can be solved in half an hour for D equal to 100m, which can be acceptable for a

network planning problem. The heuristic strategy takes considerably lower running time to

find sub-optimal solutions with acceptable quality.
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Table 4.4: Average solving time required by RRUP-ILP and RRUP-H for different values of
antenna-RRU links (D).

Distance ant-RRU RRUP-ILP time RRUP-H time
50 [m] 7.7 [s] <100 [ms]
75 [m] 19.7 [s] <100 [ms]
100 [m] 30 [min.] <100 [ms]

Table 4.5: Number of RRUs, RRU cabinets, and copper cables required by each algorithm for
the urban scenario.

RRU Copper
Algorithm RRUs cabinets cables [km]

RRUP-H 50 [m] 31387 23175 1317.0
RRUP-H 75 [m] 23585 8619 6269.9
RRUP-H 100 [m] 23343 3525 8778.3

RTB 37605 28224 0
LB 22904 1 N.A.

4.4.2 Urban Scenario

In the Urban Scenario, also based on a Manhattan grid, the map is composed of 3136 blocks

organized in a 56 × 56 matrix for a total of 28224 buildings. The total size of the map is

4745 × 5320 [m2], i.e., 25 [km2], which can be considered as the urban area of a medium-

sized European city. The number of buildings per block, the street dimensions and all other

parameters match the values used in the Residential District scenario. The simulations are run

for values of D equal to 50, 75, and 100 [m].

Table 4.5 reports the amount of the RRUs, RRU cabinets and copper cables required to cover

the area with RRUP-H and RTB, as well as the value of LB. Ethernet cables are assumed to be

already deployed in the buildings, thus the cost for copper cables in the RTB case, where RRUs

can be placed only inside a building, is 0. By comparing the solutions obtained with RRUP-H

and RTB, it is possible to observe that the number of RRUs required by RRUP-H is 16%, 37%,

and 38% lower than the RTB case for D = 50 [m], D = 75 [m], and D = 100 [m]f, respectively.

Moreover, RRUP-H requires 37%, 3%, and 2% more RRUs than LB for the considered values

of D. These RRU usage values, which are very close to the ones reported for the Residential

District scenario, confirm the effectiveness of the heuristic and demonstrate its capability of
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Figure 4.8: Example of a BBU hotel placement for n = 3.

reaching superior results also in large scenarios.

To investigate the impact of the number of BBU hotels on the overall solution, the density

of their locations is tuned by dividing the area into n × n sub-areas, each one equipped with

a BBU hotel. In the simulations, the set of values assumed by n is a subset of the divisors

of 168, {1, 2, 3, 6, 7, 12, 42}. To clarify this partition, an example with n = 3 and 81 blocks is

depicted in Fig. 4.8. Each hotel is placed in the bottom right corner of a sub-area (blue circles

in Fig. 4.8) and all RRUs in that sub-area connect to it. Each BBU is connected to the CO via

an optical grey point-to-point link and two SFP+. The CO performs coordination functions

(e.g., CoMP), and is located in the bottom right corner of the map.

Figure 4.9 shows the fiber cost as a function of the number of BBU hotels and different values

of D. The reported costs include both the fibers used in the fronthaul link and the fibers that

carry the aggregated traffic from the BBUs to the CO. It can be observed from the figure that

the RRUP-H approach obtains solutions with lower cost than that of RTB in all test cases. For

the most constrained reach of D = 50 [m], the RRUP-H obtains 16% lower cost than RTB,
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Figure 4.9: Fiber cost for RTB and RRUP-H, for the three values of D, as a function of the
number of BBU hotels in the urban scenario.

Table 4.6: Total cost [CU] with 9, 144, and 1764 hotels for each algorithm in the urban scenario.

9 144 1764
Algorithm Hotels Hotels Hotels

RRUP-H 50[m] 575272 544089 557529
RRUP-H 75[m] 349594 326565 341685
RRUP-H 100[m] 298413 275738 291262

RTB 692300 654596 665477

while the savings for D = 75 and 100 [m] equal respectively 37% and 38% on average over all

considered BBU hotel number values. Moreover, the total fiber cost values drop exponentially

with increasing numbers of BBU hotels. This is due to the fact that a higher number of hotels

allows for placing BBUs closer to RRUs, thus achieving a consistent reduction of the fronthaul

link lengths. However, increasing the number of BBU hotels also increases the number of BBUs,

BBU cabinets and SFP+, aggregately referred to as BBU hotels cost. Figure 4.10 reports the

BBU hotels cost as a function of the number of BBU hotels. The figure shows that the BBU

hotels cost increases linearly with the number of hotels. Again, RRUP-H outperforms RTB,

yielding 16%, 37%, and 38% lower costs than RTB for the D = 50, 75, and 100[m] case,
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Figure 4.10: Sum of the costs related to BBUs, BBU cabinets, and SFP+ as a function of the
number of BBU hotels in the urban scenario.

respectively. These results show that the RRUs minimization introduced by RRUP-H has a

direct impact on the cost of the network. In particular, a RRUs reduction of 16%, 37%, and

38% translates into a reduction of 16%, 37%, and 38% of both BBU hotels and fiber cost.

Figure 4.11 shows the total deployment costs, which account for the cost of each CRA compo-

nent, as a function of the number of BBU hotels and different values of D. It can be observed

that, for each value of D, the cost drops significantly when the number of BBU hotels increases.

This is because with 144 BBU hotels the costs are dominated by the fiber deployment cost.

However, increasing the number of BBU hotels leads to a modest growth (not reported in the

graph for the sake of clarity) of the total cost because the cost of the BBU hotels becomes

dominant, (i.e., a higher number of BBU hotels implies shorter fronthaul distances). This fact

is highlighted in Table 4.6, which reports the exact values of the cost obtained by each algo-

rithm for three different numbers of hotels. The table indicates that the solutions found by

RRUP-H for D = 100[m] with 9 and 1764 hotels are 7.6% and 5.3% more expensive than the

one with 144 hotels, respectively. Therefore, from an equipment cost perspective, 144 hotels
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Figure 4.11: Total cost of RTB and RRUP-H, for the three values of D, as a function of the
number of BBU hotels in the urban scenario.

can be considered as the best solution. On the one hand, using 144 hotels may lead to exces-

sive operational costs, while on the other hand, reducing the number of hotels by centralizing

a large amount of BBUs in the same site may increase the computational resources required

for an efficient interference management. This aspect is out of scope and requires additional

studies.

Figure 4.12 depicts the contributions of each network component to the total cost of the RRUP-

H solutions for each value of D, and for two amounts of BBU hotels, i.e., 1 and 144. The figure

shows that increasing the number of hotels to 144 allows for a total cost reduction of 22% for

D = 100 [m]. Moreover, it can be noticed that the variation of the number of hotels has no

effect on the cost contribution from RRUs, RRU cabinets, and copper cables. On the other

hand, the cost contributions due to the amount of fiber, BBUs, BBU cabinets, and SFP+

change with different settings.
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Chapter 5

Fronthaul and Backhaul Traffic

Multiplexing Based on Hybrid

Switching

In the previous Chapters, dedicated optical resources have been used to provide fronthaul

connectivity in the radio access network. Mobile networks are usually composed of a mix of

different technologies. Centralized networks will be deployed along with traditional BSs, as

depicted in Figure 5.1. Traditional BSs, like LTE eNBs, require backhaul connectivity towards

the operator core network. RRHs, instead, require to be connected to BBU hotels, that reach

the core network through backhaul links. As a consequence, both fronthaul and backhaul

traffic must be transported over the same physical infrastructure. CPRI fronthaul protocol is

not designed to be multiplexed, thus researchers and industries have recently started working on

new solutions based on encapsulation of CPRI traffic into Ethernet frames (CPRIoE) [78]. The

CPRIoE encapsulation allows to multiplex fronthaul traffic streams together or with backhaul

streams by means of widely known protocols and existing off-the-shelf equipment. However,

strict delay and jitter requirements must be met, thus requiring the introduction of priority

mechanisms in Ethernet switches.

The integrated hybrid multiplexing scheme was proposed to implement statistical multiplexing
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Figure 5.1: Converged fronthaul/backhaul scenario.

of the guaranteed service traffic (GST) and statistical multiplexed (SM) in Ethernet packet-

based nodes [79]. The hybrid switching introduces a fixed delay to GST packets, needed

to detect the gaps between consecutive GST frames, so that SM packets can be inserted in

the GST flow [80][81]. In this scheme, the fronthaul and backhaul traffic can be treated as

GST and SM traffic, respectively. However, fronthaul streams are subject to strict latency

requirements. A pre-emption of SM traffic can be implemented so that the hybrid switch is

transparent to incoming fronthaul traffic, which is immediately sent on the output interface

without experiencing any delay (other than the physical time to switch the output).

This Chapter first discusses the CPRIoE encapsulation and then investigates the introduction

of integrated hybrid nodes (IHNs) with a pre-emption mechanism to multiplex fronthaul and

backhaul traffics. An ad-hoc simulator in C has been developed to resemble the behavior of

a hybrid switch with pre-emption. The effectiveness of this solution is shown by means of

simulations of a single link of the access network where hybrid switching is applieda.

aThe outcome of this work is included in [82] [83] [84].

5.1 CPRI over Ethernet

Experimental work exists on CPRIoE encapsulation, such as the ones reported in [85] [86]. A

list of parameters used in this study is reported in Table 5.1, while Figure 5.2 depicts what
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Figure 5.2: Example of CPRIoE encapsulation and gap generation.

Table 5.1: List of parameters used to describe CPRIoE and hybrid nodes.

Parameter Description

NF
Number of CPRI basic frames forming a
CPRIoE payload.

LF Payload length for CPRIoE frame.
RW Output channel rate.
TG CPRIoE duration.
TGAP Gap duration.
∆ Fixed delay to avoid collision.
ρB Offered backhaul load per channel.
LB Average length of backhaul frames.
Tguard Guard time.
TCPRI CPRI basic frame duration.
RCPRI CPRI flow generation rate.
LH Length of CPRIoE header.

m
Number of channels in the switch output
interface.

happens when a CPRI flow is encapsulated into Ethernet frames. RRHs generate CPRI flows

at different rates (RCPRI) set by the standard [15]. Each flow is composed of CPRI basic

frames with fixed duration TCPRI = 260 [ns], equal for all CPRI options. A certain number of

CPRI basic frames (NF ) are encapsulated in an Ethernet frame forming the CPRIoE payload

of length:

LF = NF ∗RCPRI ∗ TCPRI . (5.1)

From Figure 5.2, it is possible to notice that there is a gap of duration TGAP in the output line

after encapsulation, due to higher rate of the output interface. These gaps generated by the

CPRIoE encapsulation can be exploited to inject backhaul frames.
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Figure 5.3: TGAP as a function of different values of payload length LF for CPRI opt. 1 and 6
on a 10 [Gbps] line.

5.2 Application of Integrated Hybrid Technology to C-

RAN

The integrated hybrid concept with pre-emption is applied here to a network segment of a

C-RAN where fronthaul traffic, i.e., CPRIoE flow, is identified as GST, with zero PDV, while

backhaul traffic is dealt with pre-emption as SM traffic. An example of IHN multiplexing

backhaul and fronthaul traffic together on output lines is provided in Figure 5.4, while the most

relevant parameters are shown in Figure 5.5. During the transmission of a fronthaul frame,

incoming backhaul frames are stored in a buffer until an output channel is free. A scheduler

(represented by the block S in Figure 5.4) senses the input channels to detect fronthaul frames

and is in charge of deciding when to start and interrupt the transmission of backhaul packets

on the output channels. IHN eliminates PDV of the fronthaul traffic because the fixed delay ∆

enables a time-window which gives sufficient time for processing and decision of backhaul packet

preemption. This goes beyond, e.g., the IEEE 802.1Qbu pre-emption [87] recommended in the

IEEE 802.1CM standard [88] for fronthaul, where fronthaul packets may experience anyway

PDV corresponding to the service time of 155 byte.

With reference to Figures 5.4 and 5.5, CPRIoE frames are sent by RRHs towards IHNs, where
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Figure 5.4: IHN multiplexing scheme. BH for backhaul, FH for fronthaul.
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Figure 5.5: Output line of a IHN showing CPRIoE related parameters. BH for backhaul.

they are delayed by a fixed quantity ∆. Also conventional backhaul traffic reaches the switches,

loading the output channels with parameter ρB. IHN switches have m output channels, each

characterized by a rate RW , and accommodates CPRIoE frames of duration:

TG =
LH + LF

RW

(5.2)

where LH is the header of CPRIoE frames assumed to be 44 byte [86].

Depending on NF and RCPRI , the gap duration TGAP is selected according to:

TGAP =
LF

RCPRI

− TG. (5.3)

By looking at (5.3), it is possible to notice that, depending on RCPRI , different values for TGAP

can be obtained for the same length of CPRIoE packets LF , as depicted in Figure 5.3 for CPRI

opt. 1 and 6 for a line rate of RW = 10 [Gbps].

This time gap is used in the hybrid multiplexing scheme in order to aggregate backhaul traffic
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on the same transport channel. To this end, two different policies are here considered:

• A backhaul packet is transmitted when a gap is available and it is possibly pre-empted

upon arrival of a new CPRIoE burst, in case backhaul packet duration is longer than the

gap itself. In case of pre-emption the backhaul packet is lost. This policy is indicated as

P policy, with insertion of an entire packet into the by-pass CPRIoE flow.

• A backhaul packet waits for a gap and in case the backhaul packet is longer than the gap

it is fragmented into as many fragments as needed to fit the gap. This avoid the need

of pre-emption but introduces some overhead to manage fragmentation and additional

functionalities. This policy is indicated as S policy, where packets are divided into NS

segments of suitable size for their insertion into the CPRIoE flow.

5.3 Simulation Results

To evaluate the benefits introduced by the proposed mechanism, an event-driven simulator in

C language has been developed. One RRH generates a CPRI flow according to two differ-

ent options with rates RCPRI = 614.4 [Mbps] (option 1) and 6.144 [Gbps] (option 6). The

IHON fixed delay ∆ = 99.2 [ns] is assumed, which corresponds to the smallest fragment

(124 [byte]) that can be preempted [88]. In order to avoid collision between different frames

on the output line, a guard time Tguard of 10 [ns] is applied during which the transmission

of any data is not permitted. A single output channel (m = 1) with rate RW = 10 [Gbps]

is considered. The number of CPRI basic frames in a guaranteed burst NF is varied over

the intervals [1, 70] and [1, 7], for CPRI option 1 and 6, respectively [86], so that the payload

length LF varies accordingly. A set of simulations varying the average backhaul packet length

LB is obtained with a load ρB such that a backhaul packet is always ready for transmission

on the output channel. The length of backhaul frames is considered to be exponentially dis-

tributed with parameter LB. Simulation results are averaged over 10 simulations of 108 events

each. The obtained confidence interval is always less than 8% with a confidence level of 95%.
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Figure 5.6 shows the success probability of the backhaul traffic, defined as the ratio between

the packets not interrupted and the total packets in service, as a function of LF , for both

CPRI options, varying LB. In both cases, the success probability increases with LF , due

to the resulting larger Tgap. Option 6 shows lower performance than option 1 due to the

smaller size of the gap, especially when LF is low, so suggesting to use larger NF in this case.

However, increasing NF increases the encapsulation delay, that may impact the maximum reach
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of fronthaul connection.

Figure 5.7 reports the backhaul throughput, normalized to the output line rate (10 [Gbps]), as

a function of LF for option 1 varying LB. The figure also reports the maximum normalized

capacity left by fronthaul traffic. The value of throughput in the case of the P policy reaches

8.9 [Gbps] only for high values of LF with quite limited influence of LB. The S policy, instead,

is able to better exploit the available capacity for any value of LF , except for the influence of

the transmission guard times inserted. The same evaluation obtained for option 6 in Figure

5.8 shows a remarkable effect of the shorter gaps in the fronthaul flow, that prevents also the

F policy to fully exploit the available capacity for low values of LF , due to the high numbers

of segments needed and related inserted transmission guard time.

Figure 5.9 reports the overhead introduced by the P and S policies calculated as the ratio of

the number of bytes for Ethernet headers and the the total number of bytes transmitted as

backhaul traffic for option 1. The same evaluation is presented in Figure 5.10 for option 6.

The effect of the S policy is more evident with option 6 where, due to the smaller gaps in

the fronthaul flow, multiple segments are typically required to transmit each backhaul packet.

In any case the additional overhead is quite limited when increasing LF . It is interesting to

analyze the average number of segments to transmit a backhaul packets in option 1 and option
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6, as shown in Figure 5.11 for the S policy. Option 1 allows transmission of a packet as a single

segment in most cases for any LF . In option 6, instead, reasonable values of LF seem to be not

less than 1000 [bytes] which give an average number of segments less than 3 for any LB, with

a resulting overhead around 10%, which is reasonable as well. However, working with high LF

increases the encapsulation delay, which in the worst case is 18.3 [µs] for CPRI option 1 and



5.3. Simulation Results 69

 0

 1

 2

 3

 4

 5

 6

 7

 8

 400  600  800  1000  1200  1400

N
s

LF [Byte]

LB=200B,opt.1
LB=600B,opt.1

LB=1000B,opt.1

LB=200B,opt.6
LB=600B,opt.6

LB=1000B,opt.6

Figure 5.11: Average number of segments (NS) required to send a backhaul packet as a function
of payload length LF for different backhaul packet length LB using CPRI opt. 1 and 6.

1.83 [µs] for CPRI option 6.



Chapter 6

Centralized Radio Access Newtork

Survivability Against Baseband Hotel

Failures

In C-RAN, all the baseband processing functions are centralized in one or few hotels and a

failure might have a significant impact on the performance of the network, causing service

outage for a large number of users. In the literature, cost and energy efficient strategies have

been proposed to address cost issues while maximizing resource usage in C-RAN [89, 90, 91, 92].

However, all these works do not account for network reliability, which is also one of the key

requirements for 5G [93].

Studies concerning optical network resiliency against attacks can be found in [94] and [95] while

survivability against disasters is discussed in [96]. Detection and sensing of anomalies while

minimizing also the amount of information for network controllers is studied in [97]. Reliability

of optical devices and related failure studies are conducted in [98], while the implications of

reliability on the energy efficiency are discussed in [99]. All these studies are equally applicable

also to C-RAN even though they were not though for this architecture. However, they do not

account for failures in BBU hotels.

70
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In [100], a reliable solution against BBU and link failures in C-RAN has been proposed. The

strategy is based on dedicated protection and virtual machine replication, but do not consider

latency constraint and limited link capacity. The first work dealing with realiable BBU hotel

placement with limited network capacity can be found in [101], where the authors propose to

tackle the problem with a heuristic approach.

The work presented in this Chapter proposes an ILP to minimize BBU hotels, wavelengths and

backup BBU resources while providing reliability against failures. Given the complexity of the

model, it is not always possible to find a solution due to out of memory issues when dealing with

large networks. Therefore, a novel heuristic is also proposed, and the ILP is used as a benchmark

to test the heuristic strategy. The proposed algorithm is distributed in the transport nodes,

that decide the BBU assignment based on local information and communicate the decision to

the network controller. This allows to reduce the complexity of the decision-making process

and relieve the controller from the decisional process, that can be computationally complex.

Moreover, the network reacts faster to changes and new requests1. A similar work, also based on

an ILP, has been proposed recently in [106]. The results obtained by the authors are in line with

the ones obtained here, thus increasing the solidity and validating the work proposed in this

chapter. In addition to this, also some problems related to dynamic scenarios are highlighted.

6.1 Optimal and Reliable Deployment of BBU resources

in C-RAN

A general example of an access network is depicted in Figure 6.1. In general, an access network

is composed of multiple nodes, here referred to as transport nodes, interconnected by means

of fiber cables, creating the so-called fronthaul network. Optical links are assumed to have a

certain capacity and length and are used to transport fronthaul data to primary and backup

BBUs. Transport nodes are assumed to be equipped with computational capacity (e.g., edge

data center), where BBU functions can be virtualized and instantiated whenever needed. An

1The outcome of this work is included in [102],[103],[104],[105].
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Figure 6.1: Example of a C-RAN architecture.

overarching SDN controller/orchestrator is in charge of instantiating and reserving optical and

computational resources and runs the deployment strategy.

6.1.1 Problem Formulation and Cost Contributors

Given a set of transport nodes, each of which provides information regarding:

(i) total number of connected RRUs;

(ii) network connectivy among transport nodes;

(iii) maximum number of wavelengths in each link;

(iv) maximum allowed distance to connect RRUs with BBUs.

The survivable BBU hotel placement problem consists in finding a minimum cost primary BBU

hotel placement so that each RRU is assigned to a BBU according to limitations on distance and

wavelength availability for fronthaul links, and a backup BBU hotel placement for reliability

against single BBU hotel failure.
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Table 6.1: List of parameters used in this Chapter.

Parameters:

S Set of transport nodes, |S| = s.
H s× s matrix. hij is the distance in hops between nodes i and j computed

with the shortest path.
α Weight for the distance in the cost function.
β Activation cost for a single BBU hotel.
γ Cost of a single BBU resource.
ri Number of RRUs at site i ∈ S.
δlij 1 if shortest path between i and j is using link l, 0 otherwise.
MW Maximum number of wavelengths available in each link.
MH Maximum allowed distance between RRU and BBU (in hops).
L Set of links.
Ni(MH ,MW ) Set of eligible nodes within MH and MW constraints from node i ∈ S.
wl Number of wavelengths in use in the link l ∈ L.
Ni Set of directly connected nodes to node i ∈ S.
TTL Time-To-Live in hops.
CSn Current Set, used in Alg. 5 containing nodes to be considered at iteration n.
SAj Array of cell sites sharing the same primary BBU hotel j ∈ S.
Max Parameter storing the largest number of cell sites sharing the same primary.
M A large number.

A list of parameters used in this study is reported in Table 6.1, while the variables are listed

in Table 6.2.

To provide reliability against single BBU hotel failure, each RRU is connected simultaneously

to two BBU hotels placed in different transport nodes, one for primary and one for backup

purposes. Each BBU hotel hosting at least one primary and/or backup BBU must be activated.

The activation cost of BBU hotels in transport nodes is calculated as follows:

CB = β ·
∑
i∈S

Bi (6.1)

where Bi is a boolean variable equal to 1 when the transport node hosts a BBU hotel, 0

otherwise. β is a parameter associated to the activation cost for a BBU hotel in transport

nodes and can be set accordingly.

In order to account for the delay introduced in the fronthaul network, a cost can be associated to

the distance between BBU hotels and RRUs connecting to them. The distance can be limited by
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Table 6.2: List of variables used in this Chapter.

Variables:

ciji′ 1 if RRUs at node j are using destination i as primary and i′ as backup hotel site;
0 otherwise.

Bi 1 if node i ∈ S hosts a BBU hotel, 0 otherwise.
pij 1 if BBU hotel i is assigned as primary for RRUs at node j, i, j ∈ S, 0 otherwise.
bij 1 if BBU hotel i is assigned as backup for RRUs at node j, i, j ∈ S, 0 otherwise.
xi Number of BBU resources required at hotel site i for primary purposes.
yi Number of BBU resources required at hotel site i for backup purposes.

imposing a constraint on the maximum allowed distance. Distance between adjacent transport

nodes is here assumed to be equal to 1 hop for all links. The overall cost for the distance is

expressed as follows:

CH = α ·
∑
i∈S

∑
j∈S

pijhij + α ·
∑
i∈S

∑
j∈S

bijhij (6.2)

where pij and bij are boolean variables that indicate if BBU hotel i is assigned as primary or a

backup, respectively, for the group of RRUs at transport node j. hij represents the distance,

in hops, between transport node i and j computed solving the shortest path problem. Both

contributions (i.e., the overall distance for primary path and backup path) are multiplied by

cost parameter α, which represents the cost for 1 hop link. Finally, the proper number of

BBU resources must be allocated in each hotel. The total cost for primary and backup BBU

resources is calculated as follows:

CP = γ ·
∑
i∈S

xi + yi (6.3)

CP is the contribution of the total number of primary (xi) and backup (yi) resources in each

hotel multiplied by the cost parameter γ associated to a single BBU. Since the protection

requires that each RRU is connected to two different BBU hotels, the total number of resources

should be twice the number of RRUs, and consequently the value for CP can be fixed. However,

only the number of primary BBU resources is fixed and equal to the number of RRUs. On the

contrary, the number of backup resources can be reduced. In fact, RRUs can share the same

backup resource if they are assigned to different primary BBU hotels. When a single hotel

failure occurs, RRUs assigned to that primary hotel switch to their backup hotel, hence it is
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forbidden to share backup resources among RRUs assigned to the same primary. By sharing

the backup BBUs, the number of backup resources to be provided in each hotel decreases,

decreasing CP .

6.1.2 Distributed Algorithm

Optimal solutions in telecommunication networks usually require a complete knowledge of the

network, which is done by exchanging control messages among nodes and network controller.

However, managing a large number of nodes typically involve a large amount of resources,

making this approach unpractical. A viable solution to this problem is to use distributed

algorithms, similarly to what happens in wireless sensor networks (WSN) [107],[108]. With

distributed approaches, decisions on the BBU placement are taken directly by nodes, where the

algorithm for the BBU assignment is run based on information exchanged with neighbor nodes.

This approach allows to reduce the complexity of the decision-making process and consequently

also the time to reach the solution. Since the algorithm runs in each node, the controller is

relieved of part of his work, reducing also the time to react to network changes.

The proposed strategy to solve the survivable BBU hotel placement problem is performed in

two phases. In the first phase, the algorithm decides where to activate primary and backup

hotels. In the second phase, BBU ports are shared, whenever possible, to further minimize

the total cost. The distributed procedure proposed for BBU hotel placement in C-RAN is pre-

sented as Algorithm 3. The following assumptions are made. At the beginning, each transport

node is assumed to have information only regarding the number of directly connected RRUs

and transport nodes, and the availability of wavelengths in each directly connected links. In

order to provide coverage and resiliency for all RRUs in the network, exchange of information

among nodes is required. More specifically, the nodes interact to learn information regarding

i) wavelengths availability and ii) if nodes are already active, i.e., if they are hosting active

hotels. After the procedure is performed, the application running in the node asks the network

controller to establish the connections with the selected nodes (two, one for primary and one

for backup purposes) and to activate/reserve baseband resources in their local DC.
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The neighbor nodes set of a transport node i is defined as the set of nodes to which an RRU,

attached to i, can be connected, i.e., transport nodes with baseband resources within distance

MH and with sufficient wavelengths along the path. Algorithm 3 is executed in each transport

node upon the needs of connecting a new RRU to two BBU functionalities in separate BBU

hotels, for primary and backup purposes. Algorithm 3 calls Algorithm 5 to find the neighbors

of a node. Since the probability of activating two or more RRUs at the exact same time is rare,

only one transport node at a time is assumed to execute Algorithm 3.

The procedure presented by Algorithm 3 is executed in each transport node as long as there is

a new request for primary or backup BBU hotel connection. The starting node, namely node

i, is chosen randomly. The algorithm starts at line 2. Function NFF is called from node i in

line 3 in order to extract set of neighbor nodes Ni(MH ,MW ). This set contains nodes within

the maximum number of hops (MH) from node i that have enough wavelengths to allow the

connection of new RRUs. If node i hosts an active BBU hotel (line 5) it is selected to act

as a primary BBU hotel for RRUs at node i (line 6). For the backup connection, if exists an

active BBU hotel at node j in the set of neighbors for i Ni(MH ,MW ) (line 7), RRUs at node

i connects to it for backup purpose (line 8). Lines 9 to 11 reserve the required wavelengths

in all the links of the path from i to j, in order to accommodate the traffic from new RRUs.

If no node in the set Ni(MH ,MW ) has an active BBU hotel (line 12), then one node will be

chosen randomly from the set (line 13) to act as a BBU hotel (line 14) in order to be backup

BBU hotel for node i (line 15). The wavelengths in all the links between nodes i and j will be

updated accordingly (lines 16-18).

If node i does not have any BBU hotel in its cell site (line 21), three possible situations might

happen: the first is the case when two active BBU hotels exist in the set Ni(MH ,MW ) namely

nodes j and z (line 23). If there are more active BBU hotels in the set, two are chosen randomly.

In this case node i will connect to them one as primary (line 24) and the other as backup BBU

hotel (line 25). Consequently all the wavelengths to be used in the links forming the path

to primary and backup BBU hotels are be updated accordingly (lines 26 - 28). The second

possible situation happens when only one node, namely node j, in the set Ni(MH ,MW ) has an

active BBU hotel (line 30). In order to keep the primary BBU hotel as close as possible, node i
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activates a BBU hotel in its cell location (line 31) and connects its RRUs to it as primary BBU

hotel (line 32). The backup BBU hotel is node j (line 33). In lines 34 to 36 all the wavelengths

in the links between nodes i and j are updated accordingly. The last case happens when no

active hotel is found in the set Ni(MH ,MW ) (line 38), then with the same line of reasoning of

keeping primary BBU hotel as close as possible, in line 39 node i activates its BBU hotel as

primary BBU hotel (line 40). One random node, namely node j, from the set Ni(MH ,MW ) is

chosen (line 41) and assigned for backup purposes (lines 42 and 43). Like in the other cases,

all the wavelengths in the links between nodes i and j are updated accordingly (lines 44 - 46).

Algorithm 3 calls Neighbor Finder Function (NFF ), reported here as Algorithm 5, to fill the

set of neighbor nodes Ni(MH ,MW ) of an input node i (line 1). In order to keep track of the

maximum number of hops, Algorithm 5 sets Time-To-Live (TTL) parameter equal to MH (line

2) and stops when TTL reaches to zero (line 4). The current set CSn of nodes to be considered

at first iteration (n = 0) is initialized with initial node i. While the CSn is not empty (line 5),

a random node (k) contained in this set is considered (line 6). All the neighbor nodes of k are

iteratively considered (line 7) and placed in the neighbor set of the initial node i (line 9) if there

are enough wavelengths to accommodate the request (line 8). Neighbor node j is then inserted

in the set of nodes to be considered in the next iteration (line 10). After all the neighbors of

k have been identified, k is removed from the current CSn (line 13), and these instructions are

repeated until CSn is empty. At this point, TTL is updated (line 15) and the iteration index

n is updated (line 16). This procedure is repeated until the limit set by TTL is reached, then

the set of neighbors of i is returned (line 18).

BBU port sharing : after finding the BBU hotel placement, RRUs are re-assigned in order to

further reduce the amount of ports by sharing backup BBU ports. For this phase, nodes have to

interact to exchange the information regarding the primary hotel for RRUs that share the same

backup BBU hotel. The rule to perform port sharing is that RRUs assigned to different primary

hotels can share the same backup BBU port. Therefore, the minimum number of backup BBU

ports equals the maximum number of RRUs that share the same primary hotel. These ports

are sufficient to guarantee backup service to all the RRUs connected to the backup hotel and

can be used when a single hotel failure occurs. This procedure is reported in Algorithm 4.
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Algorithm 4 is executed in every node which has an active BBU hotel. In this pseudo code, the

considered active hotel is node i. Algorithm 4 starts at line 2 by introducing SAj as a set of

RRU sites sharing the same primary hotel j, initially set to zero for each node j in the network.

Also a parameter Max is initially set to zero, introduced to stores the maximum value of RRUs

sharing the same primary. In line 3 BBU hotel located at node i identifies all nodes j ∈ S that

are using BBU hotel at node i as backup. Lines 4 to 7 aims at finding all the other nodes, like

node k ∈ S, such that both node j and k have the same primary BBU hotel (line 4). If such

hotel exists, namely BBU hotel located at node z ∈ S (line 5), then the value for SAj increases

by one (6). Since all RRUs at nodes j and k have their primary BBU ports in the same BBU

hotel, they must have distinct backup BBU ports in BBU hotel i, so if BBU hotel z fails, there

are enough ports at hotel i to accommodate the new RRUs. After checking all the nodes that

share the same primary BBU hotel with node j, at line 9 the number of antennas sharing the

same primary is compared with Max in order to store the maximum value (line 10). In line 13

the minimum number of backup BBU port (yi) that node i must have to guarantee protection

for all RRUs connected to it is set to be equal to the maximum value (Max).
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Algorithm 3 Distributed Location Algorithm

1: Begin
2: i = a random node in set S
3: call NFF (i)
4: //Procedure when node has active hotel:
5: if Bi = 1
6: pii = 1
7: if exists a node j ∈ Ni(MH ,MW ) s.t. Bj = 1
8: bji = 1
9: for all l ∈ L between nodes i, j ∈ S

10: wl = wl + ri
11: end for
12: else
13: j = a random node in set Ni(MH ,MW )
14: Bj = 1
15: bji = 1
16: for all l ∈ L between nodes i, j ∈ S
17: wl = wl + ri
18: end for
19: end if
20: //Procedure when node does not have active hotel:
21: else
22: //There are two hotels in the neighbors set:
23: if exist j, z ∈ Ni(MH ,MW ) s.t. Bj = Bz = 1
24: pji = 1
25: bzi = 1
26: for all l ∈ L between nodes i and j, z ∈ S
27: wl = wl + ri
28: end for
29: //There is one hotel in the neighbors set:
30: else if exists j ∈ Ni(MH ,MW ) s.t. Bj = 1
31: Bi = 1
32: pii = 1
33: bji = 1
34: for all l ∈ L between nodes i, j ∈ S
35: wl = wl + ri
36: end for
37: //No hotel exists in the neighbors set:
38: else
39: Bi = 1
40: pii = 1
41: j = a random node in set Ni(MH ,MW )
42: Bj = 1
43: bji = 1
44: for all l ∈ L between nodes i, j ∈ S
45: wl = wl + ri
46: end for
47: end if
48: end if
49: Stop
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Algorithm 4 Sharing Backup BBU hotel ports

1: Begin:
2: Initialization: SAj = 0, ∀j ∈ S, Max = 0
3: for all nodes j ∈ S : bij = 1
4: for all nodes k ∈ S : bik = 1
5: for all nodes z ∈ S : Bz = 1 and
pzj = pzk = 1

6: SAj = SAj + 1
7: end for
8: end for
9: if SAj · rj > Max

10: Max = SAj · rj
11: end if
12: end for
13: yi = Max
14: Stop

Algorithm 5 Neighbor Finder Function (NFF)

1: Given: node i ∈ S
2: Initialization: TTL = MH , CS0 ← i, n = 0

3: Begin
4: while TTL 6= 0
5: while CSn 6= {}
6: get random node k from CSn
7: for all nodes j ∈ Nk

8: if wl + ri ≤MW

9: Ni(MH ,MW )← j
10: CSn+1 ← j
11: end if
12: end for
13: remove k from CSn
14: end while
15: TTL = TTL− 1
16: n = n+ 1
17: end while
18: Return Ni(MH ,MW )
19: Stop

6.1.3 Optimization Algorithm

A traditional approach, which requires complete knowledge of the network and can be run on

the top of the network controller is here proposed.

Objective function:

Minimize G = CB + CH + CP (6.4)

The multi-objective function (6.4) is composed of three members. The first term takes into

account the activation cost of each hotel (CB). The second term accounts for the cost to connect

RRUs to BBU hotels, both primary and backup (CH) while the third term accounts for the

cost of BBU ports required in each hotel (CP ).

The problem is subject to the following constraints:

∑
i∈S

pij = 1,∀j ∈ S (6.5)
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∑
i∈S

bij = 1,∀j ∈ S (6.6)

pij + bij ≤ 1,∀i, j ∈ S (6.7)

Bi ·M ≥
∑
j∈S

pij + bij,∀i ∈ S (6.8)

(pij + bij) · hij ≤MH ,∀i, j ∈ S (6.9)∑
a∈S

∑
b∈S

(pab + bab) · δlab · δlij · rb ≤MW +M · (1− pij + bij), ∀l ∈ L, i, j ∈ S (6.10)

xi ≥
∑
j∈S

pij · rj,∀i ∈ S (6.11)

ciji′ ≥ pij + bi′j − 1,∀i, j ∈ S, i′ ∈ S − {i} (6.12)

yi′ ≥
∑
j∈S

ciji′ · rj,∀i ∈ S, i′ ∈ S − {i} (6.13)

Constraints (6.5) and (6.6) ensure that there is one primary and one backup hotel for each

RRU, respectively. Constraint (6.7) imposes primary and backup hotels to be disjoint. Con-

straint (6.8) is related to the activation of BBU hotels. If the hotel is acting as a primary and/or

backup for RRUs, it must be activated. Constraint (6.9) ensures that the maximum allowed

distance MH (in hops) is not exceeded, due to limit on the fronthaul delay. Constraint (6.10)

limits the number of wavelengths over each link to MW . This constraint is used in case of

limited capacity of optical resources connecting the nodes. If capacity can be added to the link,

for example because the problem is also to dimension the capacity of the link, it can be set to

infinity (or to a very large number). Constraint (6.11) counts the number of BBU resources

to be installed in each primary hotel. Constraint (6.12) tells if a primary hotel is in common

to a backup hotel for each source and is used in constraint (6.13) to ensure that there are

enough BBU resources in each backup hotel. These two constraints, along with (6.4), allow

to minimize the number of BBU resources in each backup hotel. In fact, the number of BBU

resources required at each backup hotel equals the largest number of RRUs that shares the

same primary hotel.
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5 6 7 8

9 10 11 12

13 14 15 16

Figure 6.2: Network topology (a) with 16 nodes.

Figure 6.3: Network topology (b) with 16 nodes.

6.1.4 Application to Different Networks

To assess the performance of the proposed strategies, different optical transport network topolo-

gies have been used, with a different number of nodes and connectivity. Mesh topologies are

considered, similarly to exising works on 5G transport networks [109, 110]. The ILP and heuris-

tic are evaluated firstly in a 16 nodes network (Figure 6.2). In Figure 6.3 a 16 nodes network

with different nodal connectivity is presented. Finally, to evaluate a larger scenario, also a 36

nodes network is considered (Figure 6.4).

The results discussed in this section are obtained using a Java-based simulator for the dis-

tributed strategy and compared with the optimal solution obtained using CPLEX commercial

tool [54]. The ILP results are obtained in the case β >> α >> γ, so to prioritize the minimiza-
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Figure 6.4: Network topology (c) with 36 nodes.

tion of BBU hotel activation, then the distance and finally the number of BBU ports. Given

the intrinsic randomicity of the distributed strategy, 50 different simulations are performed.

The obtained confidence interval is always less than 5% with a confidence level of 95% for the

cases up to 4 hop constraints. With 5 and 6 hops constraints instead, the confidence interval

slightly increases, but does not exceed 10%.

Figure 6.5 reports the number of BBU hotels required by ILP and heuristic in the best and

worst case, i.e., the cases when the active BBU hotels are minimum and maximum, respectively.

The ILP provides always the best solution and the number of required BBU hotels decreases

when the distance constraint increases. This is due to the fact that, when the allowed distance

increases, RRUs can be connected to hotels in farther nodes, requiring less BBU hotels to be

activated. In the case of heuristic instead, different behaviors are experienced. In particular, in

the best case for the heuristic, i.e., when the choices due to randomness are favorable to reduce

the number of active hotels, the proposed strategy follows the trend of the ILP, requiring only

one additional hotels, in case of 1 hop constraint, with respect to the optimal solution. In the

worst case instead, the number of active BBU hotels is larger, and follows the trend of the ILP

only until 3 hops constraint. For larger distance constraints (4 to 6), the amount increases due

to the limit on the number of wavelengths. In fact, the distributed strategy tries to connect
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Figure 6.5: Number of active BBU hotels required by ILP and heuristic (h-80-min, h-80-max)
in the best and worst case for different distance constraints in the network (a), with wavelength
constraint equal to 80.

RRUs to the farthest BBU hotel that can reach, increasing the wavelength need over the links.

When the distance constraint is large, some of the links are saturated and therefore closer BBU

hotels must be selected, increasing the number of active hotels and decreasing the BBU hotel

sharing.

Figure 6.6 depicts the number of BBU hotels required by ILP and heuristic, averaged over all

the 50 cases, with and without the hop constraint (h-80-avg and h-inf-avg, respectively). The

case without wavelength limitation follows the decreasing trend of the ILP, reaching optimal

solutions when the maximum allowed distance is 5 and 6 hops. In the wavelength limited case

instead, in these last two cases the number of active BBU hotels increases, following the trend

of the maximum case reported in the previous figure.

The wavelengths usage, in the most used link and on average (over links), for ILP and heuristic,

with and without hop constraint, in the network (a) is reported in Table 6.3. When the

wavelength limit (set to 80) applies, both the ILP and the heuristic require all the wavelengths

in the most used link, when the maximum allowed distance is higher than 3 hops. In this case

two hotels are enough to ensure protected service for all RRUs (see Figure 6.5), so the links

directly attached to the selected hotels becomes fully used. In the case of ILP, the average

wavelength usage increases until it reaches the value of 26.7, which is the minimum cost case.
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Figure 6.6: Number of active BBU hotels required by ILP and heuristic (h-80-ave, h-inf-ave),
with and without wavelength constraint, averaged over 50 cases for different distance constraints
in the network (a).

Table 6.3: Number of wavelengths per link (maximum and average cases) required by ILP
and heuristic (h-80, h-inf), with and without wavelengths constraint, for different limits over
distance in the network (a).

Maximum Number of wavelengths per link
distance ILP h-80 h-inf
in [hops] Max Avg Max Avg Max Avg

1 20 10 20 8.9 20 8.9
2 40 15.8 50 16.9 50 17
3 50 21.7 70 24 80 23.8
4 80 26.7 80 30.1 90 28.8
5 80 26.7 80 33.8 100 30
6 80 26.7 80 34 130 33.9

The cost for the heuristic, instead, keep increasing, regardless the fact that the active BBU

hotels increase when the distance constraint is equal to 5 and 6. This is due to the fact that

each node runs the algorithm only once and when the links reaching active BBU hotels are full,

BBU hotels in different nodes are selected. However the primary and backup hotels, and the

wavelengths already assigned, cannot be changed, even if the new hotels are closer to nodes

already assigned, thus increasing the overall link resources usage. The table reports also the

case with is no wavelength limitation in the heuristic. In this case both the maximum number

of wavelengths allocated in the most used link and the average usage increases over 80, allowing

this strategy to reach near-optimal solutions in terms of active BBU hotels.
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Table 6.4: Maximum and average number of hops, between RRUs and BBUs for ILP and
heuristic (h-80) with different limits over distance in the network (a) with wavelengths con-
straint equal to 80.

Maximum Distance [hops]
distance ILP h-80
in [hops] Max Avg Max Avg

1 1 0.75 1 0.66
2 2 1.19 2 1.25
3 3 1.63 3 1.78
4 4 2 4 2.22
5 4 2 5 2.5
6 4 2 6 2.5

Table 6.4 reports the average distance, in hops, between RRUs and BBUs for ILP and heuristic

with different limits over distance in the network (a) and maximum wavelengths limit equal

to 80. The hops, both maximum and average, required by ILP increases with the maximum

allowed distance, and reaches the maximum value of 4 and an average of 2. In the heuristic

instead, the maximum distance increases up to 6, while the average reach a maximum of 2.5.

The increasing trend in both cases is due to the fact that, when the maximum allowed distance

increases, both strategies try to reach farther BBU hotels to reduce activation of new hotels,

therefore reducing the cost.

On the one hand, when the number of wavelengths is limited, a proper choice of the sequence of

nodes in which the distributed algorithm is performed can lead to near-optimal solutions. On

the other hand, this choice requires a complete knowledge of the network and can be performed

only at a higher level (i.e., in the network controller), thus the distributed strategy is not always

capable of reaching optimality.

Figure 6.7 reports the number of backup BBU ports as a function of different distance con-

straints obtained with ILP and heuristic, averaged over the 50 cases, in the network (a). From

the figure it is possible to notice that the two strategies are capable of reducing the number of

backup ports with respect to the case in which there is no port sharing, that is 160 ports. For

low values of distance constraint or, alternatively, when the number of active hotels is large,

the number of required BBU ports is low, with the ILP that provides better solutions than
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Figure 6.7: Number of backup BBU hotel ports required by ILP and heuristic (h-80-ave),
averaged over 50 cases for different distance constraints in the network (a), with wavelength
constraint equal to 80.

Table 6.5: Total number of active BBU hotels and wavelengths for ILP and heuristic (h-80)
with different limits on distance in the network (b) with wavelengths constraint equal to 80.

Maximum BBU hotels Wavelengths
distance
in [hops] ILP h-80 ILP h-80

1 10 11 220 210
2 6 7 380 370
3 5 5 440 580
4 3 4 650 680
5 2 4 800 810
6 2 4 800 960

the distributed strategy. On the other hand, when the distance constraint is large, the number

of ports reach 160 in case of ILP. This is due to the fact that with a distance limit of 4, 5

and 6 hops the ILP is capable of finding a solution with only 2 active hotels (see Figure 6.5),

and therefore sharing backup BBU port is not allowed and 160 backup ports are needed. On

the other hand, the heuristic performs slightly better, having more than 2 active hotels and

therefore allowing some port sharing.

Table 6.5 presents the result of both ILP and heuristic in the network (b). The table shows the

comparison of the total number of active BBU hotels and wavelengths for ILP and heuristic

with the wavelength limitation equal to 80. The result for both approaches shows a decrement
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Figure 6.8: Number of active BBU hotels required by ILP and heuristic (h-80-ave), averaged
over 50 cases, for different distance constraints in the network (c), with wavelength constraint
equal to 80.

in the number of required BBU hotels by relaxing the distance constraint. The ILP can reach

the result of having only two active BBU hotels with 5 and 6 hops distance constraint. The

heuristic instead, due to the lack of knowledge on network connectivity a priori, can not find

any better result than 4 active BBU hotels in 4 to 6 hops distance constraints. By comparing

these results with the one obtained in the network (a), it can be seen that ILP obtains the same

results due to its knowledge on network connectivity. In the heuristic case instead, the results

are slightly different and that is due to the effect of different nodal degree. Table 6.5 also shows

a comparison of the total number of wavelengths for both ILP and heuristic under different

distance constraints. In this set of results, the limitation on maximum 80 wavelengths per link

is also considered. Obviously, by relaxing the distance constraint and decreasing the number

of active BBU hotels, the total number of wavelengths increases in both approaches. ILP uses

more wavelength when limited to 1 and 2 hops because of less number of active BBU hotels

in comparison with the heuristic. From 3 hops, ILP uses less wavelengths with respect to the

heuristic due to better choices in routing. With the heuristic instead, the usage of wavelength

increases by relaxing the distance constraint, similarly to the outcome obtained for the network

(a).

Figure 6.8 shows the active BBU hotels in the network (c) required by ILP and heuristic, on
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Figure 6.9: Total number of wavelengths required by ILP and heuristic (h-80-ave), averaged
over 50 cases for different distance constraints, in the network (c) with wavelength constraint
equal to 80.

average. From the figure, it is possible to notice that the ILP requires less active BBU hotels

when the distance constraint increases. The hotels required by the heuristic follow the ILP

trend, but they increase when the distance constraint is 6. Similarly to the network (a), this

is due to the limit on the wavelengths, that forces the algorithm to activate more BBU hotels.

The case of 5 and 6 hops are not reported in the ILP case due to the large solution space of the

problem that translates into out of memory issues for these cases. In fact, while in the network

(a) the time required to solve the model with the ILP is in the order of tens of seconds, in the

network (c) this time increases to tens of minutes for a distance constraint less than 4 hops,

while for larger values the complexity of the instances makes not possible to find a solution.

Figure 6.9 depicts the total number of wavelengths required by ILP and heuristic, averaged

over all the 50 cases. The total amount of wavelengths increases when the distance constraint

increases. In fact, when the distance constraint increases, farther BBU hotel can be reached,

increasing the overall amount of wavelengths that are needed to connect RRUs and BBUs. The

absolute difference between the two strategies also increases with the distance constraint, due

to the inability of the heuristic to properly choose locations for BBU hotels.
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Figure 6.10: Example of a transition from 16 to 17 nodes network.
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Figure 6.11: Outcome of developed ILP during a transition from 16 to 17 nodes network limiting
the maximum distance to 1 hop.

6.2 Considerations on Dynamic Scenarios

Classical deployment techniques are not suitable for dynamic changes in the network, where

more incremental approaches must be developed to minimize the changes in the network during

operational time. To better understand the problem, let us suppose that in a network a new

node is added. This could be the case of a node in which new computational resources are

installed or freed by other services running on that node. An example of a transition from 16

to 17 nodes network is reported in Figure 6.10.

A network controller, which has a complete view of the network, runs the optimal placement

algorithm for the 16 nodes network. When it detects a change in the BBU pools, it runs
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Figure 6.12: Outcome of developed ILP during a transition from 16 to 17 nodes network limiting
the maximum distance to 3 hops.

the algorithm again to determine the new optimal solution. The outcome obtained with the

optimization algorithm for the networks depicted in Figure 6.10 is reported in Figures 6.11

and 6.12 for the case of 1 hop and 3 hops constraint on the maximum distance, respectively.

As it is possible to see, finding a new optimum usually requires to activate different hotels,

and consequently migrate BBU resources. In case of 1 hop limit, the transition from 16 to

17 nodes requires an activation of an extra BBU hotel, while in case of 3 hops constraint 3

hotels are sufficient also in the 17 nodes network and no extra BBU hotel is added. A more

straightforward solution to the case reported in Figure 6.11 would be to activate directly node

17. However, this requires to use more wavelengths and therefore to reach the optimal solution

the whole placement must be changed, due to the objective function (6.4) and the choice of the

tuning parameters.

To prove the effectiveness of the distributed approach in dynamic scenarios, Figures 6.13 and

6.14 reports the outcome of the distributed strategy reported in [102] for the case of 1 hop and

3 hops constraint on the maximum distance, respectively. It can be noticed how the resulting

deployment, even though it requires more active BBU hotels than the optimal approach, is

way more incremental and reaches solutions without requiring migration of BBU resources. On

the one hand, a complete knowledge of the network allows to develop optimization algorithms

to achieve optimal solutions. On the other hand, distributed strategies cannot reach optimal

solutions in most of the cases, but relaxes the controller from heavy exchange of control infor-
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Figure 6.13: Outcome of distributed heuristic during a transition from 16 to 17 nodes network
limiting the maximum distance to 1 hop.
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Figure 6.14: Outcome of distributed heuristic during a transition from 16 to 17 nodes network
limiting the maximum distance to 3 hops.

mation. This aspect must be considered when decisions are taken with a centralized strategy

and requires additional studies.



Chapter 7

Conclusion

This thesis illustrates the main outcomes of the research activities conducted throughout the

three years of the Ph.D. program. Novel deployment strategies for a cost-efficient and reliable

deployment of C-RAN for 5G transport networks have been proposed.

In Chapter 3, a use case related to capacity provisioning during special events in urban areas

is analyzed and a cost-efficient ILP strategy is proposed where mobile network deployment is

tackled considering both radio and transport network constraints. The results show a non-

negligible impact of the transport network cost, suggesting that including information on the

transport network and reusing the existing infrastructure can lower the overall deployment

cost. The deployment strategies presented in Chapter 4, based on ILP and heuristic, concern

the massive deployment of centralized architectures in indoor scenarios. Evaluations are con-

ducted with reference to a conventional deployment approach and show that by using a more

careful deployment strategy, significant cost savings can be achieved. In Chapter 5, the prob-

lem of sharing optical transport network resources is addressed. Here, it is proposed to use

Ethernet encapsulation of CPRI frames to multiplex backhaul and fronthaul traffic over the

same wavelengths, thus enabling high resource utilization. Finally, in Chapter 6 the problem

of BBU hotel failures is addressed. Resilient deployment strategies based on ILP and heuristic

are used to evaluate the impact of failures in the network resources (i.e., wavelengths and BBU

functions). Considerations for dynamic scenarios, where the deployment of BBU functions is
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not static, are also provided, showing that conventional design strategies may not be effective

in this perspective and requires additional studies.

The work presented in this thesis can be further extended in relation to the emerging baseband

functional splits that have been recently proposed. In particular, the adoption of Ethernet

switches with more levels of priority can be investigated to multiplex traffic with different

requirements over the same physical infrastructure. This would also be effective in dynamic

scenarios, where the optimal baseband functional split can be determined based on, for example,

traffic conditions, and the network must constantly adapt to these changes.
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