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Abstract. We present a new modelling approach for assess-

ing atmospheric emissions from a city, using an aircraft mea-

surement sampling strategy similar to that employed by pre-

vious mass balance studies. Unlike conventional mass bal-

ance methods, our approach does not assume that city-scale

emissions are confined to a well-defined urban area and that

peri-urban emissions are negligible. We apply our new ap-

proach to a case study conducted in March 2016, investi-

gating CO, CH4 and CO2 emissions from a region focussed

around Greater London using aircraft sampling of the down-

wind plume. For each species, we simulate the flux per unit

area that would be observed at the aircraft sampling locations

based on emissions from the UK national inventory, trans-

ported using a Lagrangian dispersion model. To reconcile

this simulation with the measured flux per unit area, assum-

ing the transport model is not biased, we require that inven-

tory values of CO, CH4 and CO2 are scaled by 1.03, 0.71 and

1.61, respectively. However, our result for CO2 should not

be considered a direct comparison with the inventory which

only includes anthropogenic fluxes.

For comparison, we also calculate fluxes using a conven-

tional mass balance approach and compare these to the emis-

sions inventory aggregated over the Greater London area. Us-

ing this method we derive much higher inventory scale fac-

tors for all three gases, as a direct consequence of the failure

to account for emissions outside the Greater London bound-

ary. That substantially different conclusions are drawn using

the conventional mass balance method demonstrates the dan-

ger of using this technique for cities whose emissions cannot

be separated from significant surrounding sources.

1 Introduction

Over half the people in the world (54 %) live in urban ar-

eas. This proportion is projected to increase to 66 % by 2050

(United Nations, 2014). Consequently, cities are responsi-

ble for a large proportion of anthropogenic greenhouse gas

(GHG) emissions. The 2015 UNFCCC Paris Agreement re-

quires signatory states to not only report national GHG emis-

sions, but also to establish and improve independent meth-

ods for verifying these reported emissions (UNFCCC, 2015).

Top-down methods that use atmospheric measurements to

determine city-scale emissions can assess the accuracy of

bottom-up emission inventories and provide crucial informa-

tion to help improve bottom-up accounting methods.

In the UK, spatially and sectorally disaggregated emis-

sions calculated using a bottom-up methodology are given

in the National Atmospheric Emissions Inventory (NAEI;

Brown et al., 2017). For Greater London, nearly all sources

of anthropogenic CO2 and CO emissions are associated with

fuel combustion. For CO2, the main sources are domestic and

commercial combustion and road transport, while emissions

from power stations are largely located outside the Greater
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London administrative boundary. Emissions of CO are com-

prised of a range of combustion sources, with road transport

emissions constituting the largest category. For CH4 the prin-

cipal sources are waste treatment and disposal, as well as

leakage during natural gas distribution (in contrast to the UK

as a whole, where emissions associated with ruminant live-

stock dominate). Providing a top-down constraint on these

London emissions is important, not only because London

represents a large emission source in its own right, but also

because it can help inform the assumptions that go into cal-

culating bottom-up emission estimates for these sectors at a

national level.

Natural emissions, which are not included in the NAEI,

contribute to varying extents for the three species. Wetlands

are the most significant source of natural CH4 emissions

within the UK, but wetland fluxes from London and its sur-

rounding areas are negligible compared to anthropogenic

emissions. Likewise, in urban areas CO is dominated by an-

thropogenic sources, although oxidation of biogenic VOCs

can contribute, especially during the summer. However, bio-

spheric fluxes do have a significant impact on measured CO2

mole fractions downwind of the UK; the impact of these

fluxes is discussed further in Sect. 3.1.2.

Aircraft mass balance techniques have previously been

employed to measure trace gas fluxes from several cities (e.g.

Mays et al., 2009; Turnbull et al., 2011; Cambaliza et al.,

2014) including London (O’Shea et al., 2014a). Typically,

horizontal transects are conducted downwind of a city at sev-

eral altitudes to sample its emitted plume for various trace

gas species. These vertically stacked transects define a 2-D

plane of sampling downwind of the city. A background mole

fraction can be determined by sampling upwind of the city

or from downwind measurements outside of the plume. The

mass flux of the plume through the 2-D plane of sampling

is then calculated from the measured mole fraction enhance-

ments (above background) and wind speed. This approach

works well for isolated cities, but for cities such as London

that are surrounded by other emission sources it is difficult

to measure a background that allows direct comparison be-

tween the mass balance flux and inventory emissions aggre-

gated over a well-defined area. The impact of this issue is one

of the key focus points of this study.

Another approach to flux quantification involves the use

of an atmospheric transport model to represent transport of

emitted species from the source to measurement site. This

enables simulated enhancements to be calculated at the mea-

surement location based on a prescribed emissions map (e.g.

from a bottom-up inventory). A range of inverse modelling

techniques can then be employed to optimise the emissions

map according to the measured mole fractions. This is fre-

quently performed at a regional scale using ground-based

measurements from long-term monitoring sites (e.g. Man-

ning et al., 2011; Bergamaschi et al., 2015; Ganesan et al.,

2015), but it has also been performed using aircraft data to

provide the spatial sampling coverage required to estimate

city-scale emissions using a few hours of measurement data

(e.g. Brioude et al., 2013).

The approach taken to performing the inversion must be

tailored to the measurement dataset. It is important to allow

the inversion sufficient freedom such that significant differ-

ences between measured and modelled mole fractions are re-

flected in differences between the posterior and prior emis-

sion maps. However, allowing too much freedom can re-

sult in unrealistically large redistributions of emissions in the

posterior solution driven by errors in either model transport

or measurements. Striking this balance is particularly diffi-

cult when using aircraft data, which have a greatly reduced

temporal coverage compared to continuous ground-based

measurements. Inversions using ground-based measurements

are typically performed on monthly to annual timescales; the

systematic biases in model transport over these timescales

are greatly reduced compared with the model transport error

at the time of a given aircraft flight.

In this study we have developed a new approach for assess-

ing bottom-up inventory fluxes, using the same aircraft sam-

pling technique typically employed by mass balance stud-

ies. This method uses the UK Met Office’s Lagrangian dis-

persion model, NAME (Numerical Atmospheric dispersion

Modelling Environment), to simulate the transport of inven-

tory fluxes to the location of the measurements. We perform

a simple inversion by comparing the average measured and

simulated fluxes at the aircraft sample locations and rescal-

ing the inventory according to their ratio. This approach has

two main advantages over traditional inversion techniques.

Firstly, it effectively controls the inversion behaviour by re-

moving the freedom to spatially redistribute emissions, thus

allowing a solution to be derived whose magnitude is com-

pletely independent from the magnitude of emissions in the

prior. Secondly, by comparing fluxes rather than mole frac-

tions at the measurement locations, the sensitivity of the re-

sults to biases in the modelled wind speed is reduced. On the

other hand, relative to the mass balance method, we are able

to account for the presence of sources outside the Greater

London boundary such that they do not bias our conclusions.

We demonstrate the implementation of this method by ap-

plying it to a single-flight case study downwind of London,

conducted in March 2016. In addition to applying our new

method, we also apply the conventional mass balance tech-

nique to the same data and compare the top-down fluxes

derived to inventory emissions aggregated over the Greater

London administrative area. We discuss the differences be-

tween the results from both methods and reflect on the ap-

propriate context in which each can be applied.

Atmos. Chem. Phys., 19, 8931–8945, 2019 www.atmos-chem-phys.net/19/8931/2019/
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2 Case study details

2.1 Aircraft measurements and calibration

We recorded measurements on board the UK’s Facility for

Airborne Atmospheric Measurement (FAAM) BAe-146 at-

mospheric research aircraft (henceforth referred to as the

FAAM aircraft). For full details of the aircraft payload see

Palmer et al. (2018). Here we describe only those measure-

ments that are relevant to this case study.

Mole fractions of CO2 and CH4 were measured using

a Fast Greenhouse Gas Analyzer (FGGA; Los Gatos Re-

search, USA). Paul et al. (2001) describe the operating prin-

ciple of the instrument, and O’Shea et al. (2013) provide

details on the instrument operational practice and perfor-

mance on the FAAM aircraft across several campaigns. The

FGGA was calibrated hourly in flight, using two calibra-

tion gas standards traceable to the WMO-X2007 scale (Tans

et al., 2011) and WMO-X2004A scale (an extension of the

scale described by Dlugokencky et al., 2005) for CO2 and

CH4, respectively. For this case study, the certified stan-

dards (369.54 ppm CO2, 1853.8 ppb CH4; and 456.97 CO2,

2566.0 ppb CH4 respectively) spanned the range of measured

ambient mole fractions.

We measured a target cylinder containing intermediate

mole fraction values approximately half way between these

hourly calibrations to quantify any instrument non-linearity

or drift. This flight formed part of the wider GAUGE (Green-

house gAs Uk and Global Emissions) campaign, during

which we derived average target cylinder measurement off-

sets of 0.036 ppm for CO2 and 0.07 ppb for CH4, relative

to the WMO-traceable values, with standard deviations of

0.398 ppm and 2.40 ppb, respectively, for 1 Hz sampling.

Each individual target cylinder measurement consisted of

a 20 s sample after allowing time for the measurements to

reach equilibrium. The standard deviation of these 20 s aver-

aged values was 0.245 ppm for CO2 and 1.42 ppb for CH4.

Another source of measurement uncertainty was the im-

pact of water vapour in the sampled air on the retrieved CO2

and CH4 mole fractions. This was principally a consequence

of mole fraction dilution (i.e. an increase in the total number

of molecules per unit volume relative to dry air) and pressure

broadening of the spectral absorption lines. The method used

to correct for this is described by O’Shea et al. (2013). Using

that technique we have derived maximal uncertainties due

water vapour of 0.156 ppm for CO2 and 1.05 ppb for CH4.

Finally, there are also uncertainties associated with the cer-

tification of the target cylinder of 0.075 ppm and 0.76 ppb,

respectively. Combining all of these uncertainties with the

target measurement standard deviations yields nominal total

uncertainties for CO2 and CH4 of 0.434 ppm and 2.73 ppb at

1 Hz, as well as 0.300 ppm and 1.93 ppb when averaged over

20 s.

We measured CO mole fractions using vacuum ultraviolet

florescence spectroscopy (AL5002, Aerolaser GmbH, Ger-

many). The principle of this system is described by Gerbig

et al. (1999), who also evaluate its performance on board an

aircraft. Calibration was performed using in-flight measure-

ments of a single gas standard and the background signal at

zero CO mole fraction. Gerbig et al. (1999) derive a 1 Hz re-

peatability of 1.5 ppb (at 100 ppb) and an accuracy of 1.3 ppb

±2.4 % for the 1 Hz measurements.

Details of the meteorological instrumentation on board the

FAAM aircraft are provided by Petersen and Renfrew (2009).

In summary, we measured temperature with a Rosemount

102AL sensor, with an overall measurement uncertainty of

0.3 K at 95 % confidence; we took static pressure measure-

ments from the air data computer, based on measurements

from pitot tubes around the fuselage, with an estimated ab-

solute accuracy of 0.5 hPa; we made 3-D wind measure-

ments using the five-hole probe system described by Brown

et al. (1983), with an estimated uncertainty in horizontal

wind measurements of < 0.5 m s−1.

2.2 Sampling strategy

On 4 March 2016 we conducted a targeted case study flight

to measure CO2, CH4 and CO mole fraction enhancements

downwind of London, so as to assess the accuracy of the

bottom-up emissions inventory. The flow over the region

was consistently westerly, bringing background air from the

northern Atlantic with an average travel time over the British

Isles of 20 h (as determined using NAME). As the influence

of land-based sources on the recent history of this air mass

(upwind of the British Isles) can be assumed to be negligi-

ble, we expect that air arriving at the British Isles had rel-

atively homogeneous and well-mixed trace gas composition

throughout the boundary layer prior to the influence of local

fluxes. Take-off was at 08:55 local time (= UTC), with the

vertically stacked transects downwind of London conducted

between 11:16 and 13:32 local time. Results from NAME in-

dicate a typical travel time between central London and the

downwind sampling plane of ∼ 5 h, suggesting the majority

of the sampled air passed over London between ∼ 06:00 and

∼ 09:00.

Figure 1 shows the flight track from an aerial perspec-

tive; between points A and B we flew repeated horizontal

transects at various altitudes through a plume of enhanced

mole fractions downwind of London emission sources. At

the southernmost end of these transects, the constraints of

UK airspace forced us to deviate from our desired course

perpendicular to the prevailing wind. However, as we sam-

pled the overwhelming majority of the London plume north

of this imposed turning point, such that measurements dur-

ing the deviation to point B represented background (out-of-

plume) sampling, we do not expect this deviation to impact

on the derived fluxes.

During an initial transect at 1550 m altitude we measured

typical uniform free-tropospheric background mole fractions

for all three gases (CO2, CH4 and CO). Following this we

www.atmos-chem-phys.net/19/8931/2019/ Atmos. Chem. Phys., 19, 8931–8945, 2019
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Figure 1. Aircraft flight track on 4 March 2016, coloured by alti-

tude. Wind barbs are used to represent wind speed and direction, av-

eraged over 5 min, using the convention where each full wind barb

represents a wind speed of 10 kn. The border of the Greater London

administrative region is shown in grey for reference.

descended to 120 m and subsequently flew six transects of

increasing altitude, breaking the final transect short to profile

up to 1550 m within the observed plume. Figure 2a, b and

c show these transects, coloured by mole fraction for CO2,

CH4 and CO respectively, projected onto an altitude–latitude

plane.

2.3 Dispersion model configuration

To determine the air history corresponding to the continu-

ous aircraft sampling we ran the NAME dispersion model in

backwards mode, releasing 100 tracer particles at each 1 Hz

aircraft measurement location and tracking their motion back

in time. NAME was driven by meteorological data from the

UK Met Office’s UKV model (Tang et al., 2013), which pro-

vides hourly data on 70 vertical levels at 1.5 km horizontal

resolution over the British Isles. NAME determines particle

motion based on the mean wind field (which is determined

by interpolating the met data spatially and temporally to the

particle location for each time step) and a parameterisation

of unresolved turbulent and mesoscale motions (for details

see Jones et al., 2007, and references therein). In this study

we used a NAME model time step of 1 min. By way of guid-

ance, it is worth noting that although this NAME setup is

more computationally intensive than is typically employed,

because the release duration was less than 3 h and the maxi-

mum particle travel time before leaving the domain was 37 h

(and less than 24 h for the majority of particles) the run com-

pletion time remained on the order of hours rather than days

using the JASMIN scientific computing facility.

To quantify the sensitivity of the sampling to surface

fluxes, we used NAME to calculate an air history matrix for

each minute of the flight (henceforth referred to as a release

period). Each tracer particle was assigned a nominal mass

and molar mass, enabling NAME to calculate the volumetric

mixing ratio of tracer within the lowest 100 m above ground

level on a 1 km × 1 km horizontal grid (UK National Grid).

This was chosen to match the spatial resolution of the NAEI

emissions inventory. A different tracer label was used for

each release period, and the model output for each release

period was provided as a time-integrated volumetric mixing

ratio, summed over all time steps. The air history matrix Dij

was then calculated according to

Dij (t) =
Aij × rij (t)

Ntot
. (1)

The indices i and j represent the northing and easting com-

ponents of the horizontal grid. The time-integrated mixing

ratio of tracer in each grid square is given by rij (t), the area

of each grid cell (here 1 km2) by Aij and the total moles of

tracer in a single release period by Ntot.

This air history matrix represents the mole fraction en-

hancement at the sample locations due to a unit flux in each

grid box. By combining this information with the NAEI in-

ventory emissions (Fij ) we can calculate a time series of sim-

ulated mole fraction enhancements (X) at the aircraft sample

locations:

X(t) =

∑

i,j

Dij (t) × Fij . (2)

The emissions Fij are given here in units of moles per square

metre per second (mol m−2 s−1) for CO2, CH4 and CO. Fig-

ure 2d, e and f show the equivalent data to Fig. 2a, b and

c, coloured by simulated mole fraction enhancement rather

than measured mole fraction.

3 Inventory flux comparisons

In this section we present two approaches to assess the accu-

racy of the NAEI inventory emissions relative to the mea-

sured mole fractions during this case study. The first is a

new approach, referred to hereafter as the flux-dispersion

method, using the simulated mole fraction enhancements

from Sect. 2.3 to derive simulated fluxes through the down-

wind sampling plane based on inventory emissions, thus en-

abling comparison with corresponding measured fluxes. The

results from this method represent our best assessment of in-

ventory fluxes for this case study.

In Sect. 3.2 we then employ a conventional mass balance

method to derive top-down fluxes which are compared to an

aggregated NAEI value. We discuss the outcomes of both ap-

proaches in Sect 3.3 and explain how the conventional mass

Atmos. Chem. Phys., 19, 8931–8945, 2019 www.atmos-chem-phys.net/19/8931/2019/
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Figure 2. Altitude–latitude projections of measured mole fraction (a–c) and simulated mole fraction enhancement (d–f) downwind of London

for each species.

balance approach can lead to spurious conclusions in cases

such as this.

It is important to note that the NAEI contains only an-

nually averaged emissions and so does not capture the po-

tentially large temporal variability on diurnal, weekly and

seasonal timescales. Clearly this represents a likely source

of difference between the top-down results derived from our

single-flight case study (which represent a snapshot in time)

and the inventory. The most recent gridded emissions avail-

able in the NAEI at the time of writing were for the year

2015; therefore we have used these 2015 emissions to repre-

sent the 2016 values in both approaches. The UK totals (not

spatially disaggregated) for 2016 have been released, allow-

ing us to compare these to the 2015 totals. For CO there was

a 9.4 % reduction in total reported emissions between 2015

and 2016, while for CO2 there was a reduction of 5.8 % and

for CH4 there was an increase of 0.01 %. These inter-annual

changes are likely to be small in comparison with the vari-

ability on shorter timescales mentioned above.

3.1 Flux-dispersion method

3.1.1 Methodology

To make a comparison between the measured and simulated

datasets described in Sect. 2 it is first necessary to calcu-

late a background mole fraction for both, so that the mole

fraction enhancement due to the London plume can be de-

termined. To determine periods of sampling that were not

significantly influenced by the London plume, and therefore

Figure 3. Altitude–latitude projection showing the influence of

London on the downwind sampling, as determined from the NAME

air histories. The colour scale represents the fraction of aggregated

NAME air history Dij within the Greater London administrative

region for each NAME release period. Background periods, where

the London fraction is less than 0.05 %, are shown in red.

can be considered to represent background mole fractions,

we again utilised the air history information given by the

NAME dispersion modelling. From the gridded air histories

described in Sect. 2.3, we calculated the fraction of Dij (t)

that was within the Greater London administrative region for

each release period and defined all release periods where this

fraction was less than 0.05 % as background periods. This

Greater London fraction is shown in Fig. 3, with the back-

ground periods coloured red.

www.atmos-chem-phys.net/19/8931/2019/ Atmos. Chem. Phys., 19, 8931–8945, 2019
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In practice there is no sharp distinction between in-plume

and background sampling, so any criteria used to sepa-

rate sampling into these two categories inherently involves

some level of human judgement. The key consideration when

defining the background for use with this method is to use a

threshold that optimises the sensitivity of the results to the

region of interest, in this case Greater London. This is il-

lustrated by Fig. 4, which shows the air history (Dij (t)) ag-

gregated over both the background (Fig. 4a) and in-plume

periods (Fig. 4b). This clearly illustrates that the background

criteria used here avoid air histories with significant influence

from the London conurbation.

The comparison between measured and simulated flux dis-

cussed later in this section is a comparison between the flux

enhancement from the areas sampled in Fig. 4b relative to the

flux enhancement from the air histories sampled in Fig. 4a.

Clearly this comparison is not entirely selective of emis-

sions from Greater London, with additional influence from

emissions within a wider area (largely upwind and down-

wind of Greater London). However, given the sampling strat-

egy employed it is not possible to isolate Greater London

emissions from other upwind and downwind sources using

any technique, and the 0.05 % threshold employed represents

the best choice to isolate sampling periods with significant

Greater London influence. The relative advantages of differ-

ent sampling strategies for background determination are dis-

cussed further in the context of the mass balance method in

Sect. 3.2.1.

For both the measured and simulated datasets the mole

fraction enhancement due to the London plume is cal-

culated by subtracting the background mole fraction. For

each constant-altitude aircraft transect we calculated av-

erage background mole fractions to the north and south

of the plume separately, for both measured and simulated

datasets. We then calculated the mole fraction enhancement,

1XLondon(t), for both datasets using Eq. (3):

1XLondon(t) = X(t) −

(

Xbgd N (z) + Xbgd S(z)
)

2
. (3)

Here X(t) is the mole fraction time series and Xbgd N (z) and

Xbgd S(z) are the average background mole fractions to the

north and south of the plume for each transect. The moti-

vation for treating the background in this way is to capture

potential latitudinal and vertical gradients in mole fraction.

Vertical gradients are accounted for by calculating a sep-

arate background value for each transect, while latitudinal

gradients are accounted for by the separate calculation of the

north and south backgrounds. If a straight average over all

background periods was used for each transect, this would be

subject to potential bias in cases where there was more back-

ground sampling on one side of the plume than the other. Cal-

culating north and south backgrounds separately as in Eq. (3)

mitigates this issue. An alternative method is to interpolate

the background values between the north and south edges of

the plume; however, due to the symmetry of the plume in this

case interpolating rather than averaging had a negligible im-

pact on the results (changing the final ratios by less than 1 %).

The background values used in Eq. (3) are given in Table 1.

The time series of measured and simulated mole frac-

tion enhancements calculated using Eq. (3) are directly com-

parable quantities. However, the simulated mole fraction

enhancements are strongly dependent on the model wind

speeds (which directly impact the time-integrated tracer mix-

ing ratios in Eq. 1). Any bias in the model wind speeds rel-

ative to the measured wind speeds consequently produces a

bias in the simulated mole fraction enhancements. Figure 5

shows a comparison of modelled and measured wind speeds

throughout the course of the flight. It can be seen that the

model tends to overestimate wind speed within the boundary

layer, particularly at lower altitudes.

In order to account for the low-biased simulated enhance-

ments resulting from the high-biased model wind speeds, we

convert both measured and simulated mole fraction enhance-

ments into fluxes per unit area in the mean wind direction

(i.e. through the downwind sampling plane) before making

a comparison between them. To define a representative wind

direction, we took the average of the mean UKV model wind

direction and the mean measured wind direction during the

sampling period. A time series of flux per unit area in this av-

erage wind direction, hereafter referred to as the flux density,

was then calculated for both measured and simulated datasets

using Eq. (4):

FD(t) = 1XLondon(t) × nair(t) × U⊥(t). (4)

The mole fraction enhancement (1XLondon), molar density

of air (nair) and wind speed in the mean wind direction (U⊥)

were calculated independently for the measured and simu-

lated datasets, producing flux densities (FD) in moles per

square metre per second (mol m−2 s−1) that are directly com-

parable.

3.1.2 Flux-dispersion results

Figure 6 shows a comparison between these measured and

simulated flux densities as a function of latitude for each

plume transect. The lowest transect from Figs. 2 and 3 (∼

120 m) has been excluded because no value for Xbgd N was

obtained – this was the first transect conducted before the po-

sition of the plume had been fully established so its northern

extent was not sampled. The top two transects have also been

excluded here because they are entirely above the average

boundary layer height of 759 m used by the NAME disper-

sion model for this simulation (which is taken directly from

the UKV met data). Above this height the parameters used

by NAME to describe the turbulent motion of the particles

are set to fixed values resulting in poorer representation of

particle dispersion. Within the boundary layer these param-

eters are calculated from the friction velocity and character-

istic convective velocity. Therefore the flux densities calcu-

Atmos. Chem. Phys., 19, 8931–8945, 2019 www.atmos-chem-phys.net/19/8931/2019/
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Figure 4. NAME air histories aggregated over (a) background sampling periods and (b) in-plume sampling periods, overlaid on an NAEI

emissions inventory map for CH4 (shown using a saturated colour scale). Both air histories have been normalised such that they sum to 1,

with grey and pink contours shown in each plot surrounding the vast majority (99.9995 %) of sample influence. These contours are included

in panel (c), (d) and (e) to provide a better visual comparison between the two aggregate air histories in the context of the inventory emissions

for CH4, CO2 and CO respectively.

Table 1. Background mole fractions for each species to the north and the south of the London plume, calculated using the flux-dispersion

method.

CO (ppb) CH4 (ppb) CO2 (ppm)

Dataset Altitude (m) South North South North South North

Measured 287 148.4 146.6 1943.1 1940.7 409.6 409.1

460 149.2 145.3 1942.5 1938.4 409.3 408.9

575 150.2 149.9 1943.6 1943.3 409.2 409.3

Simulated 287 3.7 3.9 6.8 10.2 0.5 0.5

460 3.6 3.6 6.9 10.0 0.5 0.5

575 3.4 4.0 6.5 11.4 0.4 0.5

lated for transects within the model boundary layer are more

accurate than those above it.

We note that the flux density enhancements for the two

transects above the model boundary layer are underestimated

by the simulation. A possible cause for this would be sup-

pressed vertical mixing in the model as a result of the simpli-

fied turbulence parameterisation above this height. A full in-

vestigation into the impact of turbulence parameterisation on

the vertical mixing within the NAME model would require a

separate study, but we note that if the vertical mixing in the

model is suppressed this could represent a potential source

of bias, leading to larger simulated flux densities within the

boundary layer than would in reality be produced by the in-

ventory emissions.

A notable feature of the transects shown in Fig. 6 is that

the centre of the simulated plume is consistently further north
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Figure 5. Comparison between wind speeds measured by the aircraft and the corresponding wind speeds at the aircraft location from the

UKV model. It can be seen that the model generally overestimates wind speed within the boundary layer.

Figure 6. Measured and simulated flux densities for CO2, CH4 and CO, given for the three transects (287, 460 and 575 m) used to assess

inventory accuracy.

than the centre of the measured plume. This could suggest the

spatial distribution of emissions within the inventory is incor-

rectly weighted towards sources in the north of London. Al-

ternatively, any inaccuracy in the model wind field could lead

to the simulated plume being advected to a more northerly

position on the sampling plane than the measured plume. The

fact that all three species exhibit the same northerly offset of

the simulated plume points to the latter explanation, as each

species has a different source mix, making it unlikely that

they would all exhibit the same spatial bias.

In itself, the mismatched position of the measured and

simulated plumes does not bias the results. This is one of

the key advantages of comparing average flux densities for

each transect, rather than using differences between the mea-

sured and simulated time series to optimise an emission map

(e.g. using a cost function). However, if the plume position

mismatch reflects an error in the transport model this does

have the potential to impact the results, as it suggests the air

histories for in-plume and background periods simulated by

NAME may differ slightly from the actual air histories of the

Atmos. Chem. Phys., 19, 8931–8945, 2019 www.atmos-chem-phys.net/19/8931/2019/



J. R. Pitt et al.: Assessing London CO2, CH4 and CO emissions 8939

measurements. This is one possible reason why the simulated

background CO and CH4 mole fractions were higher to the

north of the plume than to the south, when this gradient was

not observed in the measured background (see Table 1). Al-

ternatively, the higher simulated background to the north of

the plume could be counteracted in the measured dataset if

this air had a lower initial mole fraction before reaching the

British Isles (as the simulated dataset implicitly assumes a

uniform background for air entering the domain). The treat-

ment of the background here can mitigate either issue as long

as they result in linear changes in mole fraction with latitude.

The high bias of the simulated wind speeds relative to

the measurements (shown in Fig. 5) is a further indication

of transport model error. While we have accounted for the

most obvious impact of this issue by comparing flux density

rather than mole fraction, it could also result in simulated air

histories which underestimate the cross-wind spread in the

sample footprint. This could result in the simulation overes-

timating the sensitivity of in-plume sampling to emissions

from Greater London, producing a low bias in the inven-

tory scale factors. A robust quantification of the uncertainty

associated with model wind field inaccuracy (incorporating

both effects discussed above) would require an ensemble of

NAME runs to be performed, driven by met data with per-

turbed wind fields. Such quantification is beyond the scope

of this study, but we note that this is a potentially significant

source of uncertainty in the context of the uncertainty ranges

calculated below.

Having calculated time series of flux density for the mea-

sured and simulated datasets, we then calculated average flux

densities for each transect altitude. We also calculated flux

densities as an overall average using data from all three tran-

sects. These values are given in Table 2 for CO2, CH4 and

CO, along with the ratios between measured and simulated

flux densities. These ratios represent the factors by which

the NAEI inventory needs to be multiplied in order to re-

produce the measured flux densities (assuming there is no

bias induced by the NAME transport). Therefore for this case

study we conclude that NAEI emissions require scaling by

the overall values of 1.03 for CO, 0.71 for CH4 and 1.61 for

CO2.

While there are small uncertainties associated with the

measured mole fractions (as discussed in Sect. 2.1), the un-

certainty in these overall inventory scale factors is expected

to be dominated by NAME transport uncertainty. As dis-

cussed above, quantification of the uncertainties associated

with the dispersion modelling would require a more involved

modelling study using an ensemble of NAME runs. Here we

take the range of scale factors across the different transects

of 0.92–1.16 for CO, 0.66–0.79 for CH4 and 1.41–1.85 for

CO2 to give an indication of the total scale factor uncertainty

for each species, while noting that there may be additional

sources of model transport bias that are not captured by this

range.

Our results suggest that, to obtain simulated enhancements

consistent with our measurements, the NAEI would require

downscaling for CH4 and upscaling for CO2, with only a

small rescaling required for CO. For CH4 this is qualita-

tively consistent with past studies suggesting national NAEI

CH4 emission totals have been too high in previous years

(e.g. Manning et al., 2011; Ganesan et al., 2015), but it

differs from the most recent top-down verification report

(O’Doherty et al., 2017), which finds good agreement be-

tween the NAEI CH4 emission totals and continuous ground-

based measurements in recent years. There are several poten-

tial reasons why the results in this study might differ from

those in the verification report; these are discussed below in

the context of our result for CH4, but it should be noted that

these sources of discrepancy could apply to all three species.

Temporal variability in emissions (not included in the

NAEI) is an obvious source of difference between our re-

sults for CH4 and those in the verification report. Helfter et

al. (2016) used an eddy-covariance technique to determine

the diurnal variability of London CH4 emissions and found

that emissions increased by a factor of 1.9 (maximum-to-

minimum ratio) between the early and late morning. How-

ever, in addition to true temporal variability (e.g. rush hour

emissions), such techniques are susceptible to the complex

nature of urban boundary layer evolution during these transi-

tion periods (Halios and Barlow, 2018), which can result in

overestimation of diurnal flux variability. Nevertheless, the

fact that our study represents a snapshot in time is a key dif-

ference relative to the annual timescales of both the NAEI

and the verification report.

The fact that our study focussed on London and its

surrounding areas, while the verification report presents

national-scale results, represents another key difference be-

tween them. It is possible that, although NAEI emission to-

tals agree with long-term observations, the spatial distribu-

tion of these emissions is not well represented in the inven-

tory, such that the proportion of emissions ascribed to ur-

ban areas is too large. The impact of temporal variability

makes it impossible to draw such a conclusion from a sin-

gle case study; however, repeated flights at different times of

day, week and year would enable this hypothesis to be tested.

For CO2 we find that the NAEI would require upscaling

in order to be consistent with observations. However, direct

comparison with the NAEI is not appropriate for CO2 be-

cause biospheric fluxes, which are not included in the NAEI,

represent a significant influence on the measured mole frac-

tions. These biospheric fluxes include uptake due to photo-

synthesis (gross primary production; GPP), emission from

autotrophic respiration and emission from heterotrophic res-

piration. Net primary production (NPP) is calculated as the

difference between photosynthetic uptake and autotrophic

respiration. Hardiman et al. (2017) investigated biospheric

CO2 fluxes in Massachusetts and found higher NPP values

outside the Boston conurbation. Combined with higher het-

erotrophic respiration in more populated areas (including hu-
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Table 2. Mean flux densities calculated using the flux-dispersion method, given for each transect and taken over all three transects. The ratios

between measured and simulated flux densities are all given.

CO CH4 CO2

Mean flux density Mean flux density Mean flux density

(µmol m−2 s−1) (µmol m−2 s−1) (µmol m−2 s−1)

Altitude (m) Measured Simulated Ratio Measured Simulated Ratio Measured Simulated Ratio

287 1.79 1.74 1.03 2.70 3.41 0.79 526 330 1.60

460 1.65 1.79 0.92 2.12 3.22 0.66 468 331 1.41

575 1.94 1.67 1.16 1.96 2.91 0.67 556 300 1.85

Overall 1.79 1.73 1.03 2.28 3.19 0.71 516 321 1.61

man respiration), these higher rural NPP values result in a

positive net biospheric flux from urban areas relative to sur-

rounding rural areas. In our study this translates to a positive

net biospheric flux within the footprint of the in-plume mea-

surements relative to the footprint of the background mea-

surements. As we have not accounted for this net biospheric

flux in our simulated flux densities, we expect them to un-

derestimate the measured values, even if the NAEI emissions

are entirely accurate.

Prior quantification of the biospheric impact on the derived

scale factor would require the use of an ecosystem model and

is beyond the scope of this study. However, some inferences

can be made by considering the different scale factors de-

rived for CO and CO2, as these species share many of the

same combustion sources. Previous studies (e.g. O’Doherty

et al., 2013) have used CO measurements as a proxy for an-

thropogenic CO2, relying on the assumption that the inven-

tory ratio for CO : CO2 emissions is correct. In this case,

that would imply that the difference in net biospheric flux

between the in-plume and background sampling amounted

to over half the corresponding difference in anthropogenic

flux (comparing the scale factors of 1.03 for CO and 1.61

for CO2). However, while this comparison can be considered

indicative of the potential order of magnitude for net bio-

spheric flux, uncertainty in the inventory CO : CO2 emission

ratio limits our ability to use this method to obtain quanti-

tative information on biospheric fluxes (see Turnbull et al.,

2006, for further discussion on the use of CO : CO2 ratios

for this purpose).

3.2 Conventional mass balance method

3.2.1 Methodology

Detailed descriptions of the mass balance technique in the

context of measuring urban GHG emissions are provided by

many sources. In general, in the context of bulk area flux

measurement, these sources can be categorised into two ba-

sic approaches: either the emissions are assumed to be well

mixed up to a given height at which they are capped by a

temperature inversion (Turnbull et al., 2011; Karion et al.,

2013; Smith et al., 2015), or the vertically varying shape

of the plume is derived by interpolation between transects

flown at multiple altitudes (Mays et al., 2009; Cambaliza et

al., 2014; O’Shea et al., 2014a), often using a kriging ap-

proach. Figure 2a, b and c clearly show that the assumptions

of the first of these approaches (i.e. well mixed plumes up

to a capping height) are not met in this case. We therefore

adopt the latter of these approaches and use kriging to repre-

sent the full structure of the plume. This approach necessarily

assumes temporal invariance of the plume over the period of

sampling: in this case ∼ 2.5 h.

Following the work of Mays et al. (2009), Cambaliza et

al. (2014) and O’Shea et al. (2014a) we derive fluxes using

Eq. (5):

F =

∫ zmax

0

∫ B

A

(

Xij − X0

)

nair(z)U⊥ij dx dz. (5)

Here F (mol s−1) is the bulk flux for the emission source, Xij

is the kriged mole fraction for a given species, X0 is the back-

ground mole fraction, nair(z) is the molar air density (here

derived as a linear function of altitude based on measured

values) and U⊥ij is the kriged wind speed perpendicular to

the vertical sample plane across which the integral is taken.

Kriging is an interpolation method based on a stochas-

tic Gaussian model and is described in detail by Kitani-

dis (1997). It converts samples with sparse spatial coverage

into a 2-D grid of estimated values, with an associated grid of

standard errors for these values. Here we use a modified ver-

sion of the EasyKrig software (©Dezhang Chu and Woods

Hole Ocean Institution) to perform the kriging; again more

detail regarding the application of this software with regards

to aircraft mass balance flux calculations is given by Mays et

al. (2009). More detail regarding the kriging parameters used

is included in the supplementary material.

The results from the kriging were output on a 20 × 29 cell

grid, with a vertical resolution of 50 m and a horizontal reso-

lution of 5 km respectively, as shown in Fig. 7. As the lowest

transect was conducted at ∼ 120 m altitude, the structure of

the plume below this level was not constrained well by our

sampling. Therefore the mole fractions for the lowest 100 m
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above ground level were taken to be the same as the kriged

output for the layer at 100–150 m.

The background mole fraction X0 should be chosen to best

represent the mole fraction that would be measured down-

wind of Greater London if there were no emissions within

Greater London. We determined this background for each

trace gas by taking the average mole fraction over all cells

within 15 km of the north or south boundary of the sam-

ple plane (i.e. the three columns at each edge of the plane

in Fig. 7). This approach follows Mays et al. (2009) in de-

termining the background from measurements in the down-

wind plane outside of the influence of the plume and con-

trasts with the approach used by O’Shea et al. (2014a), who

instead used measurements upwind of London to determine

the background. The impact of the background calculation

on the results obtained using the mass balance method is dis-

cussed further in Sect. 3.3.

The background mole fractions used were 147.3 ppb for

CO, 1941.6 ppb for CH4 and 409.1 ppm for CO2, which (de-

spite the difference in background definition) are similar to

the values used in the flux-dispersion method (see Table 1).

Although we have used these average background values in

our main analysis, we have also calculated fluxes using inter-

polated background values (as recommended by Heimburger

et al., 2017) to test the sensitivity of the results to this choice

of approach.

3.2.2 Mass balance results

The fluxes calculated using Eq. (5) are given in Table 3, along

with 1σ uncertainties derived by combining the kriging stan-

dard errors with the uncertainty in background mole frac-

tion, taken to be the standard deviation for all background

cells used. Also given are the aggregated NAEI emissions for

the Greater London administrative area for each species. We

have derived inventory scale factors, in principle analogous

to those in Sect. 3.1.2, by taking the ratio of these aggregated

NAEI emissions to the flux calculated using Eq. (5) for each

species. Using the conventional mass balance method we cal-

culate that the NAEI requires rescaling by factors of 2.27 for

CO, 1.22 for CH4 and 3.08 for CO2. The differences between

these values and those derived in Sect. 3.1.2 are discussed in

Sect. 3.3 below. Using interpolated (as opposed to average)

background mole fractions slightly increases the calculated

fluxes, but in all cases the difference is less than 7 %. The

NAEI scale factors derived using an interpolated background

are calculated to be 2.33 for CO, 1.31 for CH4 and 3.19 for

CO2.

3.3 Comparing the flux-dispersion and mass balance

methods

In Sect. 3.1 and 3.2 two different methods were applied to

the same dataset to derive scale factors for the NAEI inven-

tory such that it agrees with aircraft observations. However,

the scale factors derived using the flux-dispersion method are

significantly lower than those derived using the conventional

mass balance method. This is because one of the key ele-

ments of the mass balance method, the assumption that a city

acts as an isolated emission source surrounded by areas with

negligible emissions, is clearly violated in this case. In order

to deal with these extraneous emissions one either needs to

account for them in the background mole fraction (such that

all downwind enhancements are solely a product of Greater

London emissions) or include them in the aggregated inven-

tory emission total against which the top-down flux is com-

pared. Here we consider the issues associated with both ap-

proaches.

From Fig. 4 it is evident that measurements within the

London plume are strongly influenced by sources upwind,

downwind, to the north and to the south of Greater London.

The mole fraction that would be observed at a given location

in the presence of these sources, but the absence of emissions

within the Greater London boundary, is clearly not a measur-

able quantity. Our calculated background, which we derive

using measurements on either side of the plume, is subject

to greater influence from emission sources to the north and

to the south of Greater London relative to the in-plume mea-

surements, while it fails to adequately capture emissions up-

wind and downwind of Greater London. There is no prior

reason to assume that these two effects cancel each other out.

An alternative approach to background calculation utilises

measurements upwind of the city. O’Shea et al. (2014a) use

this method to calculate fluxes for Greater London, making

the following implicit assumptions: (1) emissions upwind of

the background measurements are well-mixed throughout the

boundary layer, (2) the air history of the upwind sampling

does not differ significantly from the air history of the down-

wind sampling, and (3) entrainment of air into the bound-

ary layer from above does not significantly impact the down-

wind mole fractions relative to the upwind measurements.

All three of these assumptions appear dubious for the case

study presented here; in particular it seems likely that there

was significant entrainment of air into the boundary layer as

it increased in depth throughout the morning. We also have

insufficient sampling upwind of London to determine the ex-

tent to which the boundary layer can be considered well-

mixed. These factors motivated our decision to use a down-

wind background.

Even in cases where the above assumptions are satisfied,

using an upwind background does not solve the fundamen-

tal issue of extraneous emission sources. All emissions be-

tween the upwind and downwind transects, including those

outside Greater London, contribute to the measured down-

wind enhancements to some extent. Therefore it is not pos-

sible to isolate the mole fraction enhancement due solely to

Greater London emissions using either background calcula-

tion method. The influence of these surrounding emission

sources could explain the large inventory upscaling factors

derived by O’Shea et al. (2014a) when comparing their cal-
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Figure 7. Altitude–latitude projections of (a–c) measured data, (d–f) kriged data, and (g–j) kriging standard error for CO2, CH4 and CO

respectively.

Table 3. Bulk fluxes calculated using a conventional mass balance technique and corresponding NAEI emissions, aggregated over the Greater

London administrative region. The ratio of mass balance flux to NAEI emission is also given. Uncertainties on spatially disaggregated

emission maps are not reported in the NAEI.

CO CH4 CO2

Mean 1σ Mean 1σ Mean 1σ

Flux (kmol s−1) 0.178 0.006 0.182 0.009 44.7 1.2

NAEI emissions (kmol s−1) 0.079 – 0.149 – 14.5 –

Ratio 2.27 0.07 1.22 0.06 3.08 0.08

culated mass balance fluxes to the NAEI totals for Greater

London.

Given that it is not possible (even in principle) to isolate

enhancements due to Greater London emissions, it is log-

ical to consider over what area emissions can be consid-

ered to contribute to the calculated mass balance flux (for

a given choice of background). Dispersion model air his-

tories are frequently used to define the flux footprint when

using Lagrangian mass balance techniques (e.g. O’Shea et

al., 2014b) and integrative mass boundary layer techniques

(e.g. Font et al., 2015). These techniques balance the change

in species concentration within a column of air against the

fluxes through the top, bottom and sides of the column.

An analogous approach to footprint calculation here would

be to attribute the derived mass balance flux to the area given

by the NAME air history for in-plume sampling. However,

such an approach would be invalid because emissions from

within this area also contribute to background sampling. This

is evident from the overlap between the aggregate air histo-

ries for in-plume sampling (Fig. 4b) and background sam-

pling (Fig. 4a); assuming all of the emissions from the area

covered by the in-plume air history contributed directly to

an enhancement above the background would yield a huge

aggregate bottom-up flux that would not be representative

of the calculated mass balance flux. Fundamentally, because

emissions from many source areas contribute to some extent
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to both the in-plume and background measurements, making

it unclear whether or not to include these in the aggregated

inventory total, any choice of inventory aggregation area is

inherently arbitrary.

In summary, it is not possible to determine a background

such that all calculated enhancements result purely from

Greater London emissions. Neither, for a given choice of

background, can we unambiguously determine what area in-

ventory emissions should be aggregated over. This demon-

strates the difficulty in employing this type of mass balance

technique to estimate emissions from a non-isolated source.

Instead, the flux-dispersion method provides a good alterna-

tive in these cases because it explicitly accounts for the rel-

ative influence of all emissions on the in-plume and back-

ground sampling.

4 Conclusions

Aircraft mass balance techniques are an effective way of de-

termining emissions from isolated sources, but they require

surrounding areas to be negligible emission sources in order

to yield robust results. This is a well-known assumption as-

sociated with these methods. However, in the absence of al-

ternative techniques using the same sample dataset against

which the mass balance results can be compared, one is

forced either to simply state this assumption as a caveat or

to abandon the effort entirely.

In this study we have developed an alternative technique

using a Lagrangian dispersion model to quantify the trans-

port of inventory emissions to the aircraft sample locations,

so that a direct comparison of flux per unit area can be made

at the measurement locations. In contrast to the conventional

mass balance technique, this method does not require cities

to be isolated from surrounding emission sources, rendering

it more appropriate in many cases. We have demonstrated

this new technique by applying it to a single-flight case study

measuring London emissions, which yielded inventory scale

factors of 1.03 (0.92–1.16) for CO, 0.71 (0.66–0.79) for CH4

and 1.61 (1.41–1.85) for CO2. These values represent the fac-

tors by which the inventory emissions need to be multiplied

to agree with the aircraft measurements, although the ab-

sence of biospheric fluxes in the inventory means direct com-

parison with the CO2 measurements is not appropriate. Us-

ing a mass balance approach we derived significantly higher

values (2.27, 1.22 and 3.08 respectively), which we conclude

are biased as a consequence of significant sources outside the

Greater London administrative region, which are neither ade-

quately captured by the background mole fraction calculation

or easy to account for in the choice of inventory aggregation

area. The magnitude of this bias demonstrates how employ-

ing a mass balance method for a non-isolated source can lead

to highly misleading conclusions regarding the accuracy of

the emissions inventory under study.

It is important to emphasise that the inventory scale factors

derived here represent the results from a single case study

and therefore are not necessarily representative of the annual

timescale of the NAEI emissions. In order to better validate

the inventory on this timescale, repeated flights following a

similar sampling strategy are required. The limited spatial se-

lectivity of the flux-dispersion technique represents another

caveat on the results from a single flight, as the derived flux

ratios are not only sensitive to emissions from the London

conurbation but also to emissions from a fairly wide area

surrounding it. Repeated flights should therefore be designed

to incorporate sampling under different prevailing wind di-

rections, so that the systematic impact of extraneous sources

on the overall results is minimised. Using the flux-dispersion

method developed here in combination with representative

aircraft sampling on an annual timescale could provide a ro-

bust assessment of inventory fluxes at the city scale in the

case of non-isolated sources for which the mass balance tech-

nique is not appropriate.
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