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Abstract

Thermo-Hydro-Mechanical Coupling within a Geomechanical Multiphase

Model Framework with special reference to Fractured Rock Masses in the

Vicinity of a Geological Disposal Facility for Radioactive Waste

A novel numerical approach for the modelling of Thermo-Hydro-Mechanical (THM) pro-

cesses in the vicinity of a Geological Disposal Facility (GDF) for the long-term storage

of radioactive waste is presented. This work is based on a dual numerical code frame-

work with a multiphase flow solver for thermo-hydraulic processes and a geo-mechanical

solver for mechanical processes in fractured and fracturing rock masses. The method

has a unique continuum-discontinuum configuration that allows each of the THM pro-

cesses to be represented with the most suited formulation, thus improving the accuracy

and complexity of the simulations. Thermal processes are implemented within the geo-

mechanical solver using both an explicit and an implicit approach, the latter allowing

the modelling of temperature over large time scales, an important feature in the context

of geological disposal. Moreover, a novel thermal contact approach is presented to in-

vestigate the heat transfer between contacting solids and its application to heat transfer

across fractures is discussed. Furthermore, a thermo-mechanical coupling formulation

is derived in the geo-mechanical solver, enabling thermal expansion and thermally in-

duced fracturing. Then, the THM coupling is finalised using a conservative projection

method that enables information exchange between superimposed numerical meshes e.g.

heat transfer between the thermo-hydraulic and the thermo-mechanical solvers. Both

applications in porous media and with laminar flow are explored. Finally, the THM

dual framework is applied to the modelling of thermal spalling occurring in the exca-

vation walls of a deposition hole in a GDF. The potential of the method to o↵er new

predictive capabilities and insights on unexplained experimental observations is demon-

strated by considering the concurrence over time of THM factors influencing spalling,

especially multi-phase flow in the continuum and explicitly represented fractures in the

discontinuum.
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Chapter 1

Introduction

1.1 Nuclear Legacy

There are at present about 450 operational nuclear reactors in 31 countries, with the

majority located in Europe and North America (IAEA, 2017). In 2018, Nuclear power

accounts for 11% of the world’s electricity production (WNA, 2018). At the 21st Con-

ference of Parties in 2015 (COP21), 180 states and the European Union accounting for

more than 87% of global greenhouse gas emissions ratified the Paris Agreement, com-

mitting to keep “a global temperature rise this century well below 2 degrees Celsius

above pre-industrial levels and to pursue e↵orts to limit the temperature increase even

further to 1.5 degrees Celsius” (UNFCCC, 2016) .

Energy production in the UK accounts for nearly 30% of the carbon dioxide emissions

with 34% for the transport sector, 18% from business and 17% from the residential

sector (BEIS, 2018a). Since 1990, emissions from energy generation have been reduced

by more than half, predominantly as a result of the increasing presence of low carbon

energy alternatives in the energy mix (BEIS, 2018a). However, currently half of the

UK’s energy production still relies on fossil fuels (coal and gas, BEIS 2018a). In order

for the UK to meet the targets laid out in the Paris Agreements and in the UK legislation

(BEIS, 2017), the e↵orts to support renewable energies (solar, wind, tidal, geothermal,

hydro and bio energy) or nuclear energy must be pursued.

1
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There are currently 15 operating nuclear reactors generating 21 % of the UK’s electricity

supply (WNA, 2018), however all but one of the reactors are due to retire in 2030

(NAMRC, 2015). In 2006, the UK government policy towards nuclear power shifted,

recognising that this energy source has a role in reducing emissions and in maintaining

the energy mix (DTi, 2006). For the first time in two decades, this commitment has

led the UK to undergo a period of new nuclear build, with Hinkley Point C scheduled

for operation in 2025 (NAO, 2017). The UK government has also put forward policies

to support the next generation of small and advanced nuclear reactors (BEIS, 2018b).

The UK government intends for a geological waste disposal facility (GDF) to host both

waste generated from nuclear new build and legacy waste (WNA, 2018).

1.2 Radioactive Waste

Most of the UK radioactive waste is accumulated as the result of research and devel-

opment activities on nuclear power, alongside operational waste arising from energy

production and military related programmes. Radioactive wastes are classified by their

radiation and heat generation levels which impacts on the method by which they must

be managed. The classification in the UK is as follows (NDA and BEIS, 2017):

• Low Level Waste (LLW) contains the lowest level of radioactivity, up to 4 Giga

Becquerel (GBq) per tonne of alpha activity or up to 12 GBq per tonne of beta or

gamma activity. Most of the LLW is accumulated as the result of exploitation or

decommissioning operations of nuclear facilities i.e. as materials that have become

contaminated through exposure to radioactive radiation. In the UK, LLW accounts

for about 75% of the current total radioactive waste volume (NDA, 2017a).

• Intermediate Level Waste (ILW) exceeds the upper boundaries of the LLW

radioactivity level but does not generate a significant amount of heat. ILW is

composed of nuclear reactor components and sludges from the treatment of ra-

dioactive liquid e✏uents. In the UK, ILW accounts for about 23% of the current

total radioactive waste volume (NDA, 2017a).

• High Level Waste (HLW) generates significant amounts of heat due to its

high radioactivity level. HLW represents less than 2% of all radioactive waste
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in volume but accounts of over 90% of the radioactivity (NDA, 2017a). HLW is

mainly composed of spent reactor fuel that is no longer e�cient for generating

electricity and typically arises in the liquid form.

It is important to note that based on the current classification, the longevity of the

waste is not taken into account. Depending on their exact composition, radioactive

waste materials can remain highly radioactive and potentially harmful to humans and

the environment for up to hundreds of thousands of years .

At present, the volume of radioactive waste totals to approximately 132, 000 m3 (NDA,

2017a). However, the majority of the waste to be accounted for remains part of existing

facilities and will arise after the shut-down and decommissioning of the existing nuclear

power plants. The total volume forecast by year 2125 amounts to 4, 770, 000 m3 (NDA,

2017a) with approximately 90% of LLW, 10% of ILW and 0.03% of HLW (NDA and

BEIS, 2017).

1.3 Waste Management

The waste being harmful to Humans and the Environment, providing a long term so-

lution for the management of those wastes safely and at acceptable costs is a major

challenge for the nuclear industry. Currently in the UK, materials termed as LLW are

cut, compacted or incinerated to reduce their volume for disposal (DECC, 2010). They

are then grouted within metal containers and stored in above or near-surface facilities

known as Low Level Waste Repositories (LLWR, DECC, 2010).

For disposal, ILW may also need treatment such as super-compacting, cutting or drying.

ILW is placed and cemented in stainless steel containers, typically 500 litres drums or

3 m3 boxes that will be kept in an interim storage facility until long-term disposal is

available (NDA, 2017b).

HLW is melted with crushed glass and poured into 150 litres stainless steel canisters.

This vitrification process ensures the waste is in a stable form for interim storage in

air-cooled facilities for at least 50 years, allowing the waste to cool down and for a large

part of its radioactivity to decay before permanent disposal (NDA, 2015).
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For the long term management of ILW and HLW, the only concept to have gained in-

ternational consensus and scientific support is the deep geological disposal. Long term

storage of radioactive waste in a Geological Disposal Facility (GDF) is the solution

adopted in a majority of nuclear countries, including Belgium, France, Finland, Ger-

many, Japan, Sweden, Switzerland and the US.

1.4 The Generic Design of the GDF

The Swedish Nuclear Fuel and Waste Management Company (SKB, The Svensk Karn-

branslehantering AB) has established a standard system for the geological waste disposal

of radioactive waste. This includes three facilities: a central interim storage, an encap-

sulation plant for the packaging of the waste, and an underground repository.

The underground facility comprises of a system of vaults for the disposal of ILW, where

several individual containers will be stored together (Figure 1.1).

Figure 1.1: Disposal of ILW 500 litres drums and 3 meter cube boxes in an under-
ground vault of a GDF (NDA, 2016).

Because of their heat generation, high level waste will be disposed in arrays of engineered

tunnels (DECC, 2014), see Figures 1.2 and 1.4. To ensure their long term storage, the

Swedish System defines a multi-barrier concept known as KBS-3 (Nuclear Fuel Safety

- 3 barriers), see Figure 1.3. The KBS-3 comprises of two engineered and one natural

barrier (SKB, 2010c):
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• The canister (Figure 1.3b), encapsulates the vitrified HLW which is organised in

arrays of cladding tubes (Figure 1.3a) to di↵use heat e↵ectively. A cast iron insert

protects the canister from mechanical stress and an outer copper envelope prevents

corrosion.

• The bu↵er (Figure 1.3), made of bentonite, a clay based material which surrounds

the canister. The bu↵er swells in the presence of water to provide a mechanical

support pressure onto the walls of the deposition hole, allowing the excavation to

withstand the in-situ and thermal stress. The role of the bu↵er is to delay any

eventual radionuclide release from the canister.

• The host rock. The surrounding rock formation prevents radionuclide release up-

wards into the biosphere and also provides a stable chemical and mechanical en-

vironment for the engineered barrier. Hence the rock formation must be of low

permeability as well as seismically inactive.

All excavated volumes (deposition holes, service and transport tunnels) will be backfilled

to restore the mechanical equilibrium and continuity of the disrupted rock and to ensure

they do not promote groundwater flow (NDA, 2016).

Figure 1.2: Deposition of HLW canisters in a GDF (NDA, 2016).

The facility must be built at great depths to be protected from significant climate or

landform changes at the surface and to be protected from earthquakes as the magnitude

of the seismic waves decreases with depth. Additionally, the waste must remain signifi-

cantly below the aquifers to avoid potential water contamination and its transportation

into the biosphere (NDA, 2016).
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Figure 1.3: The multi-barrier system of the KBS-3 (SKB, 2000).

Figure 1.4: Aerial schematic view of the Forsmark repository in Söderviken, Sweden
(SKB, 2018).

As highlighted by a White Paper from the UK Department of Energy and Climate

Change (DECC, 2014), a repository must be located at a depth between 200 and 1,000

meters, the exact depth depending on the specificity of the site. There are three defined

types of rock formation that may host a GDF, for each of them an appropriate depth is

recommended (NDA, 2016):

(i) high strength crystalline rock: ⇠ 650m

(ii) low strength argillaceous sedimentary rock ⇠ 500m
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(iii) evaporite or salt rock ⇠ 650m

As the chosen depth of the facility increases, the number of options available for access,

construction, operation and closure of the repository will reduce. At greater depths,

the in-situ stress in the rock mass is more important which increases the likelihood for

irreversible changes to occur and to permanently lower the insulating quality of the

engineered and natural barrier. As a result, designing the facility to meet the safety

requirements becomes challenging and costs will be impacted.

1.5 Thermo-Hydro-Mechanical Processes

The term “coupled processes” means that processes are interdependent and that a

change occurring in one of them impacts directly and indirectly the others (Tsang,

1987). Thermo-Hydro-Mechanical and Chemical coupled processes (THMC) are ac-

knowledged by the international waste management community to have a significant

long-term impact on the three-barrier system and are widely recognized to be of critical

importance on post-closure safety of GDFs (Manepally et al., 2011, Stephansson et al.,

2004, Tsang et al., 2004). It is the study of coupled processes that led to the threefold

classification of host rocks due to the similarities in their THMC properties, namely

crystalline, argillaceous, and salt rocks.

THMC coupled process became of importance in the 1980s (Noorishad et al., 1984,

Tsang, 1987) with the first compilations of knowledge on the subject coinciding with

early radioactive waste disposal programs (Manteufel et al., 1993). As the present does

not explore chemical interactions, only thermo-hydro-mechanical processes will be con-

sidered.
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1.6 Thesis Overview

1.6.1 PhD Scope & Research Objectives

Over the last three decades, a considerable number of experiments were conducted to

understand the THM coupled behaviour of fractured rocks (Stephansson et al., 2004,

Tsang et al., 2005). Small scale experiments were conducted in traditional rock mechan-

ics laboratories whilst large scale experiments providing a more realistic insight into

processes happening in a repository were conducted in Underground Research Labora-

tories (URL). Long term full scale experiments have been conducted in URL for up to 18

years (Fernández et al., 2018). However, repositories must contain the waste safely for at

least several thousand years (RWM, 2016) and predicting with certitude the long-term

coupled behaviour of the rock mass is experimentally impractical.

Natural analogues may complement experiments. These are phenomena that occurred in

the environment with conditions and time scales similar to some of the key processes in

radioactive waste storage (Miller, 2000). For example, the natural fission reactor of Oklo,

Gabon within which self sustained nuclear chain reactions occurred for a few hundred

thousand of years with the fission products contained within the rock formation for 2

billion of years (Gauthier-Lafaye et al., 1996). The examination of natural analogues

can provide important insights in the long term coupled THMC behaviours but their

number is limited.

In contrast, numerical methods have proven to be robust predictive tools o↵ering ap-

proximations of the evolution of physical processes. The contribution of such methods

is increasing and so is the size and complexity of the problems faced. Thus accurate,

cost-e↵ective and multi-physics numerical methods are in high demand, especially for

the modelling of THM coupled processes.

The principal aim of the present research is to build up knowledge and capability in

modelling thermo-hydro-mechanical processes that occur in fractured rock masses in the

vicinity of a geological disposal facility for radioactive waste in the UK. The research is

performed within the AMCG (Applied Modelling and Computation Group) at Imperial

College London.
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Within the AMCG two advanced technologies are available: i) a thermo-hydraulic solver

‘Fluidity’ for multiphase fluid dynamics and the branch ‘IC-FERST’ for multiphase flow

in porous media ii) a geomechanical solver ‘Solidity’ for the mechanics of deformation

and fracturing of rock masses. Note that in this thesis, the thermo-hydraulic solver and

its branch IC-FERST will be referred as ‘Fluidity’.

For the modelling of THM coupled processes as well as for many other applications,

numerical methods are divided within three categories, continuum, discontinuum and

hybrid methods. Continuum methods model domains as un-interrupted, the contours

of a fracture for instance would not be explicitly represented visually or structurally.

Instead equivalent properties approximating the discontinuous behaviour of the fracture

are introduced locally in the continuum. On the contrary, discontinuum methods rep-

resent explicitly the discontinuities with their sizes, shapes, boundaries and behaviours.

The choice between continuum or discontinuum representation largely depends upon

the size and configuration of the problem considered. Both methods have their own

advantages and inconveniences which are related to either the accuracy and complexity

in the physical processes or to the computational e�ciency. Hybrid methods combine

continuum and discontinuum but do not aim to overcome the limitations of each but

rather to o↵er the best representation for each of the thermal, hydrological and mechan-

ical processes. This results in enhanced accuracy and complexity in the physics but at

a higher computational cost.

Fluidity is a continuum method and Solidity can use either a continuum, discontinuum

or hybrid method. In the past decade, there have been several research e↵orts in the

AMCG to produce a hybrid method with Fluidity and Solidity (Viré et al. 2012-2015,

Lei 2016, Yang et al. 2016 and Obeysekara et al. 2018). The Fluidity-Solidity hybrid

approach, also referred as ‘fluid-solid coupling’, consists of a dual framework within

which the two numerical codes run in a sequence and communicate at specific time

intervals to exchange information relevant to the coupled processes. The past numerical

research developments and those which continued simultaneously with this research work

led to mature capabilities able to tackle fluid-solid coupling for deformation, fracturing

and fluid flow in porous media (Obeysekara, 2018).

However, until now, only the coupled hydro-mechanical behaviour of fluids and solids

was considered. The present research work intends to extend the coupled capabilities of
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the Fluidity-Solidity hybrid method to thermo-hydro-mechanical coupling. This addi-

tion will improve the accuracy when modelling un-saturated porous and fractured rock

masses, including predictions of flow, stress and fracturing, thereby contributing towards

safer repository designs.

The specific objectives of the research work are the following:

1. Implement and validate a heat conduction solver for Solidity

2. Derive, implement and validate a thermo-mechanical coupling formulation for the

finite strain theory of Solidity (Xiang et al., 2009a)

3. Perform and validate thermally induced fracturing in Solidity

4. Derive, implement and validate a fluid-solid thermal coupling formulation for the

Fluidity-Solidity dual framework

5. Improve the Fluidity-Solidity framework for the modelling of THM coupled pro-

cesses in the context of radioactive waste repository, this involves:

• THM coupling in porous media

• THM coupling in fractured rock

• THM induced fracturing

• THM coupling with multiphase flow

• THM modelling over large time scales

6. Apply the Fluidity-Solidity framework to a realistic GDF performance scenario

1.6.2 Contributions of the Thesis

The contributions of the present research work are summarised as follows:

1. Implementation and validation of an explicit heat conduction model within Solid-

ity.

2. Implementation and validation of an implicit heat conduction model with a solver

handling matrix system of equations within the explicit Solidity framework
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3. Derivation, implementation and validation of a novel contact heat transfer formu-

lation for Solidity. The heat transfer between contacting bodies is solved explicitly

or implicitly, the latter achieved by integrating contact heat transfer interaction

terms in the matrix system

4. Derivation, implementation and validation of a thermo-mechanical coupling for-

mulation for the finite strain theory in Solidity

5. Validation of three-dimensional thermal fracturing within the FEMDEM method

6. Derivation, implementation and validation of a novel immersed shell-body method

for fluid-solid coupling of heat transfer within the Fluidity-Solidity framework

7. Application of the THM coupled capabilities of the Fluidity-Solidity dual frame-

work to the thermal spalling problem.

1.6.3 Thesis Structure

This research work is organised so that the geological waste disposal concept and the

importance of coupled processes are introduced in the first chapter in order to justify

the choices made in numerical developments throughout the thesis. In the second chap-

ter, the numerical methods employed commercially and in the scientific literature for

the modelling of coupled THM processes in the context of geological waste disposal of

radioactive waste are reviewed. The advantages and limitations of the Fluidity-Solidity

dual framework are discussed and the range of applications suited for the method is

highlighted. Development work undertaken on the dual framework is then presented

sequentially, each chapter for each key technology building up towards the modelling of

coupled THM processes.

Chapter 3 introduces the formulation of a heat conduction model for Solidity with ex-

plicit and implicit solvers. Further, a novel thermal contact model to capture heat

transfer between contacting solid bodies is presented and its potential for THM coupled

applications is discussed. In Chapter 4, a thermo-mechanical coupling formulation for

the finite strain theory of Solidity is derived and validated against analytical solution

and experimental results. Additionally, several test cases of thermally induced fractur-

ing in three dimensions are performed. Then, the following Chapter 5 finalises the THM

coupled approach by putting forward the details, implementation and validation of a
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novel numerical method to couple heat transfer between the thermo-hydraulic and the

thermo-mechanical solvers of the Fluidity-Solidity architecture. Then, the THM coupled

approach is applied to the thermal spalling problem in Chapter 6. The investigation aims

to demonstrate the potential of the method to provide insight on recent experimental

findings whilst improving understanding and predictive capabilities of thermal spalling.

At last, the conclusions of the thesis as well as recommendations for further work are

presented on Chapter 7.



Chapter 2

Literature Review : Modelling of

THM Coupled Processes in the

Vicinity of a GDF

Numerical methods are a preferred choice for predicting the behaviour of coupled THM

processes, the technologies and methods for improving their accuracy have received a

considerable amount of attention in the literature (Jing, 2003, Jing et al., 1993, Man-

teufel et al., 1993, Noorishad et al., 1984, Stephansson et al., 2004). Coupled processes

in geo-systems involve multiple classes of physical and chemical processes into com-

plex configurations. They often result in non-linear behaviours that require specifically

developed numerical methods as it is not su�cient to model each process separately.

THM processes are of utmost importance for GDF performance assessment, along with

chemical processes they determine the long-term behaviour of the three-barriers system

(Manepally et al., 2011, Stephansson et al., 2004, Tsang et al., 2004). Thus THM coupled

numerical tools are in high demand to support the safety case of GDFs for regulatory

approval.

For the past four decades, several international projects led the research on advanced

numerical methods for THM modelling such as the ongoing DECOVALEX project (since

1992, decovalex.org), the Yucca Mountain repository project (Manteufel et al., 1993) or

the EU-funded THERESA project (THERESA, 2009). They brought together technolo-

gies from both the research and private sector in an e↵ort to understand and predict

13

https://www.decovalex.org


Chapter 2 Literature Review 14

the processes at play, establish a consensus in the results and build up expertise in the

modelling procedure. In this literature review, an overview of the main THM coupled

processes likely to take place in the bu↵er and surrounding rock formation of a GDF is

given first. Then, a comparative analysis is performed for the most advanced softwares

and codes of each category of numerical methods ever employed for THM coupled mod-

elling in the context of radioactive waste repositories. Finally, the numerical framework

employed in this research is detailed and the novelty compared to the other existing

numerical methods is discussed.

2.1 Coupled THM processes in the vicinity of a GDF

There are in total 6 di↵erent THM coupling relations to potentially be taken into account

(Manepally et al., 2011):

1. Thermal fi Hydrological (TfiH)

2. Hydrological fi Thermal (HfiT)

3. Hydrological fi Mechanical (HfiM)

4. Mechanical fi Hydrological (MfiH)

5. Thermal fi Mechanical (TfiM)

6. Mechanical fi Thermal (MfiT)

Due to of the extensive number of coupled processes, it is important that their rele-

vance and magnitude for the specific problem studied is understood for the sake of the

computational e�ciency of the numerical tool.

Of the above mentioned process some may be weakly linked (Manepally et al., 2011)

with a straight forward, computationally light implementation that may just modify the

input parameters of a given process. For instance, liquids become lighter with rising

temperatures (TfiH) thus the temperature may be weakly coupled with the fluid’s

density.

Other processes have to be strongly linked with a structural implementation in the code,

they are often associated with a higher computational cost. For example, fluid flow is
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strongly coupled with temperature (HfiT) and as a result an additional term is required

in the energy equation to model heat transport by convection (refer to equation 5.2).

Finally, for some processes a weak or a strong coupling can apply. This is the case for,

hydro-mechanical interactions in fractures (see Section 2.1.4). The decision between the

two depends on whether or not the accuracy of a strong coupling and the associated

computational cost is necessary for the problem considered. Note that in the next

section, the strength of the coupling link will be presented based on how it has been

considered in the research.

Couplings may also be unidirectional or one-way coupled e.g. TfiM, as opposed to

two-way coupled e.g. TfiM and MfiT (Tsang, 1991). One direction may be considered

critical whereas the other may be negligible. For example, in radioactive waste storage

related problems the change of temperature controls the thermal expansion and the asso-

ciated change of stress in the rock mass (TfiM) whereas the modification of the thermal

gradient due to mechanical deformation (MfiT) is negligible as overall displacements in

the rock are relatively small and slow.

THM processes may be specific to i) non-generic engineered barriers configurations e.g.

open-drift with above boiling temperatures (Birkholzer et al., 2005b), ii) certain rock

types e.g. clay and iii) the repository phase e.g. glaciation period (Hökmark et al.,

2010). This review aims to be generic and therefore is restricted to a) the heating-

cooling phase of GDFs for HLW disposal, as this is when and where the THM coupled

processes will prevail (see Sequence 3 on Figure 2.1 and Figure 2.2), b) crystalline rocks

because their THM behaviour is fundamental and is also found in other rock types, c)

with temperatures below boiling not to consider phase change and d) with the standard

bentonite bu↵er. The THM coupled processes considered are summarised on Figure 2.3.
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Figure 2.1: Di↵erent loading sequences in repository performance. Sequence 1: pre-
excavation, sequence 2: post-excavation, sequence 3: post-closure heating (Tsang et al.,

2009).

Figure 2.2: Rock wall temperature increase for three di↵erent repository depth as-
sumptions: 300 m, 400 m and 10,000 m Hökmark et al. (2009).



Chapter 2 Literature Review 17

Figure 2.3: Diagram of the THM coupled processes considered in this work. Red lines
indicate strongly coupled processes and black lines indicate weakly coupled processes.
Solid lines indicate couplings of significance in waste repository applications and dashed
lines are used for uncertain or of low impact coupled processes. Inspired from Manepally

et al. (2011).

2.1.1 Thermal fi Hydrological

Thermal expansion and buoyancy flow - Weak Coupling

The emplacement of HLW in a deposition hole of a GDF will generate significant amounts

of heat. Heat will gradually transfer to the surrounding rock producing a radial thermal

gradient around the deposition hole. The liquid contained in the pores and fractures

of the rock will expand as fluids become lighter with increasing temperatures. This

process is known as thermal expansion and is a weak coupling because it is achieved

by introducing a temperature dependent density in the fluid equation (refer to equation

5.2).

Additionally, as a result of the thermal gradient, the expansion in the fluid will not be

uniform and the resulting pressure gradients can induce flows. This process is known as
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buoyancy flow and will be a consequence of the TfiH coupling. Wang and Tsang (1980)

and Wang et al. (1981) studied porous media buoyancy flow in single fractures and found

that the flow in fractures perturbs the natural buoyancy patterns in crystalline rocks

when the fracture hydraulic conductivity is much greater than that of the rock matrix.

Material properties - Weak Coupling

Other fluid properties may also be temperature dependent such as the thermal expansion

coe�cient or the viscosity of the fluid.

2.1.2 Hydrological fi Thermal

Heat convection - Strong Coupling

The hydrology of the domain is able to a↵ect the temperature field when heat is trans-

ported via fluid flows, this process is known as heat convection. This is a strongly

coupled process as an additional term must be added in the energy equation.

Fluid flow may be induced as a response to the deformation of the rock mass (forced

convection, MfiH) or induced by buoyancy flow (natural convection, TfiH). Thus, heat

convection will be the result of indirect couplings MfiHfiT or TfiHfiT. However,

because of the large time scales in repository applications and due to the overall low

permeability of the rock, the natural and forced convection are anticipated to have small

implications. Thereby, heat transfer in the rock mass is thought to be dominated by

heat conduction (Patrick, 1986, Wilder and Ramirez, 1991).

Material properties - Weak Coupling

The thermal properties of the porous matrix, i.e. heat conductivity and heat capacity

are dependent on the saturation in pore water of the rock matrix (de Vries, 1975).

2.1.3 Hydrological fi Mechanical

Material properties - Weak Coupling

Studies by Jacobsson and Bäckström (2005) and Feng et al. (2001) indicate that the

presence of water reduces the uniaxial compressive strength of rocks. Moreover, Feucht

and Logan (1990) observed, a reduction of the frictional strength with an increase of

saturation for a sandstone. Similar conclusions were made in experimental and numerical
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modelling work performed within the DECOVALEX-THMC project (Bäckström et al.,

2008, Hudson et al., 2008). The alterations caused in the rock by interaction with

pore water are happening at the microscopic level and can be taken into account by

introducing a weak coupling between saturation level and mechanical properties.

E↵ective Stress - Strong Coupling

The fluid contained in fractures and within the pore space exerts a pressure on the rock

matrix influencing its overall stress state. The pore fluid pressure influence on the rock

matrix is known as the e↵ective stress thanks to the works of Terzaghi (1925) and Biot

(1941) who proposed the theory of consolidation or poro-elastic theory. The e↵ective

stress is the HfiM part of the poro-elasticity, it is strongly coupled because an additional

term is necessary in the mechanical equation (Biot, 1941).

In large scale radioactive waste repository applications, the pressure is determined by

gravity i.e. by the weight of the water column at a given depth. Because hydrostatic

pressure is significantly smaller than the in-situ stress in the rock mass, the HfiM is

often not considered of importance. Moreover, the fluctuations in the fluid pressure due

to thermal expansion of the fluid are often ignored in the modelling (Birkholzer et al.,

2005a,b, Koyama et al., 2013). When considered, such fluctuations in the fluid pressure

are deemed to be of no consequences (Rutqvist et al., 2009b, 2001b).

Bu↵er Swelling - Strong or Weak Coupling

The hydration of the bentonite bu↵er causes it to swell, applying a compressive stress

normal to the excavation walls. This will prevent the excavation from yielding under the

in-situ and thermal stress. Local saturation levels and fluid pressures are critical for the

bentonite swelling process and for the necessary support on the drift walls (Birkholzer

et al., 2005a, Glamheden et al., 2010). If the bentonite material is represented in the

modelling, swelling is specific to the THM properties of the material (Dueck and Nilsson,

2010) and the implementation of a strongly coupled constitutive model is necessary

(Åkesson et al., 2010). If it is not represented and thus the deposition hole is left open,

a weakly coupled boundary condition may be applied to emulate the bentonite support

pressure, see Figure 2.4.
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Figure 2.4: Maximal principal stress for an unsupported (left) and supported (right)
deposition hole. The arrows represent the support pressure boundary condition. Sim-

ulation results from Koyama et al. (2013).

2.1.4 Mechanical fi Hydrological

Mechanical processes have a direct impact on the hydrologic conditions by changing

the configuration of the rock matrix within which the fluid flows. The stress level

influences the porosity of the rock matrix and the aperture of fractures. A change in the

rock matrix void space correspond to a change in volume of the fluid domain, inducing

pressure gradients, fluid flow and changes in the hydraulic conductivity and storativity

of the matrix.

MfiH in the pores - Strong coupling

Mechanical compression of a porous matrix can lead to a reduction of the pore space,

squeezing the interstitial fluid. This compression will change the fluid pressure and

induce flows, given that the fluid is considered compressible. This coupling is the MfiH

part of poro-elasticity (Biot, 1941) and requires a strong coupling link. This is because

the mechanical stress must be coupled with the Darcy equation for flow in porous media

(Obeysekara, 2018).

MfiH in fractures - Strong coupling

Fractures are thought to be the main medium of fluid flow because host rocks are selected

to be of relatively low porosity. The coupled hydro-mechanical behaviours of single

fractures will be dependent on (Olsson and Barton, 2001, Tsang, 1991):

• aperture – the distance between two fracture walls,

• roughness of the fracture walls,
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• mechanical contact area - where stresses may be transferred,

• matedness - how geometrically conforming the fracture walls are,

• spatial correlation - the variation of fracture aperture along the fracture plane,

• tortuosity - the bending of the stream lines over fracture asperities and contact

points,

• channelling - fluid flow through preferred pathways inside a fracture of variable

aperture,

• sti↵ness - mechanical properties of the fractures and its response to shear and

normal stresses.

Increasing the stress normal to a fracture plane will reduce its aperture while increasing

the stress in the horizon of the plane will induce shearing of the fracture. Shearing in-

creases the hydraulic aperture of fractures because it reduces the initial matedness of the

rough fracture walls and allows for more fluid to flow. Fracture network properties such

as connectivity and orientation of the fractures (Lei, 2016) must also be considered as sets

of fractures a↵ecting the tortuosity of flow patterns will be encountered in radioactive

waste repository applications. In numerical methods, to assess the impact of fractures

on the hydraulic conditions, complex strongly coupled models with explicit representa-

tion of fractures can be employed. Alternatively, weakly coupled models approximate

the behaviour of a fracture by changing the hydraulic properties of the computational

grid element containing the fracture (see Section 2.2).

Figure 2.5: Mechanical and hydraulic properties of single fractures (Olsson and Bar-
ton, 2001).
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2.1.5 Thermal fi Mechanical

Thermal expansion - Strong coupling

In repository applications, the major heat driven process is the thermal expansion of the

rock. Thermal expansion is a strongly coupled process because it requires the mechanical

equations to be modified. A typical granite has a coe�cient of thermal expansion of

8 ⇥ 10�6 /�C, for a temperature rise of a 50�C a 0.015% of volume change is induced

(see Chapter 4). Although a ground surface uplift of up to a few tens of centimetres

is expected above the GDF (Hökmark et al., 2010, Wheeler et al., 2015), large thermal

stresses will be localised near the deposition holes, as shown on Figure 2.6. This is

because significant thermal gradients will only be found within a few tens of meters

from the heat source (Hökmark et al., 2010), Figure 2.7.

Figure 2.6: E↵ective normal stress as a function of depth, repository depth is 460m
(Hökmark et al., 2010).

Figure 2.7: Temperature increase as a function of depth, repository depth is 460m,
Hökmark et al. (2010).

In the vicinity of a deposition hole, thermal stresses will influence the porosity of the

media and the fracture apertures. For an horizontal deposition hole, the generated
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horizontal thermal stress is expected to close up vertical fractures and thus to reduce

the overall hydraulic transmissivity of the rock (Birkholzer et al., 2005b, Rutqvist et al.,

2009b, Rutqvist and Tsang, 2003).

It is important to highlight that directly above the repository structure, due to heating

a large zone of shearing (Figure 2.8) is to be expected together with a reduction of the

normal stress (Hökmark et al., 2010, Jing et al., 1993, Min et al., 2005) because the

rock is more confined laterally than vertically, as shown on Figure 2.9a. The stress ratio

(the ratio of vertical stress to horizontal stress) is inherently lower for shallower depths,

hence even where the thermal gradient is relatively small, the potential for shearing may

not be negligible.

Figure 2.8: Predicted fractured (top) and sheared zone (bottom). The figure repre-
sents numerical results of a 2D vertical slice model of a 500x60m repository region at

500m depth (Jing et al., 1993).

Moreover, for shallow depths Hökmark et al. (2010) predicted significant hydraulic trans-

missivity changes from a factor of 1.5 to 2.5 (Figures 2.9b and 2.9c) depending on the

inclination and the location of the considered fractures, this e↵ect being driven by the

loss of compression in certain zones, such as shallow regions above the repository (Figure

2.10) or regions not directly above the repository (Figure 2.11).
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Figure 2.9: E↵ective normal stress as a function of depth (Hökmark et al., 2010).
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Figure 2.10: Thermally induced horizontal stress after 500 years, contours in MPa
(Hökmark et al., 2010).

Figure 2.11: Thermally induced vertical stress after 50 years, contours in MPa
(Hökmark et al., 2010).

Material properties - Weak coupling

Heat influences the thermal properties of the rock (thermal expansion coe�cient, heat

conductivity and capacity) and its mechanical properties such as the Young’s modulus.
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2.1.6 Mechanical fi Thermal

Deformations in the rock mass - Strong coupling

Large deformations of the rock can modify the temperature field but because the dis-

placements are relatively small and slow, this coupling is largely negligible. It is also

worth mentioning that open fractures may act as heat resistances in dry conditions.

However, experimental results by Lin et al. (1991) concluded their e↵ect to be insignifi-

cant. The implementation of such MfiT coupling will be complex as it involves changes

in the equations and possibly in the formulation to introduce discontinuities.

Material properties - Weak coupling

Large strain in the rock mass may influence the heat transfer and strain dependent

thermal properties may be introduced.

2.2 State of the Art THM modelling

THM processes are based on three main laws of physics that are well established in fluid

and solid mechanics: Hooke’s law of elasticity of solids, Darcy’s law for fluid flow in

porous media and Fourier’s law of conduction heat transfer.

In numerical modelling the above laws are translated into partial di↵erential equations

(PDEs). When the THM processes are coupled, the equations become inter-dependent

as each equation takes into account contributions from the others.

The first coupled THM numerical models were available in the early 1980’s (Noorishad

et al., 1984), models have since seen tremendous evolution in terms of accuracy, so-

phistication of the coupled processes, model size and number of spatial dimensions. To

achieve complete THM coupled modelling of the multi-barrier system a number of key

capabilities are shortlisted:

Three-dimensional modelling: using all three dimensions enables the modelling of

sophisticated configurations such as with several arrays of deposition holes, reveal-

ing processes happening at di↵erent scales. It also allows to capture complex THM

interactions such as flow patterns in connected fracture networks.
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Multiphase flow: the consideration of gaseous and liquid phases flowing in the rock

mass and bu↵er is important for the assessment of radionuclide migration and de-

terminates the bentonite bu↵er re-saturation time (Dessirier et al., 2017, Glamhe-

den et al., 2010), warrant of the mechanical stability of the deposition hole.

Heterogeneity modelling: rock masses have complex and non-uniform properties

that may di↵er by orders of magnitude. If such heterogeneities are known, it

is important that they are taken into account in the modelling input.

Multi-material modelling: to capture the THM behaviour of the multi-barrier sys-

tem, all materials, i.e. canister, bu↵er and host rock must be represented. Each

of them having their own THM properties and boundary conditions.

Implicit solvers: such solving methods produce results with no time steps restriction,

they are said to be unconditionally stable. They are indispensable for post-closure

simulations as the time scales at play are relatively large (hundred and up to thou-

sands of years, Figure 2.2). Implicit methods solve a matrix system of equations

with complex and computationally expensive mathematical procedures. They are

contrasting with explicit methods which approximate the solution with a step by

step procedure, using the previous solution in time to calculate the next. Explicit

methods are computationally fast but are constrained by a small time step to

remain stable which makes them impractical for modelling large time scales.

Discontinuity modelling: Single fractures and fracture networks present in the rock

mass are one of the most influent features on safety (Tsang, 1991). They have a

considerable impact on the stress response of the rock mass (Rutqvist et al., 2009a,

2001a), on the potential of radionuclides transport (Neretnieks, 2006) and on the

bentonite full saturation time (Dessirier et al., 2017).

Numerically, there are two ways to represent fractures:

E↵ective continuum models. Fractures are not represented explicitly, their THM

properties are homogenized on a representative volume which approximates their

behaviour (Guvanasen and Chan, 2000, Oda, 1986, Stietel et al., 1996). Weak

regions (elements) can be inserted pre-simulation to represent pre-existing fractures

or inserted during simulation if specific conditions are satisfied according to a

damage model (Drucker-Prager, Mohr-Coulomb, ...).
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Discontinuum models. Fractures are represented explicitly and so is their deforma-

tion, propagation and coalescence.

A common conclusion of comparative modelling studies (Birkholzer et al., 2005b, Millard

et al., 1995, Rutqvist et al., 2001b), is that there is excellent agreement on the calcu-

lated temperature fields, a relatively good agreement on the overall stress fields but an

inconsistency in the hydraulic results. This is due to the specificities of the fundamental

di↵erences in numerical approaches and algorithms employed to model fractures.

Because the discontinuities are one of the most challenging aspect of THM modelling,

in this section a continuum/discontinuum classification is adopted as presented by Jing

(2003). The reviewed numerical methods are those employed commercially and in the

scientific literature for the modelling of coupled thermo-hydro-mechanical processes in

the context of geological waste disposal of radioactive waste. This review aims to com-

pare i) the adequacy of a particular method to address a specific class of THM problems

and ii) the number of key capabilities that a given code possess.

Strong couplings are the most di�cult to implement and they reflect on how the code is

structured whereas weak couplings may be incorporated within any code with relatively

small implementation e↵orts. Therefore the review looks in priority at what strong

couplings are present if not all and how they are implemented. For a broader insight

on numerical codes employed in rock mechanics, refer to the reviews of Jing (2003) and

Bobet et al. (2009). Details on the numerical codes mentioned in the following sections

and throughout the thesis are available in the Appendix.

2.2.1 Continuum Methods

2.2.1.1 The Finite Element Method

The Finite Element Method (FEM) is certainly the most popular numerical method

in continuum rock mechanics. The FEM divides the domain into a finite number of

smaller volumes formed by an assembly of nodes called elements. The most common

finite elements are three-noded triangles (2D) and four-noded tetrahedrons (3D). The

PDEs are approximated at the element level using an approximation function or “shape

function” that distributes the unknowns depending on the element topology. A global
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matrix system is obtained, the system is then discretized in time and may be solved

implicitly or explicitly.

The FEM is the most employed by the numerical modelling community and thus bene-

fits from mature technologies, expertise and well verified commercial codes (ABAQUS,

COMSOL), research open source platforms (OpenGeoSys, Fluidity, IC-FERST, CAST3M)

and specialised research codes (CODE-BRIGHT, COMPASS, FRACON, MOTIF, ROC-

MAS, THAMES).

2.2.1.2 The Finite Di↵erence Method

Another popular continuum method and also the oldest (Jing, 2003) is the Finite Di↵er-

ence Method (FDM, Wheel 1996). In the FDM, to obtain the solution of the objective

function, the partial derivatives of the PDE are replaced with di↵erences of the objec-

tive function over spatial intervals in all directions. like in FEM, the domain is spatially

discretized with a computational grid. For a given point of the grid the di↵erences are

evaluated with his direct neighbours in all directions. In FDM the grid is most often

regular to conveniently evaluate the di↵erences. This makes the FDM computationally

e↵ective and also the simplest formulation to implement. Moreover, the local approx-

imation of the FDM makes the method suited to non-linear mechanical behaviours.

However, solving on non regular grids or representing discontinuities explicitly is not

straightforward with the FDM. The only purely FDM code in this review is the com-

mercial software FLAC3D developed by Itasca Consulting Group.

2.2.1.3 The Cellular Automata

The cellular automata (CA) was originally developed for micro-fracturing of rocks under

uniaxial compression (Feng et al., 2006). It is inspired by the self-organization theory

in biology which holds that the state of a cell depends on itself but also on the state

of its neighbours. When the CA is applied to rock mechanics the domain is discretized

into cells and the state of the rock is formed by the interaction of information between

adjacent cells at the previous time step, with information such as stress or displacement.

Thus, the behaviour of a cell is considered to be local and this approach is in essence
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a finite di↵erence method. The numerical code associated with the CA is the Cellular

Automata: EPCA, developed at the Chinese Academy of Sciences, Wuhan.

2.2.1.4 The Finite Volume Method

The Finite Volume Method (FVM) employs the same direct approximation of PDEs as

of the FDM but in an “integral sense” (Jing, 2003), the objective function is expressed

at the finite volume level which is a small volume surrounding each nodal point of the

computational grid. In the FVM, the formulation stays the same for every number

of spatial dimensions. The divergence terms in the PDE are converted from volume to

surface integrals and are evaluated as fluxes entering and leaving the finite volume and its

neighbours. The FVM is particularly suited to fluid dynamics because the flux approach

yields straightforward conservation as opposed to the FEM where normal gradients

may di↵er across element interfaces and local mass conservation may be lost. Another

advantage of the FVM is that the formulation may easily be used on unstructured grids.

The computer codes with finite volume capabilities are Fluidity, IC-FERST, QPAC,

TOUGH2 and TOUGH-FLAC.

2.2.1.5 The Boundary Element Method

The Boundary Element Method (BEM, Wilde and Aliabadi 1999), is a continuum

method which represents solid domains by their boundaries, this makes them partic-

ularly suited to fracturing problems. The initiation, growth and coalescence of fractures

is represented explicitly by the boundary elements.

On one hand, the advantage of the BEM is that only the domain boundaries need to

be discretized, making the BEM more computationally e↵ective than other continuum

methods. On the other hand, the boundary dominant approach of the BEM encounters

di�culties to model complex domain e↵ects (Lee and Jing, 2004) such as i) initial/resid-

ual stress, ii) fields and body forces, iii) non-linear deformations and iv) non-linear

distribution of domain properties. Lee and Jing (2004) proposed an approach to over-

come domain integral limitations of the BEM by supporting it with FEM or FDM

type of methods. Thus, the BEM alone is not a suitable method to capture material

heterogeneities and their space, time, strain, temperature, saturation and fluid pressure
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variability. Boundary element methods are based on implicit solvers but to capture frac-

ture propagation they may rely on an explicit scheme, see details of the BEM software

FRACOD.

2.2.2 Discontinuum Methods: Discrete Element Methods

The term Discrete Element Method (DEM) includes all numerical methods that treat

a given problem as an assembly of interacting bodies or discrete elements. In rock

mechanics problems, the blocks of rock carved out by the fracture system are the discrete

elements and fractures are represented by the voids separating the blocks.

DEM methods may be split into two di↵erent categories based on their time-marching

procedure: Explicit DEM and implicit DEM also known as Discontinuous Deformation

Analysis (DDA).

The modelling of a dead-end fracture contained within a rock body is not necessarily

within the ability of DEM methods. Yet this may be achieved with a sub-discretization

of the discrete elements with finite elements, this technology is available in advanced

explicit DEM codes (Solidity, UDEC, 3DEC) and in the DDA (Jing, 1998).

2.2.2.1 Explicit DEM

The explicit DEM (Jing and Stephansson, 2007) or distinct element method as intro-

duced by Cundall and Strack (1979) has an explicit time integration scheme with the

deformation of discrete elements handled in an FDM fashion. As explained by Lei (2016)

and Jing and Stephansson (2007), the basic computational sequence of an explicit DEM

can be summarised with the following steps:

1. A contact detection algorithm identifies and updates all the contacts between the

di↵erent elements composing the discrete system.

2. The contact forces are computed based on the contact configuration and contact

law.

3. The resulting acceleration induced by the contact force is calculated with Newton’s

second law for each discrete element.
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4. The displacements of each discrete element are obtained with a step by step time

integration scheme (explicit) and positions of the elements are updated.

2.2.2.2 Discontinuous Deformation Analysis

In the Discontinuous Deformation Analysis (DDA, Shi 1992) the transient solution is

obtained by implicitly solving a matrix system. The fundamental di↵erence with explicit

DEM is that instead of using Newton’s second law for each element, the DDA minimizes

the potential energy of the whole element system by solving it implicitly.

In the explicit DEM, contacts are resolved by interpenetration of elements resulting in

a contact force (Munjiza and Andrews, 2000) while in the DDA, interpenetration is

prevented by contact springs that are taken into account in the matrix system (Jing,

1998).

The DDA has thermo-mechanical (Jiao et al., 2015) and hydro-mechanical coupling ca-

pabilities (Jing et al., 2001, Morgan and Aral, 2015). However to the author’s knowledge,

the DDA has not been applied yet in the context of Geological Disposal Facilities and

there is no prevalent numerical code regrouping THM coupling capabilities.

2.3 Current Research background

2.3.1 Fluidity & IC-FERST

Fluidity (Piggott et al., 2008) is an Open Source multiphase computational fluid dy-

namics code capable of numerically solving the Navier-Stokes equation on unstructured

finite elements in all dimensions. IC-FERST is the branch of Fluidity developed mostly

for reservoir simulation in two and three dimensions. IC-FERST can solve multiphase

Darcy equations for porous (Gomes et al., 2017, Jackson et al., 2015, Salinas et al., 2018)

and fractured rock media (Su et al., 2015).

An attractive feature of the Fluidity framework is the unstructured adaptive mesh opti-

mization (Garćıa et al., 2011), able to locate spatial heterogeneities and to dynamically

refine the mesh locally. This allows the necessary precision to be focussed where needed

rather than re-generating a uniformly sized mesh, saving previous computational time
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and memory. For instance, the heterogeneity may be the maximum pressure gradi-

ent, the fluid phase interface (Jackson et al., 2015, Salinas et al., 2018) or pre-defined

fractures (Obeysekara et al., 2018, Su et al., 2015), see Figure 2.12.

Figure 2.12: Adaptive mesh two-phase flow calculation: water injection (phase 1) in
a oil saturated (phase 2) porous media. (a) At the start of the simulation, the domain
of an oil-saturated fractured porous rock is discretised using a fixed unstructured mesh;
(b) after an initial mesh adaptation, mesh is refined at the fracture and coarsened in
the matrix; (c) penetration of the water phase with additional refinement at inter-
face between the two fluid phases; (d) further displacement of oil with water and flow
into fracture. Note: the red line in (a) indicates the position of pre-existing fractures

(Obeysekara et al., 2018).

2.3.2 Solidity

Solidity is an Open Source, multi-purpose explicit mechanical solver based on the com-

bined Finite-Discrete Element Method (FEMDEM or FDEM). The FEMDEM was pi-

oneered by A. Munjiza in the 1990’s at Swansea University and later on at Queen

Mary University (Munjiza, 2004, Munjiza and Andrews, 2000, Munjiza et al., 1999,

2003, 1995). A fruitful collaboration between A. Munjiza (Queen Mary University), J.P.

Latham and J. Xiang (Imperial College London) began in 2004 (Latham et al., 2013,

Munjiza et al., 2010, Xiang et al., 2009a,b).

The FEMDEM combines the continuum based FEM with the discontinuum based ex-

plicit DEM. In FEMDEM multi-body interactions can be handled with a classic explicit

DEM approach whilst each body is discretized with finite elements and solved accord-

ingly. The DEM part handles behaviours such as translation, rotation, mechanical or

thermal contact interactions while the FEM part calculates internal stress, strain, frac-

turing or heat transfer. The contact interaction between discrete bodies is calculated via

the penalty function method (Munjiza, 2004, Munjiza and Andrews, 2000) relying on

an infinitesimal overlap between the contacting discrete meshes to calculate the contact
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forces. Development e↵orts at Imperial College led to the release of a three-dimensional

version with a large strain FEM formulation (Xiang et al., 2009a), a plasticity model

(Karantzoulis, 2017) and fracture models (Guo, 2014, Guo et al., 2013, Lei, 2016, Lei

et al., 2016).

When using the fracture model joint elements are inserted between triangular (2D) or

tetrahedral finite elements (3D) pre-simulation as shown on Figure 2.13.

Figure 2.13: Insertion of joint elements in 2-D: (a) continuous FEM formulation (b)
discontinuous FEM formulation. From Lei (2016)

The joint elements are 4 noded in 2D and 8 noded in 3D. They may be cohesive (i.e.

unbroken) to represent the intact rock or broken to represent new or pre-existing frac-

tures. While in tension, joint elements act as springs until they are broken which is

analogous to the approach used in the DDA and in the explicit DEM codes 3DEC and

UDEC. While in compression, joint elements will not penetrate each other significantly

thanks to the contact force calculated with the penalty function method (Guo, 2014).

For the non-linear fracturing process, a cohesive zone model (Munjiza et al., 1999)

handles the transitional elasto-plastic behaviour of joint elements (Figure 2.14).
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Figure 2.14: Cohesive zone model. (a) Schematic model of the transition between
elastic, plastic and broken zones, (b) representation of the cohesive zone model in

FEMDEM (Lei, 2016).

With such developments Solidity can capture the heterogeneity of the stress distribution

in fractured rocks, the interaction of rock matrix blocks and the deformation, propaga-

tion and coalescence of rough fractures (Lei et al., 2017a, 2015, 2014, 2017c).

With regard to the above mentioned, it must be noted that inserting joint elements

changes the formulation of Solidity from hybrid (discontinuum-continuum, respectively

DEM and FEM) to fully discontinuum. When using the fracture model Solidity can be

considered as an explicit DEM with the only di↵erence being that the deformation of

single elements are handled with FEM and not FDM (refer to section 2.2.2.1). Addi-

tionally, note that in the thesis Solidity will be employed without the fracture model

and on a single solid body. In that case, the DEM part of the hybrid method is not

recruited and Solidity will be referred as a continuum method (See Chapter 4).
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2.3.3 Fluidity-Solidity: A Hybrid Approach

Simultaneously, while the the above features were in development and validation, an

architecture for the joint use of Fluidity and Solidity was created (Viré et al., 2012). This

led to the modelling of fluid-structure interaction with immersed body type of methods

(Viré et al. 2012, 2015, 2013 and Yang et al. 2016, Figure 2.15), gas-rock interaction for

blasting (Yang et al. 2017, Figure 2.16) and fluid-fracture/matrix interactions including

flow in fractured rock (Obeysekara et al. 2017, 2018, Figure 2.17) and hydro-fracturing

(Obeysekara 2018, Figure 2.18). The Fluidity-Solidity architecture will be employed to

model coupled THM processes in porous, partially saturated fractured rock media.

Figure 2.15: Flow past two flexible fibres (Viré et al., 2012).
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Figure 2.16: The snapshots of the fluid pressure (a,b), fracture pattern (c,d) and
solid velocity (e,f) inside the square rock block submitted to a blasting charge (Yang

et al., 2017).
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Figure 2.17: Evolution of the water saturation field during the injection of water into
an initially oil-saturated fractured rock under in situ stress conditions (Obeysekara

et al., 2018).

Figure 2.18: Validation against experiments of fluid injection into a borehole with
pre-existing flaws (Obeysekara, 2018).
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2.4 Comparison of THM Numerical Codes

2.4.1 Key numerical features, comparative table 2.1

3D: Three dimensionality is common and largely tested within the FEM, FDM, FVM

and the explicit DEM but in the less popular DDA and BEM, advanced methods and

codes for THM modelling are mostly in two dimensions. It is however likely that 3D

technology for the DDA and BEM will emerge in the next few years.

Multiphase flow: In domain continuum methods, there is no obstacle to the implemen-

tation of multiphase flow, therefore this feature will be found in any mature software.

On the contrary, for discontinuum approaches modelling the hydraulic continuum across

discrete elements is challenging and this results in limited features in comparison to FEM

or FVM. At the exception of 3DEC, in the BEM and the DEM, only single phase fluid

flow in fractures is considered. Note that multiphase flow in fractures is not a relevant

feature to implement.

Heterogeneity and multi-material modelling: Except for the BEM, all methods

can handle multi-material configurations and heterogeneous properties in the rock mass.

In continuum methods, the discontinuities between materials are at best represented

with slide lines, planar boundaries or insertion of joint elements. All those techniques

are aimed at preserving the continuum approach at the material’s interfaces. This makes

continuum methods less flexible than their discontinuum counterparts, where materials

may be apart or contacting and interact within all degrees of freedom. However, pre-

serving the continuity allows straight-forward formulations for THM behaviours across

material interfaces such as porous media flow across the bentonite-rock interface.
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2.4.2 Fracture Capabilities, comparative table 2.2

Continuum Domain Methods

The FEM, FDM, FVM and CA may be referred to as continuum domain methods be-

cause their space discretization takes place over the whole domain considered as opposed

to continuum boundary methods or BEM where only the boundaries of the domain are

discretized.

Most continuum domain numerical codes (ABAQUS, THAMES, ROCMAS, MOTIF,

FRACON, COMSOL and FLAC3D) have implemented features to allow the explicit

representation of discontinuities with interface elements, joint elements, slide lines or

areas with specific boundary conditions. However such solutions are limited because:

(i) they are defined manually when setting up the simulation and there is no automatic

scheme to recognize new discontinuities and their interactions,

(ii) they can only take into account several discontinuities as they will encounter dif-

ficulties when dealing with many intersecting fractures,

(iii) they are limited to small displacements and/or rotation because of the continuum

domain formulation.

Hence they may only be used to represent important discontinuities in the rock mass with

a predictable behaviour such as faults or major fractures. Complex, explicit fractures and

fracturing cannot be represented with domain continuum methods with the exception

of the extended finite element method (X-FEM, Fries and Belytschko 2010).

The X-FEM is a feature existing in the FEM and the only rigorous approach for frac-

turing in continuum domain methods and it can be found in ABAQUS and CAST3M.

In the X-FEM, a discontinuous function enriches the FEM continuum solution (Figure

2.19a). The enrichment allows for the solution to be approximated on cut elements and

therefore no re-meshing is required to model a fracture which is a significant computa-

tional advantage. Since the void space created by a fracture is not spatially discretized

(Figure 2.19b), an additional approach is necessary for hydraulic calculation across the

discontinuity. Such approach for hydro-mechanical coupling exist with finite volumes

(Figure 2.20, Wang 2015) but it has not yet being applied to the THM modelling of

GDFs.
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(a) Closed fracture (b) Open fracture

Figure 2.19: Fracture representation in the X-FEM method, enriched elements are
marked in grey. Modified from Fries and Belytschko (2010).

Figure 2.20: Fluid flow inside a fracture with the X-FEM (Wang, 2015).

Continuum Boundary Methods

Regarding continuum boundary methods or BEM, the two-dimensional FRACOD is

perhaps the most widely recognized code available and it has proven to be a rigorous

method for the quantitative assessment of fractures (Hudson et al., 2008, Rutqvist et al.,

2009a, 2001a,b). It is worth mentioning that, the formulation employed by FRACOD

in Rutqvist et al. (2009a) included a sub-critical crack growth model for creep, a time-

dependent process. Results only showed insignificant sub-critical crack growth during

the first 100 years of thermal loading. This suggests that a sub-critical crack growth

model is not necessary for THM analysis of the heating up phase.

With FRACOD, the BEM can perform THM coupled analysis and allow fluid-fracture

interaction with a finite volume approach as shown on Figure 2.21. Yet this will be

limited to linear behaviour within the domain as it goes with the BEM. In conclusion,

the BEM is an accurate tool for purely fracturing problems and a method of interest for

benchmarking on fundamental test cases with other methods.
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Figure 2.21: Subdivision of the fracture into flow elements in FRACOD, after Shen
et al. (2013).

Discontinuum Methods

The power of all DEM approaches resides in their capacity to handle relatively large

number of fractures. However, the modelling of coupled THM processes in DEM have

not reached the same level of maturity compared to their continuum counterparts.

The DEM framework is not designed to embed hydraulic capabilities, their implemen-

tation is not straight forward and as a result DEM codes are often limited to fluid flow

modelling in fractures, neglecting porous media flow and fracture-matrix flow interac-

tions (Jing, 2003).

With the explicit DEM codes UDEC (Itasca, 2018) and 3DEC (Cappa et al., 2008)

a discretization with tetrahedral and triangular elements can be employed, analogous

to the DDA. Fluid flow in fractures is resolved with a network of fluid domains located

where there is a contact between grid points or between an edge and a grid point (Figure

2.22). Domains are considered of uniform pressure and fluid may flow from one domain

to its neighbours, creating a discrete network of interconnected pressure points solved by

FDM. The flow is governed by the pressure di↵erential between neighbouring domains

and is controlled by the aperture of the rock joint according to the cubic law for flow

between parallel plates (Snow, 1965).
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Figure 2.22: Fluid flow in-between discrete elements (Itasca, 2018)

Blocks are considered impermeable in UDEC but a steady-state pore pressure may be

applied as a boundary condition. In 3DEC saturated porous media flow is considered

within the rock blocks. In both codes, the fluid flow model may be coupled with the

mechanical and thermal models (Cappa et al., 2008, Karatela and Taheri, 2018) with

the compressibility and the thermal expansion of the saturated material being taken into

account.

A similar approach for flow in-between discrete elements has been presented in the DDA

(Jing et al. 2001, Figure 2.23) and with FVM instead of FDM (Morgan and Aral 2015,

Figure 2.24). Due to its implicit nature, the DDA can easily integrate the flow equations

in a matrix form compatible with the pre-existing matrix system of mechanical equations.

Figure 2.23: Flow in an idealized fracture intersection (Jing et al., 2001).The flow is
calculated for each segment with the di↵erential pressure of each intersection and the

segment’s mean aperture.
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Figure 2.24: Flow in idealised fractures with the FVM method (Morgan and Aral,
2015).

Conclusion

The advantage of the domain methods for discontinuity modelling, is that they do not

need to model the fractures explicitly. E↵ective continuum models are of low compu-

tational cost and o↵er a good approximation of the overall behaviour of a continuum,

given that their calibration is accurate. Consequently, the continuum approach is the

preferred choice for large scale THM modelling.

With the X-FEM, the BEM and the DEM, the explicit fractures and fracturing processes

are fully represented. However, when introducing a fracture, a supplementary spatial

discretization for the fluid domain is necessary. It may be achieved with a discrete

system of nodal pressures solved by FDM (UDEC, 3DEC) or with volumes domains in

the fractures solved by FVM (X-FEM, FRACOD, DDA).

To achieve accuracy in the prediction of fractures in the discontinuum methods, the mesh

needs to be su�ciently refined otherwise results may be inconsistent from one mesh to

the other and the hydraulic results drawn from fracture aperture and geometry will be

impacted. Refining the mesh will come at a greater computational cost. Therefore, when

modelling fractured rock masses, the preferred scale of DEM methods is substantially

smaller to that of continuum methods.

This will not apply for the BEM due to its boundary approach, nor for the X-FEM

because the enrichment function cuts across the elements and thus the mesh does not

need to be as fine as for the discontinuum methods.

Additionally, the X-FEM conserves the FEM continuum quality in the intact rock do-

main (Wang, 2015) and fluid equations can be solved traditionally with FEM. Thus
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together with the FVM approach in the fractures (Figure 2.20) the fluid domain is not

interrupted and fluid interactions between rock matrix and fractures can be captured

(Wang, 2015).
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2.4.3 THM coupling capabilities, comparative table 2.3

TfiH: Buoyancy flow is driven by the changes of fluid density as a function of tempera-

ture, this a weakly coupled process and any code with a porous media flow formulation

will be able to include this coupling. As a result the codes lacking this coupling are

found in the discontinuum category.

HfiT: Heat convection also depends on the fluid capabilities and thus is generally found

within continuum methods.

MfiH: Fractures a↵ect the permeability of the domain, they may be dealt with using

e↵ective continuum models or with discontinuum models which are all based on the

cubic law (Snow, 1965). The poro-elastic MfiH coupling i.e. the deformation in the

porous rock inducing fluid pressure changes is omitted in the review.

HfiM: The changes in pore pressure will be converted into e↵ective stress onto the

rock matrix and the deformations in the rock will induce changes in porosity and pore

pressure. This part of the poro-elastic theory is standard in continuum rock mechanics

and thus can be found in all continuum codes. For the BEM (FRACOD) and the

DEM codes the fluid pressure is only applied at the fractures. Pressure is exerted on

the boundary elements for the BEM and on the discrete elements boundaries for the

DEM. As seen previously in the DEM, flow is most often solved in-between the discrete

elements only. Based on the cubic law we can predict that the fluid pressure will only

be significant where there is a fracture opening. Consequently this approach will only

be appropriate for low porosity rocks, where fluid flow in the pores can be neglected.

TfiM: Thermal expansion is naturally being taken into account in all codes as it is the

most important source of mechanical stress in the vicinity of a deposition hole.

MfiT: The influence of deformation of the rock mass on the temperature field is of no

significance in radioactive waste repository applications and in a large majority of rock

mechanics and engineering problems.
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2.4.4 Coupling scheme, comparative table 2.4

The choice of an implicit time marching procedure for solving thermal and hydraulic

equations is mandatory for post closure applications and this is a unanimous choice

among the codes reviewed. For mechanical solvers however, the type of time integration

scheme varies.

Fully implicit solvers are the only ones able to solve THM coupled equations mono-

lithically. The THM matrix equations may be assembled in a single system and solved

at once. However, this will only be possible if all three THM processes have the same

time step requirements. If not, the smallest time step must be used to preserve stability.

This is computationally ine�cient in GDF performance applications because mechanical

equations usually require a much smaller time step for convergence than the thermal

and hydraulic equations (Rutqvist et al., 2009b). The di↵erence will be of several orders

of magnitude if non-linearity is considered. Consequently, even for codes with fully im-

plicit solvers a sequential approach is always preferred to model THM coupled processes

(CODE-BRIGHT, OpenGeoSys, ROCMAS).

The sequential solution procedure iterates between thermal, hydraulic and mechanical

processes and an appropriate time step is chosen for each process. Thermal and hy-

draulic equations have similar time steps requirements and thus they may be solved

monolithically, making solely the TH-M coupling sequential. In TH-M sequential cou-

plings the fluid and thermal equations are solved first. Then, coupling informations such

as fluid pressure and temperature are transferred to the mechanical solver which will

iterate for a fixed number of times or until mechanical equilibrium is attained. This

configuration is employed by all of the THM codes in this review, illustrations of the

sequential iteration process are presented on Figure 2.25, and in the Appendix on Fig-

ures A.2 and A.5. Thermal and/or hydraulic equations are solved in one temporal loop

and mechanical equations in another. Between each loop, the necessary information is

passed on to ensure the THM coupling.

Due to the size of the mechanical time step in explicit methods, running a real time

simulation cannot be considered for large time scales. For instance, time increments for

3D explicit DEM fracturing of rock are typically below the micro-second. To reduce the

mechanical computational time, a quasi-static approach known as the ”load factoring”

technique may be employed (Prior, 1994). Developed for the modelling of the industrial
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metal forming process, it allows for the mechanical loading boundary conditions to be

applied over a much shorter period of time compared to reality, reducing the simulation

time. It must be noted that if the loading speed is increased too much, the kinetic

energy generated will a↵ect the solution, creating stress waves and instabilities. To

avoid such scenario, the undesirable kinetic energy generated by the load scaling must

be kept several orders of magnitude under the strain energy (Prior, 1994).

This approach is particularly relevant to repository modelling as the post closure temper-

ature variations are of the order of hundred degree Celsius over a hundred years, inducing

a slow deformation rate. The quasi-static approach is a mandatory route for all codes

relying only on explicit geomechanics (COMPASS, MOTIF, FLAC3D, TOUGH-FLAC,

3DEC and UDEC). Implicit geomechanics codes may iterate on the real time scales of

interest if they consider linear geomechanics but if non-linear mechanical behaviours

such as fracturing are taken into account (X-FEM, DDA, BEM) the time-step will be

so constrained that performing a real time simulation will become impractical and the

quasi-static route must be followed.

Figure 2.25: Illustration of the sequential, quasi-static iteration for the coupling of
THM processes in Fluidity-Solidity. With T the temperature, � the porosity, k the

hydraulic conductivity and P the fluid pressure.
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2.5 Conclusion and Novelty of the Proposed Hybrid Ap-

proach

Continuum domain numerical codes possess the most rigorous THM modelling capa-

bilities, they are the most e�cient for the assessment of larger scale, overall processes

occurring in the rock mass.

Given that the same e↵ective continuum model is used, domain continuum methods are

expected to agree on the results. Whereas for the continuum boundary and discontin-

uum methods, due to the variety of their formulation, in depth calibration work will be

necessary for them to produce consensual results on the fracturing and hydraulic pro-

cesses. Nevertheless, their explicit representation of fractures is necessary to understand

the THM behaviour of fractured rock masses at the small scale.

The Fluidity-Solidity architecture enables a powerful hybrid method that has a contin-

uum approach for the fluid processes and discontinuum approach for the mechanical

processes. This allows for the best representation to be used for each of the processes.

Moreover, the Fluidity-Solidity framework has the following capabilities:

• Three-dimensionality

• Multiphase flow in fractures and porous matrix

• Heterogeneity modelling

• Multi-material modelling

• All THM couplings listed in Table 2.3

Assembling all the above capabilities in one numerical tool results in a computationally

expensive method. The mesh requirements to represent fractures accurately in Solidity

adds to the necessary fluid mesh refinement at the fractures positions for the sake of

conservation of the Fluidity-Solidity interpolation. In consequence, this hybrid method

is appropriate to small scale problems where the accuracy of THM coupled processes

in fractured porous media is necessary and the associated numerical cost is justified.

This explains the choice of the thermal spalling problem as the application case of this

research work.
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The literature review thereby confirms the novelty and potential of the planned pro-

gramme of code development to successfully bring the thermal processes within the

Fluidity-Solidity framework and to create a new versatile platform for THM applica-

tions with special emphasis on small scale processes.



Chapter 3

Thermal Developments in the

Geomechanical Solver

3.1 Finite Element Equations for Heat Transfer

This section contains the finite element theory for heat transfer that has been the basis

for code development in Solidity. The presented conduction heat transfer equations are

modified from Nikishkov (2010).

3.1.1 Problem Statement

Let us consider an isotropic body with non-temperature dependent heat transfer prop-

erties, the equation of heat transfer has the following form:

⇢C
@T

@t
� (

@qx

@x
+

@qy

@y
+

@qz

@z
) = Q (3.1)

With qx,qy,qz components of the heat flow through an unit area; T is the temperature

field; ⇢ is the material density ; C is the heat capacity; Q is the inner heat generation

vector and t is time. According to Fourier’s law, the components of the heat flow can

be expressed as follows:

qx = �
@T

@x
, qy = �

@T

@y
, qz = �

@T

@z
(3.2)

55
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With  the thermal conductivity matrix, the combination of the above expressions yields

⇢C
@T

@t
+r · (rT) = Q (3.3)

The following formulation is easily derived with anisotropic heat transfer properties

however, constant properties are used to keep the equations simple. If an isotropic

thermal conductivity is considered  = I with I the identity matrix, we have

⇢C
@T

@t
+ r2Ts = Q (3.4)

Which may also be written as

⇢C
@T

@t
+  (

@2T

@x2
+

@2T

@y2
+

@2T

@z2
) = Q (3.5)

3.1.2 Finite Element Discretisation

The domain V is divided into finite elements connected at nodes, the boundary of the

domain is noted �. Interpolation functions are used for calculation of temperature inside

each finite element composed of ne nodes:

T = N{T}, N = [N1 N2 ... Nne ], {T}> = {T1 T2 ... Tne} (3.6)

In this formulation, T is the matrix of temperature distribution inside the finite element,

{T} is the vector of temperatures at the nodes, N is the interpolation or shape function

vector. The spatial gradient of the shape function B is defined as follows:

0

BBBBBBBBBBBB@

@T
@x

@T
@y

@T
@z

1

CCCCCCCCCCCCA

=

2

6666666666664

@N1
@x

@N2
@x

· · ·

@N1
@y

@N2
@y

· · ·

@N1
@z

@N2
@z

· · ·

3

7777777777775

{T} = B{T} (3.7)

Applying the Galerkin discretisation gives:

Z

V


⇢C

@Ti

@t
� (

@qx
i

@x
+

@qy
i

@y
+

@qz
i

@z
)

�
Ni dV =

Z

V

Qi Ni dV (3.8)



Chapter 3. Thermal Developments in the Solid Solver 57

Where i = 1, · · · , ne represent each set of equations in the finite element. Applying

expression 3.7 and the divergence theorem yields

Z

V

⇢C
@Ti

@t
Ni dV +

Z

V

Bij {qi} dV = �
Z

�
{qi}>{ni} Ni d�+

Z

V

Qi Ni dV (3.9)

With

{qi}> = {qxi qy
i

qzi }, {ni}> = {nx

i ny

i
nz

i } (3.10)

Where {ni} is an outer normal to the surface of the body. Also, it is worth noting that

{qi} = �k Bij Ti (3.11)

After insertion of expression 3.11 into equation 3.9, the following boundary conditions

are introduced:

• Initial temperature T (x, y, z, t = 0) = T0(x, y, z)

• Dirichlet boundary condition T (x, y, z, t) = TD(x, y, z, t) with TD the specified

temperature on �D

• Neumann boundary condition qxnx + qyny + qznz = qN with qN the specified

heat flow on �N

• Convection boundary condition qxnx + qyny + qznz = h(Te � Ts) on �cv,

Ts being the solid temperature on the boundary, Te the temperature of the envi-

ronment in which the solid is placed and h is the convection coe�cient

• Contact heat transfer boundary condition qxnx+qyny+qznz = qc on the contact

area �c

We obtain

Z

V

⇢C
@Ti

@t
Ni dV +

Z

V

 Bij Bji Ti dV

=

Z

�N

qNi Ni d�+

Z

�cv

qcvi Ni d�+

Z

�c

qci Ni d�+

Z

V

Qi Ni dV
(3.12)

Finally we write the condensed matrix expression of the finite element model:

Mij Ṫi +Kij Ti = BN
i + Bcv

i + Bc

i +Qi (3.13)
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With

Mij =

Z

V

⇢C Ni Nj dV

Kij =

Z

V

 Bij Bji dV

BN
i =

Z

�N

qNi Ni d�

Bcv

i =

Z

�cv

qcvi Ni d�

Bc

i =

Z

�c

qci Ni d�

Qi =

Z

V

Qi Ni dV

(3.14)

For simplicity, all boundary conditions are regrouped under one term

Bi = BN
i + Bcv

i + Bc

i (3.15)

3.1.3 Temporal Integration

The di↵erential equation 3.13 needs to be integrated with respect to time to obtain

a transient solution of the heat transfer equation. Consider a simple one dimensional

di↵erential equation of the form

wt = wxx (3.16)

with wt = �w/�t the time derivative and wxx = �2w/�t2 the spatial gradient.

When evaluating the di↵erential equation at discrete time intervals n, the spatial deriva-

tive may be evaluated as a combination of the known value of w at time level n or of

the as-yet unknown value of w at n+ 1 depending on the parameter ✓

wn+1
t

= (1� ✓)wn

xx + ✓wn+1
xx , 0  ✓  1 (3.17)

Using the simplest approximation of the time derivative, this yields

wn+1 = wn +�t
⇥
(1� ✓)wn

xx + ✓wn+1
xx

⇤
(3.18)

As wn+1
xx is unknown at time n, a ✓ = 1 the equation will be solved implicitly whereas if

✓ = 0 the solution is straight forward and is said to be explicit.
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The theta method applied to our thermal di↵erential equation 3.13 gives:

(Mn

ij � ✓�tKn

ij)T
n+1
i

= [Mn

ij + (1� ✓)�tKn

ij ]T
n

i + Bn

i +Qn

i , 0  ✓  1 (3.19)

The ✓-family time integration methods are of the most commonly used as they o↵er

flexibility between explicit and implicit methods. For ✓ = 1, the fully implicit backward

di↵erence (or backward Euler) method is obtained which is unconditionally stable, i.e.

there is no restriction on the time step size. For ✓ = 0, we have the conditionally stable

explicit scheme known as forward di↵erence. Finally, for di↵erent ✓ > 0 and ✓ < 1 the

above equation will refer to mixed implicit-explicit methods with ✓ = 1/2 being the

Crank-Nicholson method.

For the forward di↵erence, equation 3.19 gives

Mn

ijT
n+1
i

= (Mn

ij +�tKn

ij)T
n

i + Bn

i +Qn

i (3.20)

To obtain Tn+1 the matrix [M ] must be inverted. The most straight forward solution

is to use the row-sum technique to obtain a diagonal lumped mass matrix:

Lii =
neX

j=1

Mii, 8i 6= j =) Lij = 0 (3.21)

As the Solidity solver is explicit, an explicit solver was first developed with the forward

di↵erence scheme. Second the solver was completed with an implicit scheme using the

PETSc toolkit (Abhyankar et al., 2018) in order to solve matrix systems of equations

and perform implicit calculations.

3.2 Thermal Contact between Discrete Elements

The research presented in this section is extracted from a publication by the author of

this thesis, Joulin et al. (2016) published in the proceedings of the 7th International

Conference on Discrete Element Methods (DEM7).

This work presents a novel approach for dealing with heat transfer contact interactions

in the FEMDEM and in the explicit DEM. The approach is based on mesh penetration

techniques (Munjiza and Andrews, 2000) which allows two meshes of two di↵erent solids
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to experience a small overlap. The penetration is a consequence of the time step and the

velocities of the particles which controls the amount of penetration that will occur. From

the overlap the contact force is drawn (see Section 2.2.2.1). When there is overlap, the

surface of contact can be computed numerically. This allows for contact heat flux and

heat conduction inside and between solid bodies to be linked. This works also presents

a model for contact heat transfer interaction terms to be inserted in the matrix system

of the heat equation and thus to solve contact heat transfer implicitly.

3.2.1 Thermal Contact

The the heat flux across the apparent surface area of two solids in contact is defined as

follows (Mikic and Rohsenow, 1966):

qc =
�Tc

Rc

(3.22)

Rc is the contact heat resistance and �Tc the apparent temperature drop at the contact.

This definition introduces a fictional apparent temperature drop at the interface. In re-

ality, there is no real discontinuity of the temperature distribution through the solids’

contacts. There is a continuous distribution of temperature extending through the con-

tact interface from both solids. As shown on Figure 3.1, defining the temperature drop

as the di↵erence in the temperature obtained by extrapolating the temperature profiles

in the two regions of the interface enables the use of the contact heat resistance to

simplify the complex heat processes occurring at the boundary.

3.2.2 Contact surface Area

The presented method evaluates the contact area between two contacting solids based

on the penetration of boundary meshes, see Figure 3.2. A contact surface is obtained

for both solids, the overall contact surface is the average of these two values.

When the solids are meshed, a couple of contacting elements are selected, one is called

the contactor element, the other one is called the target element. The boundary surface

of the target element in contact with the whole contactor element’s volume is calculated,

then the opposite calculation is performed.
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Figure 3.1: Definition of the contact temperature drop (Mikic and Rohsenow, 1966).

Each solid is meshed with four-noded tetrahedral elements, the algorithm loops on each

face of the target element and the intersection surface with the contactor’s volume is

drawn on each target’s face (and vice versa), see Figure 3.3a.

Two surface areas are obtained, one describing the contact area on the target, the other

on the contactor, which we call respectively Star and Scon, the contact area is set to be

the average of these two. Note that only the faces of the target element located on the

boundary of the solid can be selected for surface calculation.

Figure 3.4 shows boundary elements from a first solid A, contacting a boundary element

from a second solid B. For purposes of explanation of the surface calculation, consider

the blue element to be the target element and red elements to be selected successively

as contactor elements. Note that for clarity, the relative penetration size has been

intentionally exaggerated on the figures.

Then consider that the target element from solid B possesses only one face located on the

boundary of solid B, this face is highlighted on Figure 3.3b. The algorithm will intersect

this face with all three contactor element volumes from solid A in order to reconstruct

the surface area of contact. Therefore, three Star contact areas are obtained, see figure
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Figure 3.2: Contact overlap between two solids’ boundaries.

3.3c. At last, the opposite calculation is performed. Contactor and target elements roles

are swapped and surfaces Scon are obtained.
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(a) Penetration between target and contactor tetrahedral elements

(b) Intersection lines of the contact

(c) Intersection volume

Figure 3.3: Element contact.
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(a) Penetration between target and contactor
tetrahedral elements

(b) Boundary face of target element

(c) Contact boundary surfaces of the target element

Figure 3.4: Element to element surface calculation for two contacting solids.

3.2.3 Computation of Heat Fluxes

Heat fluxes are calculated between each couples of contacting tetrahedral elements from

two contacting solids meshes. The total contact heat flux temperature contribution to

the heat transfer equation (Equation 3.13) is:

Bc

i =
ncX

k=1

Bc,k

i
=

1

4Rk
c

�T k

c Sk

c (3.23)

With nc the number of contacts for which node i is involved,�T k
c is the temperature drop

and Sk
c is the contact surface of the contact k . The contribution is equally distributed

between the four nodes for each tetrahedra hence the 1
4 factor.

Figure 3.5 shows the contact heat transfer for two isolated contacting tetrahedral ele-

ments. Each element is composed of four nodes, the total contribution of the contact

heat flux is for a node of element 1:

Bc

1 =
1

4Rc

(
T11 + T12 + T13 + T14

4
� T21 + T22 + T23 + T24

4
) Sc (3.24)

And for a node of element 2:

Bc

2 = �Bc

1 (3.25)



Chapter 3. Thermal Developments in the Solid Solver 65

Figure 3.5: Nodal temperatures of two overlapping tetrahedral elements.

We can summarise the method with the following expression:

Bc

i =
ncX

k=1

1

16Rk
c

4X

l=1

(T k

con,l
� T k

tar,l
) Sk

c (3.26)

With T k

con,l
and T k

tar,l
the nodal temperatures of the target and the contactor elements

involved in the k contact.

3.2.4 Implicit Solver: Contact Interaction Matrix

In order to incorporate the contact heat transfer in the PETSc implicit solver, the contact

contribution must be taken into account in the matrix system defined in Equation 3.13.

To write equation 3.26 in a matrix form, we define the contact interaction term Bc

i
as

follows:

Bc

i = Cij Ti (3.27)

With C the contact heat transfer interaction [ne;ne] sparse matrix containing node in-

teractions between elements of separate bodies, ne is the total number of nodes. We

can decompose the contact interaction matrix into a sum of nc sub sparse interaction
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[ne;ne] matrixes:

Cij =
ncX

k=1

1

16Rk
c

�kij Sk

c

�kij = +1 if i = j

�kij = �1 if i 6= j

(3.28)

With i, j 2 [1, 2, ...ne] nodal indexes of the target and contactor elements of the consid-

ered contact couples. Finally, we rewrite the matrix equation 3.13 for a contact heat

transfer problem:

Mij Ṫi +Kij Ti = Cij Ti (3.29)

3.3 Validation of Heat Conduction and Contact Heat Trans-

fer Models

The validation work presented in this section contains:

i) The validation of the heat conduction model for a continuous solid with the FEM

(Solidity) presented in Section 3.1, associated results are referred as ‘FEM’

ii) The validation of the contact heat transfer model with the hybrid FEMDEM (So-

lidity) presented in Section 3.2, associated results are referred as ‘FEMDEM’

iii) The validation of the contact heat transfer model (‘FEMDEM’) versus a DEM

solution

For i) and ii) validation is performed against a one dimensional analytical solution for

conduction heat transfer. For i) heat transfer is calculated through one continuous solid

and for ii) the heat transfer is calculated through two contacting solids with a perfect

contact condition, i.e. there is no resistance for heat to transfer across the contact. In

such conditions, i) and ii) are expected to produce the same result. Finally with iii), the

FEMDEM results are compared with a DEM solution to test the model in a complex

contact configuration.
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3.3.1 One Dimensional Heat Transfer: Analytical Solution

Consider a finite slab of length L and of an initial temperature of T0 (Figure 3.6). The

left side of the slab is insulated while the right side is exposed to a Dirichlet boundary

condition with an imposed temperature TD. There is no inner heat generation in the

slab. The one-dimensional transient conduction equation for this problem is:

@2T

@x2
=

1

↵

@T

@t
, ↵ =

c

k
(3.30)

With ↵ the thermal di↵usivity, k the thermal conductivity and c the heat capacity. The

solution is given by Incropera et al. (2011):

✓ =
1X

n=1

4 sin(n� ⇡/2)

2(n� ⇡/2) + sin[2(n� ⇡/2)]
cos[(n� ⇡/2)X]e�(n�⇡/2)2Fo ,

✓ =
T � TD

Ti � TD

,

X =
x

L
,

Fo =
↵t

L2

(3.31)

Figure 3.6: Boundary conditions for heat conduction in a slab.
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3.3.2 Perfect contact validation

For the FEM simulation i) a 3D bar of a length of 1 m is used (Figure 3.7a and 3.7b).

The solid bar has an initial temperature of 0�C and a temperature of 1�C is imposed at

the right hand end face of the bar, all other faces are considered adiabatic.

The FEMDEM simulation ii) is a composition of two 0.5 m bars contacting at one

end (Figure 3.7c and 3.7d). The solid bars have an initial temperature of 0�C and a

temperature of 1�C is imposed at the right hand end face of the right hand bar. The

contacting faces have a contact heat flux boundary condition and the rest of the faces

are insulated.

The two solids meshes are overlapping and heat is flowing in the longitudinal direction,

as shown on figure 3.8. To simulate a perfect contact the heat resistance is set to a

relatively low value. Results show a very good agreement and are presented on Figure

3.9 and Table 3.2.

bar width, (m) 0.1

mesh size, (m) 5.10�2

time step, (s) 10�3

Thermal conductivity,  (W.(m.K)�1) 1

Specific heat capacity, c (J.(Kg.K)�1) 1

Density, ⇢ (kg.m�3) 100

Contact heat resistance, Rc (m.K.W�1) 0.001

Table 3.1: Simulation parameters i) and ii) simulations.
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(a) A single bar of 1m,
FEM configuration for i)

(b) mesh for i)

(c) Two contacting bars of 0.5m,
FEMDEM configuration for ii)

(d) mesh for ii)

Figure 3.7: Continous & hybrid configurations for validation test.

Figure 3.8: FEMDEM contact overlap close-up.
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Figure 3.9: Temperature profiles for the analytical solution, FEM and FEMDEM
simulations at times 10s , 50s and 100s.

Times Average absolute FEM error i) Average absolute FEMDEM error ii)

10s 0.062% 0.062%

50s 0.013% 0.013%

100s 0.0044% 0.0044%

Table 3.2: Average error of FEM and FEMDEM simulations compared to the Ana-
lytical solution.

3.4 Validation of the Contact Heat Transfer Versus a DEM

Model

3.4.1 The pipe Network DEM Model

The pipe-network model presented by Feng et al. (2008, 2009) is designed for the mod-

elling of large numbers of circular particles in 2D that represent infinite or long pipes.This

method is presented in the culture of the discrete element method and is introduced here

to form the basis of a validation study of the contact heat transfer model.
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Consider two circular particles A and B having respectively TA and TB as average

temperatures, the thermal resistances of the two pipes are respectively RA and RB. The

total thermal resistance is:

RAB = RA +RB +R⇤
c (3.32)

With R⇤
c the contact thermal resistance for the pipe network model. The contact zone

of the discrete thermal element is represented by an arc on the boundary of the element

which is defined with its half angle ↵i (Figure 3.10). For angles of contact below 30�,

the discrete element thermal resistance can be approximated with high accuracy by the

formula :

RA =
1

⇡A

✓
�ln↵A +

3

2
+

↵2
A

36

◆
(3.33)

With A the thermal conductivity of particle A.

Figure 3.10: Contact heat flux for the discrete thermal element, modified from Feng
et al. (2008)

The boundaries of the particles are insulated and heat transfers only through the con-

tact zone. For two contacting discrete thermal element (see Figure 3.11) the heat flow

between the two particles QAB is defined as follows :

(TB � TA) = RAB QAB (3.34)
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Figure 3.11: Pipe network model: two particles with thermal contact, modified from
Feng et al. (2009).

The forward di↵erence explicit time integration is used to solve the transient problem:

CAṪ 0
A
= QAB (3.35)

ṪA being the time derivative of the average temperature and CA the total heat capacity

of the particle A:

CA = ⇡⇢cpr
2
A (3.36)

With cp the heat capacity and rA the particle’s radius.

3.4.2 Homogenisation of the Heat Resistance

As demonstrated by equations 3.22, 3.13 and 3.34, 3.35, the FEMDEM and the Pipe

network model approaches for the heat resistance di↵er and therefore an adjustment is

required. The same contact heat flux contribution needs to be taken in account into the

heat di↵usion equation, therefore the following condition has to be fulfilled:

QAB =
1

wcyl

Bc (3.37)
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The left hand side of the above equation is the heat flux contribution from the Pipe

network model extended from a 2D disc to an hypothetical 3D cylinder of a width

represented by wcyl; the right hand side correspond to the FEMDEM model. Therefore:

T 0
B
� T 0

A

RAB

=
1

wcyl

�Tc Sc

Rc

(3.38)

and

RAB =
Rc wcyl

Sc

�RA �RB (3.39)

This conclusion also implies that TB � TA = �Tc, i.e. the average particle temperature

di↵erence is equal to the local temperature di↵erence at the contact zone and such is the

main approximation of the discrete element approach, this condition will only be verified

when the thermal conductivities are high compared to the contact heat resistance.

To make sure this assumption is acceptable in the following simulation, a �Tc calcula-

tion based on the average particle temperature di↵erence has also been implemented in

FEMDEM, in addition to the �Tc local temperature gap calculation.

3.4.3 FEMDEM Simulation Settings

Consider two contacting thin cylinders of the same radius r and width wcyl. The two

finite element meshes are overlapping at the contact zone (Figure 3.12). Simulation

parameters are summarized in Table 3.3.

Two di↵erent FEMDEM simulations were performed, the first with a contact heat flux

calculated with the local temperatures (‘local �T ’), the second calculated with the

average particle temperatures (‘average �T ’) .

(a) FEMDEM mesh (b) FEMDEM mesh contact overlap close-up

Figure 3.12: FEMDEM mesh of two contacting cylindrical particles with a contact
overalp.
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Particle radius, r, (m) 1

mesh size, (m) 8.10�2

time step, (s) 1.10�3

Thermal conductivity,  (W.(m.K)�1) 1

Thermal capacity, c (J.(Kg.K)�1) 1

Density, ⇢ kg.m�3 100

Contact heat resistance, Rc (m.K.W�1) 1

Mesh penetration, p (m) 1.10�2

Computed contact surface, (m) 3.85 10�2

Initial temperature of particle A (�C) 0

Initial temperature particle B (�C) 0

Table 3.3: Simulation parameters for the FEMDEM simulation.

The accuracy of the computed contact surface Sc is validated against a theoretical surface

formula Sth
c obtained from the overlap of two circles :

sin↵th

A =
1

2 d rA

�
4 d2 r2A � (d2 � r2A + r2B)

2
�

(3.40)

Sth

c = 2 ↵th

A rA L (3.41)

With d = rA + rB � p, p being the penetration of the two meshes and L the thickness

of the cylinder. For the actual configuration the theoretical surface is Sth
c = 0.02 m2,

the error of the computed contact surface is of 4%.

This error is only due to the finite element approximation of the domain. The error of

the contact surface reduces to 0.4% with a twice smaller mesh. Nevertheless, to reduce

errors for this validation test, the computed contact surface is transformed into the

equivalent contact half angle and then imputed in the pipe network model by means of

the formula:

↵A =
Sc

2 wcyl rA
(3.42)

Results are presented for particle B on figure 3.13. There is an average error of 7.6 %

between the pipe-network model and the original FEMDEM (with a local temperature

di↵erence) against an average error of 0.63 % with FEMDEM and the average particle

temperature di↵erence. In this configuration, it is evident that the main assumption
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of the pipe-network model, being the consideration of the particle’s temperature to be

uniform, is not valid as the heat conductivity is relatively small. To rectify this error,

consider now the same configuration with a heat conductivity a hundred times greater,

results are presented on figure 3.15. In this case, both FEMDEM simulations produce

the same result with an average error of 0.7 %, hence the pipe-network approximation

can here be considered valid.

In summary, the foregoing examples show that when significantly varying temperatures

exist in the contacting bodies, the FEMDEM code can capture the complexity of the

time history, giving quite di↵erent results to when the assumption of average temperature

within the particle is imposed.

Figure 3.13: Average temperature evolution of particle j over time



Chapter 3. Thermal Developments in the Solid Solver 76

Figure 3.14: Initial, transient and final state of the pipe-network validation simulation

Figure 3.15: Average temperature evolution of particle j over time with an increased
heat conductivity
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3.5 Multi-body simulation

This section presents a static multi-body heat transfer simulation with 2,000 particles

packed into a cylindrical container which is heated from the outside.

To obtain such a configuration, the particles are deposited into the container using the

FEMDEM code. After all the particles are deposited, the temperature of the container

is constrained to 300�C.

The particles deposited are metal nuts and their mesh is composed of 192 elements

(Figure 3.16). Figures 3.17 and 3.19 show the heat transfer simulation with heating of

the metal nuts from 0�C to 300�C.

Figure 3.16: Particle mesh (metal nut), 192 elements.
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(a) Metal nuts and cylindrical container (b) Mesh view

(c) Cross section view (d) Initial conditions blue: 0�C, red: 300�C

(e) Nuts packing only (f) Nuts packing only (cross section view)

Figure 3.17: Thermal simulation setup of 2,000 metal nuts inside a cylindrical con-
tainer.
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(a) Initial state (b) 1 time step

(c) 2 time steps (d) 3 time steps

(e) 10 time steps (f) 30 time steps

Figure 3.18: Heating up simulation of 2,000 metal nuts.
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(a) Initial state (b) 1 time step

(c) 2 time steps (d) 3 time steps

(e) 10 time steps (f) 30 time steps

Figure 3.19: Heating up simulation of 2,000 metal nuts (cross section view).

3.6 Conclusion

In this section, a conduction heat transfer model and a contact heat transfer model have

been presented. Two validation tests have demonstrated the model’s accuracy. Both

models may be solved with a fully explicit forward di↵erence scheme or with an implicit

scheme with PETSc. Finally, a multi-body simulation demonstrated Solidity’s ability

to compute the thermal distribution in large particle systems.



Chapter 3. Thermal Developments in the Solid Solver 81

However it must be emphasised that in a multi-body simulation, there is a multitude of

possible contact configurations that might involve element surfaces, edges or summits.

In a deposition simulation for instance, some particles may come to rest on edge-to-edge

contact which will produce a infinitesimal surface area and heat transfer that is not

representative of reality.

The contact heat transfer model calculates the apparent contact surface as opposed to

the real contact surface of non-conforming rough surfaces (Yovanovich, 2005). In the

event of modelling solids with complex shapes and curves, the apparent surface area

calculation can only be as good as the mesh approximation of the solid’s boundary.

For this reason, boundary meshes will need to be refined when performing simulations

with complex particles shapes and this will greatly impact the computational cost of

simulations (Figure 3.20).

Figure 3.20: Mesh refinement of a granite aggregate with a complex shape, n is the
number of nodes and t is the number of triangular boundary elements (Latham et al.,

2008).

Moreover, the contact heat transfer model has proven to be accurate in capturing the

intersection polygon of two contacting meshes from which the contact surface is drawn.

Whilst the amount of mesh penetration is designed to be infinitesimal (Munjiza and

Andrews, 2000), it will still impact the size of the intersection polygon, contact surface

and contact heat transfer. Hence, it is important to investigate the sensitivity of the

surface calculation to the mesh penetration.

In conclusion, for any contact heat transfer problem there needs to be an accurate inves-

tigation of the di↵erent types of contact configurations that may occur and if they are

consistent with reality. The contact heat transfer model must be complemented with a

systematic approach of calibration, sensitivity analysis and mesh refinement procedures.
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3.7 Contact Heat Transfer in Fractured Rocks

Fractured rocks are a particular class of discrete systems where the blocks of rock carved

out by the fractures are the discrete bodies, as shown on Figure 3.21. In such config-

uration, the contact heat transfer model can enable the heat to flow across fractures.

For the FEMDEM, this implies that a discontinuous mechanical approach can be em-

ployed whilst preserving heat transfer across the discontinuities. Furthermore, heating

can induce new fractures and open or close pre-existing fractures. When combining

the contact heat transfer with thermo-mechanical coupling (Chapter 4) closing fractures

can allow heat to flow whilst opening fractures will interrupt the heat conduction. The

method also has an interest when studying heat transfer and fluid flow in non-conforming

rough fractures, fully resolving the fracture walls will enable to simulate their complex

interactions.

Experimental results by Lin et al. (1991) suggest that fluid-filled fractures do not have

a significant impact on the heat transfer around a GDF. In such conditions, the thermal

processes are best described with a continuum approach. Thus, contact heat transfer

model is most appropriate to represent highly fractured dry rocks where closed fractures

conduct heat whilst open, air-filled fractures are heat resisting. Nevertheless, since the

focus of the thesis also includes hydraulic processes, priority has been given to THM

coupling features and no further work is conducted on the contact heat transfer model.

Figure 3.21: FEMDEM model of rock blocks intersected by two orthogonal fracture
sets.
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Thermo-Mechanical Coupling

Thermally induced deformations and fracturing are significant concerns in many en-

gineering fields such as engine design, nuclear fission reactors, geothermal energy and

hydrocarbon production and radioactive waste disposal. When a material is exposed to

a temperature gradient, it will deform and cracks may appear, the prediction of those

cracks is key into making robust, e�cient and safe designs.

In geothermal energy exploitation, the injections cycles of cool water in the hot reservoir

are likely to induce fractures (Yaseen, 2004) and in hydrocarbon production, thermal

shocks are found to enhance the hydraulic fracturing e�ciency (Enayatpour et al., 2013).

In such applications, the fractures increase the permeability of the reservoirs and have

a positive influence on production.

On the contrary, in the context of radioactive waste disposal fractures are undesirable

as initiating new cracks in the rock is potentially creating new flow pathways for ra-

dionuclides to be transported into the biosphere. As high temperatures are expected

in the vicinity of a GDF, predicting thermally induced deformations and failure is of

importance for safe disposal of the radioactive waste.

As seen in the literature review chapter, Section 2.4, Table 2.3 and 2.2, the thermo-

mechanical coupling is a common feature among numerical simulators but thermally

induced fracturing can only be performed with methods that represent fractures explic-

itly. Thus thermal fracturing exists in the X-FEM (Duflot, 2008, Liu et al., 2014, Zamani

and Eslami, 2010), in the BEM method (Giannopoulos and Anifantis, 2005, Rinne et al.,

83
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2013, Shen, 2018), explicit DEM (Kwon et al., 2013), DDA (Jiao et al., 2015) and finally

two-dimensional FEMDEM (Yan and Zheng, 2017).

Additionally, thermo-mechanical coupling and thermal fracturing capabilities are found

within the particle based method, a sub-class of distinct element methods (explicit

DEM), originally developed to model the behaviour of granular materials (Cundall and

Strack, 1979). In particle based methods, the discrete elements are all disks in 2D and

spheres in 3D. They are considered rigid thus only the element interaction needs to

be solved. As a result, this method benefits from a low computational cost and large

number of particles can be used. This makes particle based methods advantageous

in micro-fracturing where the particle approach is a good approximation of the micro

structure of rocks (Koyama et al., 2013).

To model fracture mechanics in particle based methods, Potyondy and Cundall (2004)

developed a bonded particle model (BPM) where intact materials are represented by an

assembly of bonded particles which may break under certain stress intensity. Within

this framework, Wanne and Young (2008) proposed an extension of the BPM with

thermo-elastic bonds for the thermal fracturing of granites. To resolve heat conduction

in the particle system, Feng et al. (2008) presented a 2D model where contacting circular

particles share heat flux bonds with their neighbours, such models also exist in 3D using

spherical particles (Rickelt et al., 2009). When combining the thermal and bonded

particle type of models, thermal fracturing was achieved by Xia et al. (2015, 2014) for

circular particles and by André et al. (2017) for spherical particles.

Among particle based methods we also find the peridynamic method (Silling, 2000)

which principal advantage is that its governing equations stay valid over discontinuities.

Within the peridynamic framework, Wang et al. (2018) recently developed a thermo-

mechanical model for the thermal cracking of rocks.

This chapter is focused on the thermo-mechanical coupling developments within the

geomechanical solver. The thermal model introduced in Chapter 3 is coupled with

the existing finite strain model of the FEMDEM approach (Xiang et al., 2009a) and

its fracture model (Guo, 2014). The thermo-elastic theory for large deformations is

presented first, then the thermal stress is validated against analytical solutions and

finally, a three-dimensional validation of thermally induced fracturing is presented.



Chapter 4. Thermo-Mechanical Coupling 85

4.1 Thermo-Elastic Theory for Finite Strain FEMDEM

4.1.1 Deformation Gradient F

We define X as the vector of the initial positions in the element and x the vector of

current positions (Xiang et al., 2009a), we write:

X =

2

6664

X

Y

Z

3

7775
= XonN (4.1)

x =

2

6664

x

y

z

3

7775
= xcnN (4.2)

N = [N1 N2 ... Nne ] is the shape function or interpolation function, ne the number of

nodes in the element, Xon and xcn are respectively the original and current position

arrays

Xcn =

2

6664

X1 X2 ... Xne

Y1 Y2 ... Yne

Z1 Z2 ... Zne

3

7775
(4.3)

xon =

2

6664

x1 x2 ... xne

y1 y2 ... yne

z1 z2 ... zne

3

7775
(4.4)

The deformation gradient tensor links the current position to the initial element posi-

tions:

F =
@x

@X
= xcn

@N

@X
(4.5)

The determinant of the matrix F is called the Jacobian

J = det(F) (4.6)
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From here we define the left Cauchy-Green tensor:

B = FF> (4.7)

4.1.2 Velocity Gradient L

We introduce the velocity vector as

v =

2

6664

vx

vy

vz

3

7775
= vcnN (4.8)

With vcn

v =

2

6664

vx,1 vx,2 ... vx,ne

vy,1 vy,2 ... vy,ne

vz,1 vz,2 ... vz,ne

3

7775
= vcnN (4.9)

The velocity gradient is

L = rv =
@v

@x
= vcn

@N

@x
(4.10)

We can also write the velocity gradient in terms of the deformation gradient with

Ḟ =
@F

@t
=

@

@t
(
@x

@X
) =

@

@X
(
@x

@t
) =

@v

@X
(4.11)

Ḟ =
@v

@X
=

@v

@x

@x

@X
(4.12)

Hence

Ḟ = L.F (4.13)

And

L = Ḟ.F-1 (4.14)

Finally, we write the rate of deformation matrix as:

D =
1

2
(L+ L>) (4.15)
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4.1.3 Thermal Expansion

The linear thermal expansion coe�cient corresponds to the one-dimensional change in

length for a given temperature change and is noted ↵. According to the concept of

multiplicative split of the deformation gradient (Vujosevic and Lubarda, 2002), the de-

formation gradient may be decomposed into an thermal component FT and an elastic

Fe component:

F = FTFe (4.16)

With

FT = ⌥(T )I (4.17)

For an isotropic material, ⌥ = ⌥(T ) is the ratio linking the variation of temperature to

a deformation in a principal direction and I is the identity matrix. We also deduct from

the expression of the velocity gradient (4.14) that

LT =
⌥̇

⌥
I =

1

⌥

@⌥

@t
I =

1

⌥

@⌥

@T

@T

@t
I (4.18)

Consider now the volume VT resulting from a thermal expansion event of an initial

volume V0 from a temperature T0 to T

dVT = det(FT )dV0 (4.19)

According to the relationship J̇ = J . tr(L) (Ogden, 1997), the time derivative of the

above expression is:
d

dt
(dVT ) = tr(LT )dV0 (4.20)

Integrating equation 4.18 yields

d

dt
(dVT ) =

3

⌥

@⌥

@T

@T

@t
dV0 (4.21)

The traditional temperature dependent thermal expansion coe�cient is:

↵(T ) =
1

⌥

@⌥

@T
(4.22)

Hence
d

dt
(dVT ) = 3↵(T )

@T

@t
dV0 (4.23)
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Integrating equation 4.22 over the temperature change gives

⌥(T ) = exp

✓Z
T

T0

↵(T )dT

◆
(4.24)

If the thermal coe�cient is considered independent of temperature i.e. ↵(T ) = ↵ and

↵|T � T0| << 1 we can admit the following approximation (Vujosevic and Lubarda,

2002)

⌥(T ) = 1 + ↵�T, �T = T � T0 (4.25)

4.1.4 Thermo-Elastic Tensors

Let us now rewrite the previous tensors in terms of the thermo-elastic decomposition.

We start with developing equation 4.25 into equation 4.16

F = (1 + ↵�T )Fe (4.26)

The Jacobian becomes

J = det(F) = det(FT ) . det(Fe) = (1 + ↵�T )3det(Fe) (4.27)

We may also write

J = JTJe (4.28)

The velocity gradient tensor becomes

L = Ḟ.F-1 =
⇥
FT Ḟe + FeḞT

⇤⇥
FTFe

⇤-1
= ḞTF

-1
T + ḞeF

-1
e (4.29)

Note that there is commutativity of the matrix product in the above development be-

cause both FT and ḞT are a product between a scalar and the identity matrix. We

obtain

L = LT + Le (4.30)

The left Cauchy-Green tensor becomes

B = FF> = FTFe(FTFe)
> (4.31)
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And

B = BTBe (4.32)

Finally, the rate of deformation matrix becomes

D =
1

2
(L+ L>) = DT +De (4.33)

4.1.5 Cauchy Stress

The Cauchy stress is defined as force per unit area and is necessary to solve the momen-

tum equation. As given by Xiang et al. (2009a):

C =
µ

J
(B� I) +

�

J
(ln J)I+CD (4.34)

With � and µ the Lamé coe�cients and CD the dissipative part of the stress defined as:

TD = 2⌘D (4.35)

With ⌘ the viscosity of the material considered.

4.1.6 Analysis of Stress Response

Now considering only internal forces caused by the thermal expansion we have

CT =
µ

JT
(BT � I) +

�

JT
(ln JT )I+CDT (4.36)

With JT the volume change induced by thermal expansion:

JT = det(FT ) = (1 + ↵�T )3 (4.37)

Which yields

CT =


µ

(1 + ↵�T )3
((1 + ↵�T )2 � 1)

+
�

(1 + ↵�T )3
ln(1 + ↵�T )3

+
2⌘↵

1 + ↵�T

@T

@t

�
I

(4.38)
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We can use the two above expressions to perform a validation test, controlling the

volumetric expansion with JT and the associated stress with CT .

4.2 Validation Work

As discussed in Section 2.3, Solidity can solve the mechanical equations with an hybrid

continuum-discontinuum FEMDEM approach or with a discontinuum explicit DEM ap-

proach (fracture model). In this Section, the thermo-mechanical coupling implemented

in Solidity will be verified for both.

4.2.1 Cauchy Stress Validation

To make sure that the thermo-mechanical coupling model presented in this chapter is

implemented correctly, the Cauchy stress response to a temperature change is verified.

A single finite element is fixed in all directions and subjected to a temperature change.

The Cauchy stress generated by thermal expansion at the element level is compared to

the analytical result (Equation 4.38).

With the parameters given in Table 4.1 the Cauchy stress in all 3 directions is of 3.332

MPa and the value computed with Solidity for one element is of 3.332 MPa. Note that

we do not consider here the transient term of the Cauchy stress which is associated with

the dissipative part of the stress and depends on how fast the temperature changes.

Young’s Modulus, E (GPa) 20

Poisson’s ratio, ⌫ (-) 0.2

Lamé first parameter, � (GPa) 5.56

Lamé second parameter, µ (GPa) 8.33

Thermal expansion coe�cient, ↵ (/�C) 1⇥ 10�6

Temperature change, �T (�C) 100

Table 4.1: Mechanical and thermal parameters for validation
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4.2.2 Thermal Expansion Validation

The thermal expansion of a material for a given temperature change is verified. Consider

cubical solid with 1 meter edges meshed with two di↵erent element sizes, (A) 1 m and

(B) 0.1 m (Figure 4.1).

A simulation is performed with the thermo-mechanical properties and temperature

change listed in Table 4.1. The temperature is increased uniformly from 0 �C to 100 �C

over 0.1 s with an integration time step of 1.0⇥ 10�5 s for (A) and of 1.0⇥ 10�6 s for

(B).

For the given temperature increase, the 1 m3 cube expands to reach a volume of 1⇤JT =

(1+↵�T )3 = 1.003003 m3. This value is in accord with the simulation results for model

(A) and (B), as shown on Figure 4.2, results are in agreement with the analytical solution.

Note that no significant thermal stress is generated in this configuration because the

temperature is increased uniformly and the cube is free to expand.

(a) mesh size = 1 m (b) mesh size = 0.1 m

Figure 4.1: Finite element model of the cube with two di↵erent mesh sizes
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Figure 4.2: Temperature versus volume change of the cube for two di↵erent mesh
sizes

4.2.3 Thermal Stress Validation: Hollow Cylinder

Now that the implementation of the TM model is verified, a validation of the thermal

stress field is performed. A thermal-gradient must be present in order to generate

di↵erential thermal stress in the material.

Consider a hollow and thin cylinder as presented on Figure 4.3, with an inner and outer

radii respectively a and b and a height h. A Dirichlet boundary condition is applied

on the inner boundary of the thin cylinder with a temperature Ta and on the outer

boundary with a temperature Tb. The faces normal to the Z direction are considered

adiabatic.
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For this problem, the temperature and stress solution are given by Noda et al. (2003):

T (r) = Ta + (Tb � Ta)
ln a

ln b

�rr =
↵E

2
(Tb � Ta)


� ln (r/a)

ln (b/a)
+

✓
1� a2

b2

◆
b2

b2 � a2

�

�✓✓ =
↵E

2
(Tb � Ta)


�1 + ln (r/a)

ln (b/a)
+

✓
1 +

a2

b2

◆
b2

b2 � a2

�

(4.39)

To validate the above analytical solution the hollow cylinder is meshed with 0.005m finite

elements, see Figure 4.3. Note that when employing the hybrid FEMDEM on a single

body, the discontinuum part is not recruited and the solver only uses the FEM. Thereby,

two simulations are performed, one with the FEM solver (referred as ‘continuum’), the

other with the explicit DEM fracture model (referred as ‘discontinuum’). Simulations

are performed with an integration time step of 5.0 ⇥ 10�9s and the total simulation

time is of 5.0⇥ 10�3s. Material properties and boundary conditions are listed on Table

4.2. Temperature, radial and transverse thermal stress results are respectively presented

on Figure 4.4, 4.5 and 4.6, good agreement is observed between simulation results and

analytical solution.

(a) model, XY plane view (b) mesh, XY plane view

(c) model, XZ plane view (d) mesh, XZ plane view

Figure 4.3: 3D model of the hollow cylinder
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Geometry

Inner radius, a (m) 0.03

Outer radius, b (m) 0.15

Height, h (m) 0.01

Mechanical

Young’s Modulus, E (GPa) 20

Poisson’s ratio, ⌫ 0.2

Internal cohesion, (MPa) 20

Tensile strength, (MPa) 10

Fracture penalty number, (GPa) 103

Fracture normal energy release rate 50

Fracture shear energy release rate 100

Internal friction (rad) 577

Thermal

Thermal expansion coe�cient, ↵ (/�C) 5⇥ 10�6

Initial temperature, �T (�C) 0

Inner temperature, Ta (�C) 0

Outer temperature, Tb (�C) 100

Table 4.2: Mechanical and thermal parameters for validation.
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Figure 4.5: Radial thermal stress �rr in the hollow cylinder
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Figure 4.6: Transverse thermal stress �✓✓ in the hollow cylinder

4.2.4 Thermal Fracturing Validation: Hollow cylinder

Now that the stress field has been validated against Equation 4.39, this analytical solu-

tion is used again to dimension a simulation that will generate a fracture. For a tensile

fracture to appear, the thermal stress in the transverse direction (�✓✓) must exceed the

tensile strength of the material.

The thermal expansion coe�cient of the material is increased sixfold, the maximal �✓✓

that will be generated in the cylinder is now higher than the tensile strength of the

material, as highlighted on Figure 4.7, fractures are expected to initiate on the outer

boundary of the cylinder. Note that on Figure 4.7, only the continuum stress profile

is compared to the analytical solution because when fractures are generated in the

discontinuum simulation, the stress field is perturbed.

Graphical results of the discontinuum simulation are presented on Figure 4.8. The first

two cracks appear on the outer boundary of the cylinder (4.8b) and propagate to the

centre of the cylinder (4.8c). Then, several cracks initiate in the inner boundary of the

cylinder, three of them propagate outward (4.8d) and two of them cut through to the

outer boundary of the cylinder (4.8e).
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4.2.5 Thermal Stress Validation: Concentric cylinders

The cracking of reinforced concrete structures under thermal stress was investigated

numerically and experimentally by Abdalla (2006), this work has been the basis for

validation of some of the numerical methods presented in the introduction of this chapter

(Wang et al., 2018, Yan and Zheng, 2017). Reinforcements in concrete are often made

of steel which has a higher thermal expansion coe�cient. Upon heating, the steel exerts

a pressure on the concrete cover and induces fracturing, see Figure 4.9.

(a) Experimental model (b) Experimental results after heating

Figure 4.9: Thermal cracking due to di↵erential thermal expansion of a reinforcement
embedded in concrete (Abdalla, 2006).

A solution of the radial stress is given in Abdalla (2006):

�✓✓ =
a2(b2 + r2)

r2(b2 � a2)
p

p =
(↵a � ↵b)�TEa

Ea/Eb(� + ⌫b) + (1� ⌫a)

� =
b2 + a2

b2 � a2

(4.40)

First, this expression is verified with the continuum and discontinuum models using

coe�cients of thermal expansion ten time smaller than the experiment: ↵a = 7.2 ⇥

10�7/�C and ↵b = 2.2⇥ 10�6/�C. Then, the discontinuum model is employed with the

thermal expansion coe�cients of the experiment (Table 4.3) and the fracture pattern is

compared to the experiment.

The model presented on Figure 4.10 is meshed with 0.005 m finite elements, for all

simulation an integration time step of 5.0⇥ 10�9s is used. The total simulation time is
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of 5.5⇥ 10�3s and temperature is increased uniformly from 0�C to 100�C over a time

of 5.0⇥ 10�3s.

Results are presented on Figure 4.11 for �rr and on Figure 4.12 or �✓✓. The stress

profiles show that the tangential stress is maximal for r = a, this is where fracture is

expected to initiate when using the experimental thermal expansion coe�cients ↵a =

7.2 ⇥ 10�6/�C and ↵b = 2.2 ⇥ 10�5/�C. Simulation results of the thermal fracturing

simulation performed with the the experimental thermal expansion coe�cients is shown

on Figure 4.13.

In summary, Figure 4.12 shows good agreement between the stress profile and the an-

alytical solution. Moreover, the final fracture pattern (Figure 4.13e) is consistent with

experimental results (Figure 4.9b) in the sense that radial cracks propagate in the con-

crete, from the interface with steel and up to the outer boundary. In the light of the

several successful validations performed in this chapter, the thermo-mechanical strong

coupling is considered complete.

(a) model, XY plane view (b) mesh, XY plane view

(c) model, XZ plane view (d) mesh, XZ plane view

Figure 4.10: 3D model of the concrete reinforcement.
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Outer cylinder:

Concrete

Inner cylinder:

Steel

Geometry

Radius (m) b = 0.03 a = 0.15

Height, h (m) 0.01 0.01

Mechanical

Young’s Modulus, E (GPa) 20 40

Poisson’s ratio, ⌫ 0.2 0.3

Density, ⇢ (kg/m3) 2300 2300

Internal cohesion, (MPa) 20 20

Tensile strength, (MPa) 10 20

Fracture penalty number, (GPa) 4.103 4.103

Contact penalty number, (GPa) 40 40

Fracture normal energy release rate 50 100

Fracture shear energy release rate 100 100

Internal friction (rad) 577 577

Thermal

Thermal expansion coe�cient, ↵ (/�C) 7.0⇥ 10�6 2.2⇥ 10�5

Initial temperature, T0 ( �C) 0

Temperature increase, �T ( �C) 100

Table 4.3: Mechanical and thermal parameters for validation



Chapter 4. Thermo-Mechanical Coupling 102

0 0.03 0.06 0.09 0.12 0.15
0

0.5

1

1.5

·106

Radial position, r (m)

�
r
r

(P
a
)

Continuum

Discontinuum
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Chapter 5

Thermal Coupling in the Dual

Code Framework

This chapter puts forward the details, implementation and validation of a new numerical

method to couple heat transfer between the thermo-hydraulic solver and the thermo-

mechanical solver of the Fluidity-Solidity architecture. The main part of the research

introduced in this chapter is specific to fluid-structure interaction (FSI) problems which

focus on the behaviour of solids and their surrounding fluid. Thus the developments

and validations are mostly presented in a FSI context which is not the main focus of the

thesis. Nevertheless, the numerical method proposed in this chapter can also be applied

to THM coupled process in fractured porous media, that aspect is discussed but it will

only be demonstrated in the next chapter.

5.1 Literature Review: FSI Numerical Methods

Many engineering fields rely on inputs from FSI numerical methods in areas such as

nuclear energy (Buchan et al., 2014), coastal engineering (Latham et al., 2009), rock

blasting (Yang et al., 2017) or aerodynamics (Jindal et al., 2005). In FSI problems,

the solid can be considered static, mobile, deformable, brittle, porous etc, and the fluid

can be compressible, incompressible, turbulent, etc. This explains the great variety

of numerical approaches, each one most suited to a specific configuration. We find in

the literature four types of criterion to classify FSI methods (Sections 5.1.1 to 5.1.4),

104
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in most cases the criterion are independent which reflects on the multitude of possible

combinations.

5.1.1 Mathematical Formulation

The first classification is based on the mathematical formulation of space. Numerical

methods aim to render the behaviour of a physical phenomena by computing the as-

sociated quantity (velocity, temperature,...) for a given media (fluid, gas or solid) at

di↵erent points of space and time, the given numerical problem is said to be discretised

in space and time. The space discretisation corresponds to an assembly of connected

points forming the computational mesh or grid whereas, the time discretisation is a suc-

cession of points in time, together they form the computational system. Upon solving

the computational system, the physical quantity is obtained at the points where and

when it was discretised. To achieve the space discretisation, there are three types of

formulations:

The Lagrangian formulation, where the computational system is fixed to the repre-

sented physical phenomena (Figure 5.1a). This is particularly helpful when dealing

with solids as the mesh will move and deform like the solid does. The drawback

of this method is its inability to capture the large deformations of the material,

because as the shape of the material changes the computational grid is deformed as

well and may no longer be suitable to describe the material’s behaviour. Hence, this

method is mostly suited to solid mechanics where deformations are much smaller

than in fluids. When dealing with FSI problems a full Lagrangian approach may

be adopted, while solids are represented traditionally, the fluid is described with a

large number of particles, this is known as the Smoothed Particle Hydrodynamics

(SPH) method (Rafiee and Thiagarajan, 2009, Ryzhakov et al., 2010).

The Eulerian formulation, where the computational system is fixed in space and the

media is moving within (Figure 5.1b), this easily represents the behaviour of a fluid

within its container. More specifically the media is treated as a continuum which

means the container or domain is filled with fluid(s). However, Eulerian methods

do not introduce interfaces structurally (for example: an air-water interface) and

in order to capture interfaces accurately, the mesh will have to be refined where
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they are (Garćıa et al., 2011). An Eulerian only approach may be adopted for FSI

problems, for example this is achieved by Coquerelle and Cottet (2008) with an

immersed boundary method and by Dunne and Rannacher (2006) with a Cartesian

grid method.
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The Arbitrary Lagrangian-Eulerian scheme, ALE (Donea et al., 2004, Hübner

et al., 2004, Udaykumar et al., 2001, Van Loon et al., 2007). Designed specifi-

cally for FSI problems, the ALE scheme describes the computational domain as

a continuum but allows to have either the continuum moving with respect to the

mesh or to have the mesh moving with the continuum. Large deformations of the

fluid can be handled whilst an interface is kept moving to account for the pres-

ence of a solid (Figure 5.1c). ALE methods are said to be boundary-conforming

and when dealing with moving solids, re-meshing techniques must be employed

to maintain a sharp fluid-solid interface. Such techniques are generally associated

with a significant computational cost.

(a) Lagrangian (b) Eulerian (c) ALE

Figure 5.1: Di↵erent methods for the spatial representation of a circular field in two
dimensions

5.1.2 Coupling Scheme

The second criteria distinguishes between the computational system solving methods.

The system comprises of distinct equations relative to the hydraulic, mechanical and

thermal processes. In the monolithic or strong coupling approach (Coquerelle and Cot-

tet, 2008, Gibou and Min, 2012, Hübner et al., 2004, Peskin, 1972, Ryzhakov et al.,

2010) the system of equations is solved at once, using the same numerical solver.

On the other hand, the loose, partitioned, fractional or weak coupling approach (Apte

et al., 2009, Farhat et al., 1998, Gibou and Min, 2012, Jaiman et al., 2006, Rutqvist

et al., 2002, Viré et al., 2012, 2015, 2013) is composed of separate solvers. Each one in

charge of solving their respective equations. Hence, there is an iteration process between
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the two solvers, this relies on the introduction of a coupling term in the fluid and the

solid equations to allow the exchange of information at each time iteration.

In a comparison of monolithic and loose methods, Michler et al. (2004) argues that the

iteration process of partitioned methods produces staggered results over time. Conse-

quently, they must comply to a restriction on the time step size in order to achieve

accuracy. On the contrary, monolithic methods are unconditionally stable and may

achieve accuracy for larger time steps.

However, despite conditional stability, loosely coupled approaches can conserve the most

appropriate formulation for hydraulic and mechanical processes (respectively Eulerian

and Lagrangian). Fluid and solid solvers may also have di↵erent time-steps, hence the

number of necessary iterations may be reduced to their respective minimum depending

on the problem configuration. Furthermore, the loose approach is often preferred because

fluid and solid numerical tools have been developed by research groups separately for

many years, allowing the coming together of two mature technologies (Obeysekara, 2018,

Rutqvist et al., 2002, Yang, 2018).

5.1.3 Body-Conformation of the Mesh

FSI numerical methods can be separated based on the body conformal character of

their mesh. As explained by Mittal and Iaccarino (2005), in body-conforming methods

there are first the Cartesian grid methods (Figure 5.2a) (Clark et al., 1986, DeZeeuw

and Powell, 1993, Dunne and Rannacher, 2006, Russell and Wang, 2003, Udaykumar

et al., 2001, 1999, 1996), originally introduced by Clark et al. (1986) with an Eulerian

formulation where the cells of the grid are parametrised to account for the presence of a

solid boundary. Second, there are the methods known as ‘cut-cell’ which split the cells

to match the solid-fluid interface (DeZeeuw and Powell, 1993, Udaykumar et al., 2001,

1999, 1996).

For the Cartesian grid or cut-cell methods, the use of techniques that can track the

boundary of the solid structure as a sharp interface are necessary and this may become

computationally challenging when dealing with deformations or movement of the solid

(Udaykumar et al., 1999). Such methods are often associated with the ALE formulation
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for which the body-conformity of the mesh is a requirement (Donea et al., 2004, Hübner

et al., 2004, Udaykumar et al., 2001).

As opposed to the previous, the immersed boundary (Peskin, 1972 and Fadlun et al.,

2000), volume penalization (Angot et al., 1999, Coquerelle and Cottet, 2008, Engels

et al., 2015), fictitious domain (Apte et al., 2009, Glowinski et al., 1994, Van Loon

et al., 2007), ghost-cell (Mittal et al., 2008), immersed body (Kajishima et al., 2001,

Viré et al., 2012, 2013) or immersed shell methods (Viré et al., 2015, Yang et al., 2016)

have grids that do not conform to the solid boundary (Figure 5.2b) . In such methods,

the boundary conditions are modified in the fluid equation at the vicinity of the solid’s

boundary.

For body-conforming methods, the sharp fluid-solid interface makes resolving boundary

conditions straightforward. Whereas for non-body conforming methods, the boundary is

not introduced in a structural manner. Thus, to achieve su�cient accuracy at the solid

boundary, non-body conformity requires projection methods (Farrell and Maddison,

2011, Pain et al., 2001) and local mesh refinement (Garćıa et al., 2011, Gri�th et al.,

2007) which also comes at a significant computational cost. Nevertheless, the task

of mesh generation is significantly easier than for body-conforming methods especially

when dealing with intricate solid boundaries or with moving solids.

(a) Body-conforming mesh (b) Non-body-conforming mesh with a refined
mesh at the fluid-solid interface

Figure 5.2: Di↵erent type of fluid mesh in FSI numerical methods with an immersed
solid (grey)

Note that the volume penalization method (Angot et al., 1999, Engels et al., 2015) has

many similarities to the volume relaxation method (Kajishima et al., 2001, Viré et al.,

2012) which is part of the research presented hereby. In volume penalization methods,

the solid is seen as an impermeable barrier with the use of a ‘volume penalisation’ term
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in the momentum equation to enforce the boundary condition (similar to the volume

relaxation in the immersed body method). In the original method (Angot et al., 1999),

the relaxation coe�cient is the inverse of very low permeability and Coquerelle and

Cottet (2008), Engels et al. (2015) use an arbitrary large coe�cient. In the original

immersed body method Kajishima et al. (2001) the volume relaxation is employed to

counter balance the fluid equation and relax to the solid velocity, this is done with a

coe�cient equal to the mass divided by the time step.

5.1.4 Forcing Term

According to Mittal and Iaccarino (2005), numerical methods can also be separated from

the point of view of the implementation of the forcing term (also referred as source,

penalty or relaxation term) into the Navier-Stokes equation. First, we have the contin-

uous forcing approach where the source term is introduced together with the discreti-

sation (immersed boundary, volume penalisation methods, immersed shell as by Yang

et al. (2016)). Second, the discrete forcing approach has first the equations discretised

with no account for the fluid-solid boundary until a supplementary term is introduced

to account for its presence and thus correct the initial discretisation (immersed body,

immersed shell as by Viré et al. (2015), cut-cell and Cartesian grid methods).

5.1.5 Heat Transfer in FSI Methods

The literature review has covered so far the general methods for fluid-structure inter-

action. They are typically developed for the coupling of momentum, the coupling of

scalar fields such as temperature has received relatively less attention from the scientific

community despite the fact that thermal problems in a wide range of FSI applications

such heat exchangers, nuclear and chemical reactors, electronic equipment cooling or

engine manufacture.

The reason for the low interest may be that in a large number of cases, thermal ap-

plications are dealt as conjugated heat transfer problems (CHT, Dorfman and Renner,

2009). Often in CHT problems we find (i) a fixed solid-fluid boundary, (ii) a boundary

conforming mesh and (iii) a monolithic solver with a continuous forcing approach. Thus

addressing a class of problems where the structure is fixed with a fluid flowing past.
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On the contrary, the present approach is suited to the heat transfer of moving and de-

formable solids immersed in fluids. For this category of problems, Fadlun et al. (2000)

implemented the traditional immersed boundary momentum coupling with the intro-

duction of a passive scalar. Kim and Choi (2004) performed fluid-solid temperature

coupling by introducing a heat source or sink as a relaxation term in the energy equa-

tion in the same way it is done for momentum coupling with the immersed body method

(Kajishima et al., 2001). This method was pursued and developed in three dimensions

leading to more accurate and advanced results for the study of convection heat transfer

by Kim et al. (2008) and Yoon et al. (2010). However, those methods solely consider

the solid as a heat source or sink and do not consider the fluid’s influence on the solid,

they are one-way coupled.

5.2 Fluid-Solid Coupling background

The research presented in this chapter is a continuation of the work on the Fluidity-

Solidity coupled architecture initiated by Viré et al. (2012, 2015, 2013) and comple-

mented by Yang et al. (2018, 2016) for momentum coupling with the Navier-Stokes

equation and by Obeysekara et al. (2018, 2017, 2018) for the hydro-mechanical coupling

in fractured porous media with Darcy’s law.

The method has evolved from immersed body (Viré et al., 2012, 2013) to immersed shell

(Viré et al., 2015, Yang et al., 2016) and is now loosely coupled, non-body conforming

with a continuous forcing approach. Two separate solvers are employed for fluid and solid

respectively of Eulerian (Fluidity) and Lagrangian formulation (Solidity), the method is

also two-way coupled as the solid influences the fluid and vice versa.

Distinction must be made between:

(i) The physical domains of fluid (Vf ) and solid (Vs) that are distinct and not super-

imposed (Figure 5.3).

(ii) The computational domains which comprises of:

(a) A solid computational domain (Vs) solved with Solidity
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(b) A fluid computation domain (V ) solved with Fluidity. V encompasses the

fluid physical domain (Vf ) and the projection of the solid computational

domain that we call V f
s (see Figures 5.4 and 5.5). V is such that V = Vf [V f

s .

(a) Boundaries of the fluid
physical domain Vf

(b) Solid physical domain Vs (c) Vf and Vs

Figure 5.3: Configuration of fluid and solid physical domains in three dimensions.

Figure 5.4: Two-dimensional schematic representation of the fluid computational
domain V , with V = Vf [ V f

s (Viré et al., 2012).

On the computational domain V , Vf is represented by a volume fraction of fluid ↵f and

V f
s is represented by a volume fraction of solid or ‘solid concentration’ ↵s (Figure 5.5)

such that:

↵f + ↵s = 1 (5.1)
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(a) Fluid computational
domain V

(b) Solid computational
domain Vs

(c) Solid concentration distri-
bution on a cross section of the
fluid computational domain

Figure 5.5: Computational domains.

A mesh to mesh Galerkin projection (Farrell and Maddison, 2011) ensures that infor-

mation such as solid concentration or velocity is transferred from the solid to the fluid

and vice-versa. In the original immersed body method (Kajishima et al., 2001) and in

(Viré et al., 2012) the bulk velocity ub = ↵sus + ↵fuf is relaxed to the solid velocity

us on V f
s (with uf the fluid velocity). This is achieved with a relaxation term inserted

in the fluid momentum equation. The relaxation term or ‘penalty force’ is of the form

Ff = ↵s�(us � ub), with � the relaxation factor which indicates how fast the fluid and

solid velocities equal each other at the interface. For two way coupling, the opposite

penalty force Fs = �(ub � us) is inserted in the solid momentum equation.

The drawback of this approach is that the penalty force is applied on the volume V f
s

(↵s > 0) when it should only be acting at the fluid-solid boundary. Note that when

developing the expression of the bulk velocity into the penalty force, we find that Ff =

↵s↵f�(us � uf ) with the product ↵s↵f only non-zero at the fluid-solid interface. This

was used by Viré et al. (2015) to correct the immersed body approach by solving for

uf instead of ub and by mapping the penalty force on a thin shell surrounding the solid

(Figure 5.6). Instead of projecting the whole solid mesh onto the fluid mesh, only the

shell mesh is projected (Figure 5.7). The coupling term becomes Ff = ↵sh�(uf � us)

with ↵sh the shell concentration. As a result, the penalty force only acts at fluid-solid

boundary and vanishes inside the solid.

Finally, Yang et al. (2016) completed the immersed shell method with a continuous

forcing approach, presented in Section 5.3.2. By multiplying the fluid equation with the
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fluid concentration ↵f , the approach ensures that all the terms of the fluid equation

disappear at the solid’s position (i.e. ↵f = 0). However, for the fluid equation to be

continuous over the fluid computational domain there needs to be a stabilisation term

or ‘body relaxation term’ which was not introduced in the formulation until the present

work.

Figure 5.6: Geometry of the ring mesh in two dimensions. Left: the solid mesh with
its surrounding shell mesh, right: a 3D solid element with its shell mesh. �r is the ring

mesh thickness (Yang et al., 2016)

(a) Solid volume fraction ↵s (b) Shell volume fraction ↵sh

Figure 5.7: Projection of the solid (A) and the shell mesh (B) onto the fluid mesh

5.3 Thermal Coupling Methodology

As for clarity and di↵erentiation of the solid and fluid equations for heat transfer, con-

stants and variables referring to the solid terms will adopt the subscript ‘s’ whereas the
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subscript ‘f ’ will be employed for the fluid terms. The governing equations used for the

thermal coupling are the fluid thermal energy equation:

⇢fCf (
@Tf

@t
+ uf ·rTf ) +r · (frTf ) = 0 (5.2)

and the solid thermal energy equation:

⇢sCs

@Ts

@t
+r · (srTs) = 0 (5.3)

Note that the heat transfer properties are considered as constants. This section covers

both the immersed body and the immersed shell methods and explains why they are

not su�cient to model two way coupled fluid-solid heat transfer. Finally, a combined

immersed ring-body approach is proposed.

5.3.1 Immersed Body Method

For thermal coupling with the original immersed body method as introduced by Ka-

jishima et al. (2001), a thermal coupling term sc is introduced in the fluid thermal

energy equation to account for the presence of the solid:

⇢fCf (
@Tf

@t
+ uf ·rTf ) +r · (frTf )� ↵ssc = 0 (5.4)

Discretising in time the equation 5.4 in the most fundamental way, with n the time

increment, we find

⇢fCf

 
Tn+1
f

� Tn

f

�t
+ uf ·rTn

f

!
+r · (frTn

f
)� ↵n

s s
n

c = 0 (5.5)

Tn+1
f

= Tn

f
� �t

⇢fCf

�
uf ·rTn

f
+r · (frTn

f
)
�
+ ↵n

s

�t

⇢fCf

snc (5.6)

We define T ⇤
f
as the predicted temperature without the solid’s contribution

T ⇤
f

n+1 = Tn

f
� �t

⇢fCf

�
uf ·rTn

f
+r · (frTn

f
)
�

(5.7)
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At the solid’s positions, where (↵s = 1), T ⇤
f

n+1 must be corrected to satisfy T ⇤
f

n+1 =

Tn+1
s . We write

snc =
⇢fCf

�t
(Tn+1

s � T ⇤n+1
f

) (5.8)

for our condition to be satisfied, i.e. when we replace the above expression in equation

5.6. Equation 5.4 becomes

⇢fCf (
@Tf

@t
+ uf ·rTf ) +r · (frTf )� ↵s

⇢fCf

�t
(Ts � Tf ) = 0 (5.9)

This method is one way coupled and only considers the solid as a heat source or sink.

To implement two way coupling, one adds the equal and opposite coupling term in the

solid equation as follows

⇢sCs

@Ts

@t
+r · (srTs) + sc = 0 (5.10)

However we can see how this strategy is not conservative when combining the fluid

equation 5.4 with the solid equation 5.10 multiplied by the solid concentration to form

the energy equation of the bulk temperature Tb

⇢fCf (
@Tb

@t
+ uf ·rTb) +r · (frTb) + ↵s


⇢sCs

@Tb

@t
+r · (srTb)

�
= 0 (5.11)

The coupling terms disappears but at the solid’s positions (↵s > 0) we are solving for

both fluid and solid heat transfer equations. The energy equation of the fluid-solid

system should be:

↵f


⇢fCf (

@Tb

@t
+ uf ·rTb) +r · (frTb)

�

+↵s


⇢sCs

@Tb

@t
+r · (srTb)

�
= 0

(5.12)

Which can also be written as

⇢bCb

@Tb

@t
+ ↵f⇢fCfuf ·rTb +r · brTb = 0

⇢b = ↵f⇢f + ↵s⇢s

Cb = ↵fCf + ↵sCs

b = ↵ff + ↵ss

(5.13)
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5.3.2 Immersed Shell Method

In this method the heat flux is relaxed through a thin shell surrounding the solid.

The shell is formed by four-nodded elements constructed as an extension of the surface

elements of the solid boundary, the ring thickness is noted �r (Figure 5.6).

5.3.2.1 Spatial Discretisation of the Solid

Integrating equation 5.3 over the volume of solid gives

Z

Vs

✓
⇢sCs

@Ts

@t
+r · (srTs)

◆
Ns dV = 0 (5.14)

Using the divergence theorem on the di↵usion term we have

Z

Vs

r · (srTs)Ns dV = �
Z

Vs

srTsNs dV +

Z

�s

n · srTsrNs d� (5.15)

Applying the divergence theorem on more time we obtain

Z

Vs

r · (srTs)NsdV =

Z

Vs

r · (srTs)Ns dV +

Z

�s

n · (srTs|fluid�srTs|solid)Ns d�

(5.16)

Finally we get

Z

Vs

✓
⇢sCs

@Ts

@t
�r · (srTs)

◆
Ns dV =

Z

�s

n · (srTs|fluid � srTs|solid) Ns d�

(5.17)

Continuing with the coupling term

Z

�s

n · (srTs|fluid � srTs|solid) Ns dV =

Z

�s

s


nx(

@Ts

@x
|fluid �

@Ts

@x
|solid)

+ny(
@Ts

@y
|fluid �

@Ts

@y
|solid)

+nz(
@Ts

@z
|fluid �

@Ts

@z
|solid)

�
Ns d�.

(5.18)
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With the divergence theorem, we can approximate the fluid temperature derivatives next

to the solid boundary using Tf

Z

Vs

@Ts

@x
|fluidNs dV = �

Z

Vs

@Ns

@x
Ts dV +

Z

�s

nxTfNs d� (5.19)

Similarly for the solid temperature derivatives using Ts at the boundary

Z

Vs

@Ts

@x
|solid Ns dV = �

Z

Vs

@Ns

@x
Ts dV +

Z

�s

nxTs Ns d� (5.20)

Then using equation 5.19 into equation 5.20 we obtain

Z

Vs

@Ts

@x
|fluid Ns dV �

Z

Vs

@Ts

@x
|solid Ns dV =

Z

�s

nx(Tf � Ts) Ns d� (5.21)

Using a simplified constant shape function Ns and with �xwall being the fluid element

size around the wall and normal to it, the heat flux can be evaluated on the shell as

@Ts

@x
|fluid �

@Ts

@x
|solid =

nx(Tf � Ts)

�xwall

. (5.22)

We can evaluate the terms in equation 5.21 over the shell of volume Vsh of thickness �r

using equation 5.22 to obtain:

Z

�s

nxs(
@Ts

@x
|solid �

@Ts

@x
|fluid) Ns d�

⇡
Z

Vsh

nx

1

�r
s(

@Ts

@x
|solid �

@Ts

@x
|fluid) Ns dV

⇡
Z

Vsh

n2
x

�r�xwall

s(Ts � Tf ) Ns dV,

(5.23)

Summing up in all directions, equation 5.18 becomes

Z

�s

n · (srTs|fluid � srTs|solid) Ns dV =

Z

Vsh

1

�r�xwall

s(Tf � Ts) Ns dV (5.24)

Finally, the coupled solid energy equation is:

Z

Vs

✓
⇢sCs

@Ts

@t
+r · (srTs)

◆
Ns dV =

Z

Vsh

1

�r�xwall

s(Tf � Ts) Ns dV (5.25)
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5.3.2.2 Spatial Discretisation of the Fluid

Integrating equation 5.2 over the fluid’s volume

Z

Vf

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
Nf dV = 0 (5.26)

Applying the same method as for the solid we get

Z

Vf

r · (frTf )Ns dV

=

Z

Vf

r · (frTf )Nf dV +

Z

�f

n · (frTf |solid � frTf |fluid) Nf d�
(5.27)

And

Z

Vf

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
Nf dV

=

Z

Vsh

1

�r�xwall

f (Ts � Tf ) Nf dV

(5.28)

5.3.2.3 Conservation

In order to have the energy conserved in the system we must have the coupling terms

equal and opposite, this may be achieved by the use of an mean conductivity e =
s+f

2

or harmonic conductivity 1
e

= 1
s

+ 1
f
, or a heat resistance Re =

1
ke

specific to the fluid-

solid interface heat transfer properties. We obtain the coupled fluid and solid equations:

Z

Vf

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
Nf dV

=

Z

Vsh

1

�r�xwall

e(Ts � Tf ) Nf dV

(5.29)

and

Z

Vs

✓
⇢sCs

@Ts

@t
+r · (srTs)

◆
Ns dV =

Z

Vsh

1

�r�xwall

e(Tf � Ts) Ns dV (5.30)



Chapter 5. Thermal Coupling in the Dual Code Framework 120

When writing the energy equation of the fluid-solid system by adding equation 5.29 to

5.30, the coupling terms disappear and we obtain

Z

Vf

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
Nf dV

+

Z

Vs

✓
⇢sCs

@Ts

@t
+r · (srTs)

◆
Ns dV = 0

(5.31)

We can conclude that the immersed shell method is then conservative because we recover

a correct expression of the fluid-solid equation when adding the fluid and the solid

equations. However, we must bear in mind that the fluid computational domain embeds

the solid. The fluid equation 5.29 is integrated over Vf but the fluid computational

domain is V = Vf [V f
s . Thus, there must be an additional term in the fluid equation to

account for V f
s . This is achieved in the next section with the immersed body method.

5.3.3 Combination of the Immersed Body and Shell Methods

To achieve immersed shell-body coupling, we start by multiplying the fluid equation by

the fluid volume fraction:

↵f

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
= 0 (5.32)

This way, the fluid equation is solved only at the fluid’s positions. Then, we add the

immersed body coupling term, to relax the fluid to the solid temperature at the solid’s

position

↵f

✓
⇢fCf (

@Tf

@t
+ u ·rTf ) +r · (frTf )

◆
+ ↵s�v(Tf � Ts) = 0 (5.33)

With �v the immersed body relaxation coe�cient. We now integrate the above equation

over the fluid computational domain V knowing that
R
V
↵f dV =

R
Vf

dV and
R
V
↵s dV =

R
Vs

dV

Z

Vf

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
Nf dV

=

Z

Vs

�v(Ts � Tf ) Nf dV

(5.34)
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Developing the first term of the above equation with the immersed shell approach we

have

Z

Vf

✓
⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · (frTf )

◆
Nf dV

=

Z

Vsh

1

�r�xwall

e(Ts � Tf )Nf dV +

Z

Vs

�v(Ts � Tf ) Nf dV

(5.35)

The above is coupled with the solid heat transfer equation:

Z

Vs

✓
⇢sCs

@Ts

@t
�r · (srTs)

◆
Ns dV =

Z

Vsh

1

�r�xwall

e(Tf � Ts)Ns dV (5.36)

In the immersed body method we had �v =
⇢fCf

�t
but in the current configuration �v can

be chosen arbitrarily because the fluid equation is multiplied by ↵f . In the immersed

shell-body approach two separate projections are made, one for the shell coupling term

and one for the body relaxation term. The projections are concurrent at the fluid-

solid interface, as illustrated by Figure 5.7. The shell coupling term is essential for the

conservation of the method therefore we must ensure that:

�v <<
1

�xwall

e (5.37)

5.3.4 Implicit Treatment of the Coupling terms

This section presents the time discretised matrix equations for solving the fluid and solid

equation implicitly.

5.3.4.1 Solid Matrix Equation

The time discretised solid energy equation 3.19 is rewritten with the shell coupling term

for the solid, noted rs, with n the time increment

[Mn

s � ✓s�tKn

s ]T
n+1
s = [Mn

s + ✓s�tKn

s ]T
n

s + Bn

s +Qn

s + rns (5.38)

With

rns =

Z

Vsh

e
�r�xwall

(Tn

f
� Tn+1

s ) Nn

s dV (5.39)
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We split rs into a left and a right hand side part:

8
>>>>>><

>>>>>>:

lhsns =

Z

Vsh

e
�r�xwall

Ni dV

rhsns =

Z

Vsh

e
�r�xwall

Tn

f
Ni dV

(5.40)

Finally we have

[Mn

s � ✓s�tKn

s + lhsns ]T
n+1
s = [Mn

s + ✓s�tKn

s + rhsns ]T
n

s + Bn

s +Qn

s (5.41)

5.3.4.2 Fluid Matrix Equation

The spatial discretisation of the fluid advection-di↵usion equation (5.2) yields the fol-

lowing matrix equation

Mf Ṫf +A(uf ) . Tf +KfTf = Bf +Qf + vf + rf (5.42)

With Mf the fluid mass matrix, A(uf ) the advection operator, Kf is the thermal

di↵usion operator, Bf is the vector accounting for thermal boundary conditions and Qf

the vector accounting for the source terms, vf is the immersed body relaxation term

and rf is the fluid’s shell coupling term. We have

Mf ij
=

Z

Vf

⇢fCf Nf i
Nf j

dV

Aij = �
Z

Vf

↵f i
Bf ij

. ufNf j
dV

Kf ij
=

Z

Vf

↵f i
f Bf ij

Bf ji
dV

vf i =

Z

Vs

�v(Tsi � Tbi)Nf i
dV

rf i =

Z

Vsh

e
�r�xwall

(Tsi � Tf i
) dV

(5.43)

Applying the theta time integration scheme gives

⇥
Mn

f
+ ✓f�t(An(un

f
) +Kn

f
)
⇤
Tn+1
f

=
⇥
Mn

f
+ (1� ✓f )�t(An(un

f
) +Kn

f
)
⇤
Tn

f
+ Bn

f
+Qn

f
+ vn

f
+ rn

f

(5.44)
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With the fluid coupling terms for the time increment n are

vn

f
=

Z

Vs

�v(T
n

s � Tn+1
f

) Nn

f
dV

rn
f
=

Z

Vsh

e
�r�xwall

(Tn

s � Tn+1
f

) Nn

f
dV

(5.45)

As done for the solid equation, the coupling terms are separated between left and right

hand side 8
>>>>>><

>>>>>>:

lhsn
f
=

Z

V

↵n

s�v Nn

f
dV +

Z

Vsh

↵n

f

e
�r�xwall

dV

rhsn
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=

Z

V

↵n

s�vT
n

s Nn

f
dV +
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e
�r�xwall

Tn

s dV

(5.46)

Finally, equation 5.44 becomes

⇥
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f
+ Bn

f
+Qn

f

(5.47)

5.3.5 Mesh to Mesh Projections

The coupling terms rf and rs are formed on the ring mesh and then projected to the

fluid and solid respectively. The body relaxation term vf and the solid concentration ↵s

are formed on the solid volume mesh and then projected to the fluid mesh.

The ring to solid mesh projection of rs is straight forward since the ring mesh is grown

from the solid mesh, for the ring to fluid mesh projection of rf , vf and ↵s, the mesh-to-

mesh projection is employed. The projection is identical to the one employed by Viré

et al. (2012, 2013) for the immersed-body and by Viré et al. (2015), Yang et al. (2016)

for the immersed shell.

This approach ensures that the volume integral of a given field F projected from the

shell (Fr) or volume mesh (Fv) is conserved on the fluid mesh:

Z

Vsh

Fr dV =

Z

V

Ff dV, (5.48)

Or Z

Vs

Fv dV =

Z

V

Ff dV, (5.49)
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This is achieved by minimizing the L2 norm of the interaction error of the solution of

the following linear equation (Farrell and Maddison, 2011):

Z

Vsh

mrX

i=1

(Fsh)
r

iN
sh

i Nf

k
dV =

Z

V

mfX

j=1

(Ff )
f

j
Nf

j
Nf

k
dV (5.50)

Or Z

Vs

msX

i=1

(Fr)
s

iN
s

i N
f

k
dV =

Z

V

mfX

j=1

(Ff )
f

j
Nf

j
Nf

k
dV (5.51)

With m the number of nodes of the considered mesh. For thermal coupling we have a

total of three Galerkin projections: (I) projection from fluid to ring of Tb, (II) projection

of rf from ring to fluid mesh and finally (III) projection from vf from solid volume mesh

to fluid mesh. The other projections are straight forward: (i) for Ts from solid to ring

mesh and (ii) for rs from ring to solid mesh (see Figure 5.8).
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5.3.6 Coupling Procedure

The flow chart below presents the coupling steps for the immersed shell-body method

for thermal coupling within Fluidity-Solidity .

Figure 5.8: Flow chart of the ring-volume IB method. Upper-case Roman numerals
correspond to the Galerkin mesh-to-mesh projection while lower-case Roman numerals
correspond to the straight forward projections between the solid and the shell mesh.

5.4 Fluid-Solid Thermal Coupling for Fractured Porous

Media

The fluid-solid coupling approach has been presented so far for the configuration of a

solid immersed in a fluid domain where the solid is impermeable to the fluid. When
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considering a porous media, fluid and solid are present everywhere in the domain and

the porosity defines the volume fraction of fluid and solid. When considering an open

fracture space, the solid concentration is 0 and the fluid concentration is 1.

Most numerical THM codes reviewed in Chapter 2 consider the thermal equilibrium of

the porous media (Table 2.4). This means that the rock matrix and the pore fluid are

considered of the same temperature at all times. In that case, one energy equation with

equivalent thermal properties can be used:

⇢bCb

@Tb

@t
+ �⇢fCf uf ·rTb +r · brTb = 0

⇢b = (1� �)⇢s + �⇢f

Cb = (1� �)Cs + �Cf

b = (1� �)s + �f

(5.52)

With � the porosity and Tb the bulk temperature of the porous media. Without the ther-

mal equilibrium we have two equations that are coupled in an immersed body fashion.

For the pore fluid we have

�


⇢fCf (

@Tf

@t
+ uf ·rTf ) +r · frTf )

�
+ h�(Tf � Ts) = 0 (5.53)

and for the rock matrix

(1� �)


⇢sCs

@Ts

@t
+r · srTs)

�
+ h�(Ts � Tf ) = 0 (5.54)

With h� a convection coe�cient describing how fast the heat is exchanged between the

solid and the fluid in the porous media.

Because In Fluidity (IC-FERST), the thermal equilibrium equation (5.52) is already im-

plemented and because the thermal equilibrium can largely be considered in radioactive

waste repository modelling applications, no further work is performed on the thermal

coupling model for porous media. To achieve THM coupling, it is su�cient to cal-

culate the thermal processes in Fluidity and project the temperature on Solidity and

then to perform thermo-mechanical coupling. There is no necessity to calculate thermal

processes in Solidity. Such THM coupling is demonstrated in the following chapter.
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5.5 Validation

In this section, the Fluidity-Solidity coupled heat transfer model is verified for a heat

conduction problem with a solid sphere embedded in a cubical fluid domain. Then,

a heat convection problem is presented for fluid flow past a solid sphere in a cubical

enclosure.

5.5.1 Coupled Heat Conduction

This section presents the validation of the Fluidity-Solidity coupled heat transfer with

the combined immersed ring-body method (Section 5.3.3). Consider a solid sphere of

5cm diameter embedded in a cubical fluid domain with edges of 8cm(Figure 5.9). Solid

and fluid are at the same initial temperature of 0�C and a Dirichlet boundary condition of

1�C is imposed on all faces of the cubical fluid domain (Figure 5.11). Heat is transferred

from the fluid to the solid sphere until the whole coupled system reaches 1�C, see Figures

5.12 and 5.13.

Parameters of the simulation are presented on Table 5.1. The same properties are

purposely used for the fluid and solid. This allows the comparison of the fluid-solid

results with a fluid only simulation. The fluid only simulation has the same properties

as of Table 5.1 but has no embedded solid. Since we only consider heat conduction in

this problem, the fluid-solid and fluid only solutions are expected to be the same.

To demonstrate the ability of the novel immersed ring-body method to achieve accu-

racy with mesh adaptivity at a reduced computational cost, a sensitivity analysis with

di↵erent fluid meshes is performed. The solid mesh is kept the same with an element

size of 0.005 m (Figure 5.10) whilst eight di↵erent fluid meshes are employed, they are

numbered from M1 to M8 (Figure 5.14).

For the simulations with meshes M1 to M4 the ring size is of �r = 0.005 m while for

meshes M5-M8 the ring size is of �r = 0.0025 m. The fluid mesh size in the vicinity

of the fluid-solid interface is chosen to be the same as the ring size. For the two sets of

meshes M1-4 and M5-8, we first start with a uniform mesh of the same size as that of
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the ring (M1 and M5). Then, we use a mesh adapted to the size of the ring at the fluid-

solid interface, the mesh size outside of the interface’s vicinity is gradually increased to

L0 = 0.01 m (M2 and M6), L0 = 0.02 m (M3 and M7) and L0 = 0.03 m (M4 and M8),

see Figure 5.14. The di↵erent mesh properties employed in the sensitivity analysis are

summarised on Table 5.2.

The mesh adaptive process is performed prior to the heat transfer simulations and

is presented for mesh M8 on Figure 5.15. Results from the sensitivity analysis are

highlighted on Figures 5.20 to 5.26, note that mesh M5 was removed from the sensitivity

analysis because of the unreasonable computational time caused by its the very fine mesh.

For each of the meshes:

1. A Fluidity-Solidity coupled simulation is performed.

2. A Fluidity ‘fluid only’ simulation is performed.

We note that all results display:

(i) A good agreement between the solid and the ‘fluid only’ temperature profiles. Note

that small inaccuracies are observed for high values of L0, the fluid mesh becomes

too coarse on V f
s for M4, M7 and M8 (Figures 5.23a to 5.26a). Nevertheless, this

does not a↵ect the results and the temperatures profiles are still coherent at the

fluid-solid interface (r = 0.05 or x = �0.05 and x = 0.05 on Figures 5.23a to

5.26a).

(ii) a good agreement between the fluid results of the coupled simulation and the

‘fluid only’ results where ↵s = 1 or ↵s = 0, i.e. everywhere except at the fluid-

solid interface. This is due to the transition between the ring and the volume

relaxations terms (x = -0.05 and x = 0.05 on Figures 5.20a to 5.26a). Note that

the incoherences between the temperature profiles are reduced for smaller ring

sizes, Figures 5.24a to 5.26a.

Note that the fluid only simulations have all produced coherent results (Figure 5.16)

thus we conclude that there is overall agreement between all simulations. To verify

if the method is conservative and does not result in heat loss or gain, the transient
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evolution of the temperature integral over the whole domain is calculated (Figures 5.20b

to 5.26b). For the fluid only simulation the integral is:

Z

V

Tf dV (5.55)

While for the coupled simulation we combine the fluid temperature at the fluid’s positions

(in Fluidity) and the solid temperature on the solid domain (in Solidity):

Z

V

↵fTf dV +

Z

Vs

Ts dV (5.56)

All coupled results show conservation of the temperature, with a maximal error below

0.8% (Figure 5.17). With mesh adaptivity, the computation time was reduced by four

times for M1-M4 (Figure 5.18). We suppose a similar computational time reduction

would have been found for M5-M8 if it had been practical to run M5 (Figure 5.19).

time step 0.001 s

f , s 1 W.(m.K)�1

cf , cs 1 J.(Kg.K)�1

⇢f , ⇢s 100 kg.m�3

Table 5.1: Heat conduction parameters for Solidity and Fluidity.

(a) Fluid domain (b) Solid domain (c) Cross-section view

Figure 5.9: Fluid and solid domain geometries for validation of the coupled heat
conduction.
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Figure 5.10: Solid mesh em-
ployed for the sensitivity analysis.

Figure 5.11: Initial temperature
distribution (cross-section view).

(a) t = 0 s (b) t = 0.001 s (c) t = 0.005 s

(d) t = 0.01 s (e) t = 0.03 s (f) t = 0.07 s

Figure 5.12: Temperature field evolution over time in a cross-section of the superim-
posed fluid and solid domains.
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(a) t = 0 s (b) t = 0.001 s (c) t = 0.005 s

(d) t = 0.01 s (e) t = 0.03 s (f) t = 0.07 s

Figure 5.13: Temperature field evolution over time with normal cross-section planes
for the superimposed fluid and solid domains.
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(a) M1: L0 = 0.005 - no adapted mesh (b) M2: L0 = 0.01, La = 0.005

(c) M3: L0 = 0.02, La = 0.005 (d) M:4 L0 = 0.03, La = 0.005

(e) M5: L0 = 0.0025 - no adapted mesh (f) M6: L0 = 0.01, La = 0.0025

(g) M7: L0 = 0.02, La = 0.0025 (h) M8: L0 = 0.03, L0 = 0.0025

Figure 5.14: Cross-section of the di↵erent meshes used for the sensitivity analysis of
the immersed shell-body method. L0 is the mesh size outside of the adapted zone and

La is the size of the mesh adapted to the contour of the solid concentration.
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(a) Initial mesh (b) 1 adaptive mesh iteration

(c) 2 adaptive mesh iterations (d) 3 adaptive mesh iterations

Figure 5.15: Solid concentration on a cross section of the fluid domain, the mesh is
adapted to the contour of the projection of the embedded solid sphere volume for mesh

M8: L0 = 0.03m, La = 0.0025m.
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L0(m) La(m) �r(m) �xwall(m)

M1 0.005 no adapted mesh 0.005 0.005

M2 0.01 0.005 0.005 0.005

M3 0.02 0.005 0.005 0.005

M4 0.03 0.005 0.005 0.005

M5 0.0025 no adapted mesh 0.0025 0.0025

M6 0.01 0.0025 0.0025 0.0025

M7 0.02 0.0025 0.0025 0.0025

M8 0.03 0.0025 0.0025 0.0025

Table 5.2: Mesh properties of the sensitivity analysis. With L0 the mesh size outside
of the adapted zone, La the size of the adapted mesh, �r the shell thickness and �xwall

the fluid mesh size in the vicinity of the shell.
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Figure 5.16: Temperature integral versus time-steps for the fluid only simulations.
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Figure 5.17: Absolute relative error per time step, between the temperature integrals
of the coupled and the fluid only simulations.
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Figure 5.18: Mesh size L0 versus the total computational time for fluid-solid and
fluid only simulations (M1, M2, M3 and M4). Calculations are performed on a single

Intel Xeon(R) CPU E5-2630 2.30GHz processor.
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Figure 5.19: Mesh size L0 versus the total computational time for fluid-solid and
fluid only simulations (M6, M7 and M8). Calculations are performed on a single Intel

Xeon(R) CPU E5-2630 2.30GHz processor.
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Figure 5.20: Results for mesh M1
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(a) Temperature profiles along the x-axis for time steps
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(b) Cross section of solid and fluid
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Figure 5.21: Results for mesh M2
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(b) Cross section of solid and fluid
mesh (M3)

0 10 20 30 40 50 60 70
0

1

2

3

4

·10�3

number of time steps

V
ol
u
m
e
in
te
gr
al

of
th
e
te
m
p
er
at
u
re

(T
3
)

M3 fluid only
M3 fluid-solid

(c) Temperature integral versus time-steps

0 10 20 30 40 50 60 70
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

number of time steps

R
el
at
iv
e
er
ro
r
(%

)

M3
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Figure 5.22: Results for mesh M3
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(a) Temperature profiles along the x-axis for time steps
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(b) Cross section of solid and fluid
mesh (M4)
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Figure 5.23: Results for mesh M4
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(a) Temperature profiles along the x-axis for time steps
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(b) Cross section of solid and fluid
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Figure 5.24: Results for mesh M6
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(a) Temperature profiles along the x-axis for time steps
0, 10, 20, 30 and 70 (bottom to top)

(b) Cross section of solid and fluid
mesh (M7)
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Figure 5.25: Results for mesh M7
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(b) Cross section of solid and fluid
mesh (M8)
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Figure 5.26: Results for mesh M8
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5.5.2 Coupled Heat Convection: Flow Past A Sphere

In this simulation a fixed solid sphere immersed in a moving fluid is considered. The

immersed shell is used for the momentum coupling (Yang et al., 2016) and for thermal

coupling, the immersed shell-body presented in this chapter is employed. The fluid

domain is cubical with 0.4 m edges and the solid sphere embedded at its centre is of

0.05 m radius (Figure 5.27). The simulation parameters are presented on Table 5.3.

Fluid and solid properties are chosen to be the same so the results of the coupled

simulation can easily be compared with the results of a fluid only simulation. In the

fluid only simulation, only the momentum coupling is enabled, thus only heat conduction

is possible on V f
s .

An adapted mesh is used for the fluid domain with L0 = 0.05 m and La = 0.005 m, the

solid mesh size is of a uniform size of 0.005m, see Figure 5.28. The fluid and solid are

of an initial temperature of 0�C and fluid of a temperature of 1�C is injected from one

of the faces of the fluid domain and is allowed to flow outside of the domain through

the opposite face, all other faces impermeable. There is a di↵erential pressure of 10 Pa

between the inlet and the outlet.

(a) Fluid domain (b) Solid domain (c) Cross-section view

Figure 5.27: Fluid and solid domain geometries for validation of the coupled heat
conduction.

time step 0.01 s

�r 0.005 m

s, f 1 W.(m.K)�1

cf , cs 1 J.(Kg.K)�1

⇢f , ⇢s 1000 kg.m�3

Table 5.3: Simulation parameters for Solidity and Fluidity.
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(a) Cross-section of the adapted fluid mesh (b) Solid mesh

Figure 5.28: Fluid and solid meshes for the coupled heat convection simulation

Graphical results are presented on Figure 5.29 for the fluid-only simulation, on Figure

5.30 and 5.31 for the coupled simulation. Temperature profiles are presented for di↵erent

times on Figure 5.32, the time evolution of the temperature integral is presented on

Figure 5.33 with the associated error.
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(a) t = 0 s (b) t = 0.1 s (c) t = 0.2 s

(d) t = 0.3 s (e) t = 0.4 s (f) t = 0.5 s

(g) t = 0.6 s (h) t = 0.7 s (i) t = 0.8 s

Figure 5.29: Temperature evolution over time in a cross-section for the fluid only
simulation.
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(a) Fluid domain cross section (light
grey) and solid domain cross-section

(dark grey)

(b) t = 0 s (c) t = 0.1 s (d) t = 0.2 s

(e) t = 0.3 s (f) t = 0.4 s (g) t = 0.5 s

(h) t = 0.6 s (i) t = 0.7 s (j) t = 0.8 s

Figure 5.30: Temperature evolution over time in a cross-section for the coupled sim-
ulation. (A) shows the configuration of the cross-section, leaving the solid apparent on

top of the fluid domain.
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(a) t = 0 s (b) t = 0.1 s (c) t = 0.2 s

(d) t = 0.3 s (e) t = 0.4 s (f) t = 0.5 s

(g) t = 0.6 s (h) t = 0.7 s (i) t = 0.8 s

Figure 5.31: Velocity magnitude evolution over time in a cross-section of the fluid
domain in the coupled simulation.
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(a) Line of plot for the temperature profiles of (B)
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(b) Temperature profiles at times 0.1 s, 0.2 s, 0.3 s, 0.4 s, 0.6 s, 0.7 s, 0.8 s and 2 s (bottom to
top)

Figure 5.32: Temperature profiles for the heat convection simulation.
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(b) Absolute relative error between the coupled and the fluid only simulation versus time

Figure 5.33: Temperature integrals for the heat convection simulation.
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5.6 Concluding Remarks

In this Chapter the immersed body and the immersed shell method were investigated,

after concluding that the methods alone were not su�cient to perform thermal coupling,

an immersed shell-body method was presented. The immersed shell-body demonstrated

high accuracy on the presented validations and also has proven to be compatible with

adapted mesh. At present in the Fluidity-Solidity coupling, the shell and the volume

mesh are projected separately on the fluid mesh. To gain in e�ciency, the coupling

term should be formed on the combined shell-volume mesh and projected at once. This

should also remove the irregularities observed in the temperature profiles at the fluid-

solid interfaces.



Chapter 6

Thermal Spalling Application

This chapter presents the foundation for the numerical modelling work necessary to

address a THM coupled thermal spalling problem designed in collaboration with the

Swedish nuclear fuel and waste management company (SKB). The investigation aims

to provide insight on recent experimental findings whilst improving understanding and

predictive capabilities of thermal spalling.

6.1 Problem statement

6.1.1 Spalling and Thermal Spalling Phenomena

Spalling is defined as stress-induced brittle failure at the boundary of an underground

excavation. Failure occurs in thin slabs which form a V-shaped notch extending in the

rock mass (Figures 6.1 and 6.2). Spalling may first take place after the construction

phase of the repository as a response of the stress redistribution around the excavated

volumes. Brittle failure may also be initiated or aggravated after deposition of the heat

generating waste because of the thermal stress induced in the rock mass, the latter is

referred to as thermal spalling. For spalling to initiate at a specific location, the spalling

strength must be exceeded, which is defined as the compressive tangential stress (�✓✓)

necessary for the rock to fail (Andersson, 2007, Martin, 2005).

152
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(a) Rock slabs (b) V-shaped notch

Figure 6.1: Spalling observations in the experimental deposition holes of the ASPE
(Andersson, 2007).

Figure 6.2: Schematic representation of stress-induced spalling (Martin, 2005).

6.1.2 Safety Concerns Associated with Spalling

The continuous process of thermally induced failure that occurs after deposition of the

HLW canisters and closure of the repository is the main safety concern associated with

spalling. A spalled zone with high hydraulic conductivity will increase the potential for

radionuclide transport into the rock mass (Neretnieks, 2006).

Several in-situ experiments conducted by SKB examined the occurrence of spalling and

the possibilities to minimize it. The Äspö Pillar Stability Experiment (APSE, Andersson

2007) provided evidence that a relatively small support pressure (of a few hundred KPa)

applied on the walls of the deposition hole was su�cient to control thermal spalling,

which confirmed the conclusions of previous numerical investigations (Birkholzer et al.,

2005a, Cho et al., 2002).
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As discussed in Section 2.1.3, the saturated rock environment allows the hydration of

the bentonite which causes swelling, thereby preventing the aggravation of spalling.

However, there is still a concern for dry deposition holes or conditions that do not allow

the bentonite to reach full saturation and to provide a su�cient support pressure. If

such conditions are sustained over time, the potential for spalling will increase as the

thermal stress develop in the rock mass.

The CAPS experiment (Counterforce Applied to Prevent Spalling) was designed after

the ASPE to determine if the small counterforce created by the deposition of bentonite

pellets could be su�cient to suppress or reduce thermally induced spalling (Glamheden

et al., 2010). Results showed that the pellets are not su�cient to prevent the excavation

from failing, although they will keep slabs in place and limit the hydraulic conductivity of

the spalled area. Glamheden et al. (2010) also reported that in experimental deposition

holes appearing as dry, minor spalling occurred, whereas more continuous zones of failure

were observed in holes appearing as wet. A possible explanation for the correlation

between saturation and extent of spalling is the reduction of rock strength in the presence

of water (see Section 6.1.4). It is important to note that the di↵erent saturation levels

may not be the only cause explaining the observations, local heterogeneities in the rock

mass and the presence of a shear zone may also have contributed (Glamheden et al.,

2010).

Nevertheless, there is at present no final assessment of the direct causality link between

the saturation levels in the rock mass and the initiation and propagation of spalling

(Hökmark et al., 2010). Additionally, even in the event of bentonite swelling, there is

no evidence that a su�cient support pressure will develop in time to suppress thermal

spalling (Hökmark et al., 2010). Therefore, a scientific understanding of the THM pro-

cesses involved in the time evolution of saturation in the bentonite as well as predictive

capabilities are necessary.

6.1.3 Bentonite Saturation Time

To increase the scientific understanding of the hydraulic interaction in the three-barrier

system, the Bentonite Rock Interaction Experiment (BRIE. Fransson et al., 2017) was

conducted in the Äspö Hard Rock Laboratory, Sweden. Key findings of the experiments

included that i) the emplacement of the bentonite causing a pronounced de-saturated
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zone around the experimental boreholes ii) that fractures provided the main wetting to

the bentonite.

Numerical modelling was carried out as part of the BRIE (Holton and Hoch, 2017,

Vidstrand et al., 2017). Discrete fracture networks generated stochastically were used

to represent each fracture individually or to calculate e↵ective porous medium properties

for each grid block, both solved with TOUGH2 in three dimensions. Results showed that

the large capillary pressure caused by the bentonite (up to 70MPa) is the driving force

of the de-saturation of the surrounding rock and its re-saturation over time. The suction

strength of the bentonite is a function of saturation and will be maximal at the time of

deposition (Dueck and Nilsson, 2010, Vidstrand et al., 2017). Additionally, the following

observations were made:

• Porous media flow had a significant impact on the bentonite saturation time even

in sparsely fractured rocks,

• Saturation of the bentonite is highly heterogeneous and cannot be captured with

an homogenous representation of the host rock hydraulic properties,

• Saturation time di↵erences of about 40 years were observed between individual

fracture and e↵ective medium representations.

Two dimensional numerical simulations of the BRIE were also conducted by Dessirier

et al. (2017) with TOUGH2, considering a 100 MPa initial suction strength. The results

showed a desaturated zone extending on a distance of about 2/3 larger to that of the

radius of the deposition hole considered (0.15 m). In addition, the bentonite saturation

time was shown to be highly dependent on the presence of conductive fractures oriented

towards and/or connected to the deposition hole. Dessirier et al. (2017) calculated a

saturation time of a year for the bu↵er in the vicinity of a conductive fracture, whereas

it would take up to 10 years at other positions (Figure 6.3).
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Figure 6.3: Evolution of saturation for a bentonite-rock model at di↵erent times after
emplacement of the bentonite. A fracture is present at mid-height of the deposition

hole Dessirier et al. (2017).

The assumption of uniformly flowing fractures intersecting the deposition hole horizon-

tally is the most common scenario in the modelling (Åkesson et al., 2010, Dessirier et al.,

2017, Hökmark et al., 2010). However, reviews by Tsang et al. (1998) and Black (2012)

conclude that fracture flow in rocks occurs in channels rather than uniformly (Figure

6.4). Depending on the characteristics of the channelled flow, the saturation of the bu↵er

in the fracture plane and vertically may not be as evenly distributed compared to with

uniform flow. Heterogeneous wetting patterns could lead to uneven swelling pressures

and may have significant consequences on spalling.

(a) Uniformly flowing
fracture

(b) Disconnected channelled
flow (the deposition hole in-
terrupts the fracture flow)

(c) Grazing channelled flow

Figure 6.4: Di↵erent fracture flow scenarios. Arrows represent the expected flow
direction after saturation of the bentonite bu↵er (Thatcher et al., 2018).
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Thatcher et al. (2018) investigated channel flow re-saturation by performing THM cou-

pled modelling in the bentonite with QPAC, considering heat conduction processes in a

rigid rock mass and hydraulic processes in fractures only. The results showed saturation

times di↵ering by more than a factor of four depending on whether the flow was uni-

formly intersecting the entire circumference of the excavation or whether the flow was

channelled over a smaller perimeter.

Additionally, Dessirier (2018) presented a three-dimensional analysis of the re-saturation

problem with TOUGH2. The main objective of the study was to compare the impact of

di↵erent modelling assumptions on the bu↵er saturation time: i) saturation via inflow

from a single fracture versus porous media flow, ii) homogenous fracture flow versus

channelled flow and iii) representation of the bentonite as an homogenised material

versus representation of the bentonite in its deposition configuration i.e., with pellets

and blocks (the compacted bentonite blocks surround the canister and bentonite pellets

are inserted in the gap between the bentonite and the rock SKB, 2010b). The results

showed that i) re-saturation by porous media flow is a viable scenario if there is no

conductive fracture within a meter from the deposition hole wall, ii) flow channelling can

a↵ect the bu↵er re-saturation time significantly only if the area of intersection between

the fracture and the excavation wall is restricted and iii) the pellet-filled gap distributes

the water intake to the outer surface of the bentonite blocks. While the spaces between

the bentonite pellets acting as flow pathways may prevent issues associated with uneven

bentonite swelling caused by flow channelling, it is not known how long this e↵ect will

last as the pellets eventually homogenise with the blocks.

6.1.4 THM Coupled Processes in the Context of Thermal Spalling

Small scale simulations and experiments suggest that the de-saturation in the rock occurs

within a small domain compared to the size of the excavations (Dessirier et al., 2017,

Fransson et al., 2017). Assuming that there is no significant scale e↵ect with respect to

the BRIE experiment, a de-saturated zone extending up to a few meters away from the

excavation walls can be expected for the full scale deposition hole (about 1.8 m diameter,

SKB 2010a). Moreover, vertically distributed spalled zones are reportedly circa 10 cm

deep and 30 cm wide (Andersson, 2007). It is important to put in perspective that

the scale of the problem considered is relatively small compared to radioactive waste
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repository applications in general. Therefore, special attention must be paid to certain

THM coupled processes as they may have a significant impact at the scale of interest:

Thermalfi Hydrological : Heating-cooling of the entrapped water and thermal ex-

pansion leading to fluctuations in fluid pressure.

On one hand, using a coupled thermo-hydro-mechanical approach on a heater

test at the Kamashi Mine, Rutqvist et al. (2001b) observed in their models pore

fluid pressure fluctuations in the order of 0.1 MPa. This is a relevant magnitude

compared to the low in-situ fluid pressure but this wasn’t concluded to be su�cient

to induce any relevant mechanical e↵ects such as fracture opening.

On the other hand, Andersson (2007) determined that changes in the tangential

stress magnitude of only 1 MPa was su�cient to cause a yielding zone in the de-

position hole wall. Andersson’s observations suggest that without this thermally

induced stress change further yielding and widening of the spalled zone would not

occur.

Considering the stress sensitivity of spalling, it is worth investigating the magni-

tude of this coupling as this may have an impact depending on the specific in-situ

conditions and properties, especially the canister power and the bentonite suction

strength.

Hydrologicalfi Mechanical : Micro scale fluid-solid interactions.

In comparison to dry samples, an experimental study reported by Hudson et al.

(2008) indicated an average reduction of 17% in rock strength for fully saturated

samples containing 0.68% or 10% of saline solution (Figure 6.5). Similarly, labo-

ratory tests performed within the CAPS experiment found a reduction of 10% in

both the crack initiation stress and the uniaxial compressive strength of the rock

between dry and wet samples (Glamheden et al., 2010). Both studies were con-

ducted on samples from the Äspö diorite, the rock type considered in the modelling

work of this chapter. Considering the stress sensitivity of spalling, the reduction

of rock strength coupled with the increase in water content must be investigated.
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Figure 6.5: Mean Young’s modulus and UCS (Uniaxial Compressive Strength) of
Äspö diorite specimens in four di↵erent saturation conditions (Hudson et al., 2008).

ThermalfiMechanicalfiHydrological: In the vicinity of the deposition hole, ther-

mal stress influences the porosity of the media and the aperture of fractures.

Depending on their orientation fractures may be compressed, dilated or sheared

(Birkholzer et al., 2005b, Rutqvist et al., 2009b, Rutqvist and Tsang, 2003). The

saturation time relies on the hydraulic conductivity of the porous and fractured

rock, yet no numerical study considered their dependency to thermal and in-situ

stresses, neither for single fractures or for the fracture networks of the excavation

damage zone.

HydrologicalfiMechanicalfiThermalfiMechanical: When placing the waste can-

ister, a 10 mm air gap is left between the canister surface and the bentonite blocks

as part of the design (SKB, 2010b). Upon swelling, the bentonite will come in

full contact with the canister. In dry conditions the maximal bu↵er temperature

is significantly higher than in saturated conditions (Hökmark et al. 2010, Figure

6.11) and thus higher thermal stress can be expected.

6.1.5 Objectives

There is a plausible concurrence in time between positive factors preventing spalling (i.e.

factors leading to bentonite swelling; and lowering maximal temperatures and thermal

stress) and negative factors that have the potential to aggravate spalling (i.e. saturation
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dependent rock strength, fluctuations in fluid pressure, higher maximal temperatures

and thermal stress). Changes in pore space and fracture aperture will also come into

play but the nature of their contribution is to be determined.

In the literature, the saturation time and the thermal spalling have been investigated

separately, the stress changes in the excavation have not been considered alongside the

evolution of saturation and bentonite swelling with a THM coupled approach in the rock

and the bentonite. Additionally, no study considered the impact of thermal stress on

fracture aperture and saturation time.

In this work, a THM coupled time-dependent investigation of saturation and thermal

spalling is proposed with the numerical method outlined in this thesis. The research

aims at providing answers to the following interrogations:

• At what points in time and under which conditions can thermal spalling initiate

before the bentonite bu↵er provides a su�cient support pressure?

• Can the saturation levels have a significant negative impact on the spalling phe-

nomena at a certain point in time?

• In which proportions can the changes in pore space and fracture aperture influence

the saturation time?

• What is the influence of pre-existing and propagating fractures on the distribution

of thermal stress and thermal spalling?

The method is thought to be particularly suited to the investigation because the con-

sidered problem

• Is dependent on THM coupled processes,

• Has three dimensional implications because the THM conditions vary in the hori-

zontal plane and along the vertical axis of the deposition hole,

• Involves multiphase flow during the saturation process of the bentonite-rock envi-

ronment,

• Involves spatial heterogeneities,
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• Has a three-material configuration: rock, bentonite bu↵er and waste canister,

• Occurs over large time scales: in certain cases considered in the modelling, the full

saturation of the bentonite can take up to several thousands of years (Thatcher

et al., 2018),

• Involves fractures: pre-existing fractures, EDZ fractures and spalling cracks. Such

features have a strong influence on the saturation time due to their relatively high

hydraulic conductivity compared to the porous media (Dessirier et al., 2017).
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6.2 Numerical Model

6.2.1 Scope of the Analysis

The work presented in this chapter provides a preliminary insight into the investigation

of thermal spalling and saturation, aiming to demonstrate the potential of the Fluidity-

Solidity method to tackle the problem rather than making definitive conclusions, which

will be the objective of future work. The following coupled process are considered:

• Multiphase flow

• Thermal expansion of the rock

• In-situ stress conditions in the rock mass

• Heat convection

• Multi-materiality for hydraulic and thermal processes

• Saturation dependent thermal properties

Primarily because of time constraints a number of coupled processes and features are

not taken into account, they are:

• Multi-materiality for the mechanical processes

• Thermal expansion of the fluids

• Capillary pressure

• Poro-elasticity

• Pre-existing fractures and fracturing

• Hydro-mechanical coupling in fractures including saturation dependent mechanical

properties

The thermal and hydraulic process are solved with Fluidity (IC-FERST) whilst the me-

chanical process are solved with Solidity. The model specifications, material properties

and boundary conditions are presented in the following sections.
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6.2.2 Thermal and Hydraulic Model (Fluidity)

Geometry

The size of the model must be large enough so that in-situ conditions at the boundary do

not influence the thermal or hydraulic results. The heat wave generated by the canister

will travel to the boundary and will be reflected back to the source. Additionally, the

pressure gradient depends on the distance between the hydrostatic condition at the do-

main boundary and the atmospheric condition at the tunnel. The model was increased

gradually until no significant di↵erence in the thermal or hydraulic results could be ob-

served over the total simulation time. The model extends up to 400 m away from the

centre of the deposition hole, vertically and radially. As no heterogeneities are consid-

ered, the problem has a vertical symmetry plane orthogonal to the tunnel direction and

centred on the deposition hole. Consequently, a vertically halved cylindrical geometry

is chosen. Schemas of the model geometry are presented on Figures 6.6, 6.7 and 6.8.

Figure 6.6: Fluidity model geometry

The thermo-hydraulic processes are modelled in the rock and in the bentonite which are

treated as porous media domains. Since the waste canister is impermeable, it is prefer-

able not to model its volume but instead consider the interface between the bentonite

and the canister as a domain boundary. Dimensions for the di↵erent elements of the

repository are taken standard (SKB 2010a, Figure 6.7). Note that to simplify the model,

the 10 mm air gap between the canister surface and the bentonite blocks (SKB, 2010b)

is not considered explicitly.
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(a) XZ plane view

(b) YZ plane, cross-section view

Figure 6.7: Fluidity model geometry: close-up of the deposition hole and tunnel.
Dimensions from SKB (2010a).



Chapter 6. Thermal Spalling Application 165

(a) Full model (b) Close-up

Figure 6.8: Fluidity model mesh in the XZ plane.

Hydraulic initial and boundary conditions

There is a no-flow condition on the axisymmetric plane and on the canister boundary,

an atmospheric pressure condition at the tunnel and a hydrostatic pressure condition on

all the other boundaries. At deposition time (t = 0), the host rock is considered fully

saturated and the bentonite is saturated at 36%, see figure below.

Figure 6.9: Initial saturation in the bentonite and host rock.

Material properties

Similar to the majority of the previously cited modelling work on saturation time, the

hydraulic properties for the current modelling are taken from the BRIE (Fransson et al.,

2017). Since the BRIE was a hydraulic experiment under iso-thermal conditions, thermal

properties are taken from the CAPS experiment which was also conducted in the Äspö
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Hard Rock Laboratory, at a similar depth (Glamheden et al., 2010). Thermal and

hydraulic properties are summarised in Table 6.1.

Host Rock Bu↵er Water Air

Density (Kg.m�3) 2750 1560 1000 1.276

Porosity 0.003 0.438

Permeability (m2) 1.0⇥ 10�19 6.4⇥ 10�21

Cinematic viscosity (Pa.s) 7.0⇥ 10�4 1.8⇥ 10�5

Heat conductivity (W.(m.K)�1) 2.6 0.7 0.6 0.03

Mass heat capacity (J.(Kg.K)�1) 763.6 1381 4182 1005

Table 6.1: Thermal and hydraulic properties of the porous media domain for multi-
phase simulation with Fluidity

Thermal initial and boundary conditions

For the present work, the thermal boundary conditions were simplified. First, the

geothermal gradient is not represented in the initial temperature or the boundary con-

ditions. The initial temperature is considered to be a uniform 15�C (Glamheden et al.,

2010). Second, unresolved di�culties were encountered when imposing convection and

flux boundary conditions and considering two phases. Thus, a temperature of 15�C is

imposed at the tunnel boundary and an analytical solution of the temperature is imposed

at the canister surface, all other boundaries are considered adiabatic.

The hottest point of the waste canister is found at canister mid-height however, in a

dry deposition hole the air filled gap between the bentonite and the canister’s vertical

surfaces is thermally insulating. Thus the maximum bu↵er temperature is located at

the top of the canister where there is direct contact with the bentonite (Hökmark et al.,

2009). In the present configuration, results have shown that the bentonite stays dry

during the large majority of the thermal e↵ects, thus the expression of maximum bu↵er

temperature T dry

tot
for a dry deposition hole is retained (Hökmark et al., 2010)

�T dry

tot
(t) = 0.87

P (t)

A dry
b

R0 . ln(R2/R1) + 16 .
P (t)

P0

�Twet

tot (t) = 0.87
P (t)

A wet

b

R0 . ln(R2/R1)

(6.1)
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With R0 the canister radius, R1 the inner radius of the bentonite blocks (considering

a 10mm air gap), R2 the radius of the deposition hole, dry
b

= 0.7 W.(m.K)�1 and

wet

b
= 1.3 W.(m.K)�1 the bu↵er heat conductivities, A = 17.664 m2 the canister

surface, P0 = 1, 700 W the initial canister power and P (t) time function of canister

power expressed as (Hökmark et al., 2009)

P (t) = P0

7X

i=1

ai e
(�t/ti) (6.2)

Where P0 = 1, 700W is the initial power, ti are time constants and ai dimensionless

coe�cients (see Table 6.2). The simplified boundary condition uses the following uniform

temperature Tcan(t) at the canister boundary

Tcan(t) = T0 +�T dry

tot
(t) (6.3)

With T0 the initial temperature of the rock domain. The transient evolution of the

normalised canister power is plotted on Figure 6.10 and the transient evolution of Tcan

is plotted on Figure 6.11.

i ti (years) ai

1 20 0.060147

2 50 0.705024

3 200 -0.054753

4 500 0.249767

5 2,000 0.025407

6 5,000 -0.009227

7 20,000 0.023877

Table 6.2: Time constants and coe�cients of the exponential power expression
(Hökmark et al., 2009).
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Figure 6.10: Transient evolution of the normalised canister power.
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Figure 6.11: Transient evolution of the temperature boundary condition Tcan imposed
at the canister surface, for dry and wet conditions.

6.2.3 Geomechanical Model (Solidity)

Geometry

In geo-mechanical modelling, models must be su�ciently large to apply the in-situ stress

conditions to the far field in order obtain the correct stress distribution at the zone of

interest. For continuum numerical methods like the FEM, a coarse mesh is usually
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employed at the far-field and is refined in the zone of interest to reduce computational

costs. This is however not currently possible with the fracture model of Solidity, elements

must be of the same size for the contact force between elements to be consistent. Since

relatively small elements are required to resolve fractures accurately, the model size is

constrained for the computational cost to remain acceptable. Although the fracture

model is not included in this study and a large model could be used, a smaller model is

employed to prepare for future work.

Nevertheless, the mechanical model must still be su�ciently large to capture the thermal

stresses caused by heating, the spalling cracks and pre-existing fractures. Thus the model

chosen does not need to extent more than a few meters away from the deposition hole

where the thermal changes will become insignificant and which will also embed the

excavation damage zone and spalled areas. The model is chosen to be an axisymmetric

hollow cylinder with an outer diameter corresponding to the width of the deposition

tunnel, an inner diameter corresponding to the excavation (1.8 m) and a height superior

to that of the deposition hole (8 m) so mechanical e↵ects at the bottom of the excavation

can be represented, as shown on Figure 6.12. The computational mesh employed in the

geomechanical modelling is presented on Figure 6.13.
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(a) Side View (b) XZ plane view

Figure 6.12: Mechanical model geometry.
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(a) XZ plane view, axisymmetric and excavation
boundaries

(b) XZ plane view, radial boundary

(c) XY plane view, excavation and top bound-
aries

Figure 6.13: Mechanical model mesh

Material properties

The rock properties are taken from the CAPS experiment (Glamheden et al., 2010),

they are presented in Table 6.3.

Density (Kg.m�3) 2750

Young’s modulus (GPa) 76

Poisson’s ratio 0.25

Uniaxial compressive strength, UCS (MPa) 227

Crack initiation threshold, CI (MPa) 116

Linear thermal expansion coe�cient (K�1) 7.0⇥ 10�6

Table 6.3: Mechanical properties of the rock domain for simulation with Solidity
(Glamheden et al., 2010)
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Mechanical boundary conditions

To resolve the in-situ stress state without a far-field model, an analytical solution is

applied as a boundary condition: the Kirsch equations which describe the stress field

around a vertical circular excavation. As given by Zoback (2007), the Kirsch equations

are:

�rr(r, ✓) =
1

2
(SHmax + Shmin � 2Pp)

✓
1� R2

r2

◆

+
1

2
(SHmax � Shmin)

✓
1� 4R2

r2
+

3R4

r4

◆
cos 2✓

�✓✓(r, ✓) =
1

2
(SHmax + Shmin � 2Pp)

✓
1 +

R2

r2

◆

�1

2
(SHmax � Shmin)

✓
1 +

3R4

r4

◆
cos 2✓

�r✓(r, ✓) = �1

2
(SHmax � Shmin)

✓
1 +

2R2

r2
� 3R4

r4

◆
sin 2✓

�zz(r, ✓) =Sv � 2⌫(SHmax � Shmin)
r2

R2
cos 2✓

(6.4)

With �rr, �✓✓, �r✓ and �zz the components of the stress tensor in cylindrical coordinates,

R the radius of the excavation, Pp the pore pressure, Sv the vertical stress, SHmax and

Shmin respectively the maximal and minimal principal horizontal stresses, ⌫ the Poisson

ratio, r the radial position and ✓ the angular position measured from the direction of

SHmax. The in-situ stress conditions are summarized in Table 6.4. Note that the vertical

stress was not considered in the present simulation. The model is fixed in the normal

direction of the axisymmetric plane.

SHmax (MPa) 41

Shmin (MPa) 23

Pp (MPa) 4.9

Table 6.4: In-situ stress conditions (Glamheden et al., 2010).
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6.2.4 Fluidity-Solidity Coupling

For the Fluidity-Solidity coupled simulations, the thermo-hydraulic and coupled model

are super-imposed as showed on Figure 6.15. The temperature is projected from the

Fluidity to the Solidity volume mesh, this enables the calculation of thermal stress in

Solidity.

Thermo-hydraulic processes are calculated on real time whereas the mechanical processes

are solved by iterating in a quasi-static loop as illustrated on Figure 6.14. At the

first time step, the in-situ stress conditions are loaded on the mechanical model until

equilibrium is reached. Then, the Fluidity-Solidity simulation starts. At the end of each

Fluidity iteration, the new temperature field is projected to the mechanical model and

thermal stresses are calculated in the quasi-static loop.

Fluidity uses an adaptive time step based on the convergence requirements of the hy-

draulic processes and on the temperature evolution. The latter ensures there is enough

temporal resolution to capture the history of the thermal stress with the mechanical

model. Therefore, the time step is relatively small during the heating phase when the

thermal gradients are sharp; and relatively large when temperatures fall and convergence

of the system is governed by the slow saturation process. The adaptive time step ranges

from 12 hours to 100 years with a total simulation time of 4,000 years. In Solidity, a

fixed time step of 1.0 ⇥ 10�6 seconds is used, the number of quasi-static iterations is

scaled based on the maximal absolute temperature variation with for reference 4,000

iterations for 1�C.

Figure 6.14: Illustration of the sequential, quasi-static iteration for the coupling of
THM processes employed in Fluidity-Solidity for the thermal spalling application. With

T the temperature and S the saturation of the porous media.
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(a) XZ plane view (b) Cross-section view

Figure 6.15: Super-imposed thermo-hydraulic (light grey) and mechanical (dark grey)
computational domains
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6.3 Results

6.3.1 In-situ stress

Validation

For validation of the initial in-situ stress distribution, a 0.5 m thick section of the

geomechanical model is used with the same mesh size as presented on Figure 6.16.

SHmax is considered in the X direction and Shmin in the Y direction. Failure is expected

to occur at the excavation wall in the Y axis i.e., in the direction of Shmin where the

compressive stress is maximal (Zoback, 2007).

It is important to mention that Solidity is based on Cartesian coordinates and that

stress results will be expressed in function of �xx and �yy. Also note that the stress

convention adopted in the results considers compressive stress as positive. For reference,

the horizontal stress components given by the Kirsch equations are plotted on Figure

6.17 in polar coordinates and on Figure 6.18 in Cartesian coordinates.

The stress distributions obtained from the simulations are compared with the Kirsch

analytical solution and plotted along the Y axis on Figures 6.19 (�xx) and 6.20 (�yy),

along the X axis on Figures 6.21 (�xx) and 6.22 (�yy) and in the XY direction on Figures

6.23 (�xx), 6.24 (�yy) and 6.25 (�xy) . Note that the stress tensor component �xy is not

plotted on the X and Y axis because it is zero in those directions.

There is an overall good agreement between the analytical solution and the simula-

tion results. Although it is likely that reducing the mesh size will further improve the

agreement, the accuracy is deemed su�cient for the present analysis.

(a) Side view (b) Top view

Figure 6.16: Geomechanical model for validation of the in-situ stress.
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Figure 6.17: Analytical solution of the in-situ stress around a circular excavation in
polar coordinates.
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Figure 6.18: Analytical solution of the in-situ stress around a circular excavation in
Cartesian coordinates.
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Figure 6.19: Results for �xx and comparison with the analytical solution
along the Y axis.
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Figure 6.20: Results for �yy and comparison with the analytical solution
along the Y axis.
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Figure 6.21: Results for �xx and comparison with the analytical solution
along the X axis.
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Figure 6.22: Results for �yy and comparison with the analytical solution
along the X axis.
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Figure 6.23: Results for �xx and comparison with the analytical solution
along the XY direction.
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Figure 6.24: Results for �yy and comparison with the analytical solution
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Mechanical model

The in-situ stress conditions in the geomechanical model are presented on Figure 6.26.

At the excavation wall in the Y axis, the radial stress �rr is minimal and equal to

�yy (Figure 6.26b) and the tangential stress �✓✓ is maximal and equal to �xx (Figure

6.26a). Therefore, the distribution of �xx determines the potential for spalling, cracks

will appear for a stress superior to the crack initiation threshold (CI, 116 MPa) and

failure is expected if the stress exceeds the uniaxial compressive strength (UCS, 227

MPa).

Figure 6.27, show the vertical distribution of �xx at the excavation wall in the Y axis.

The stress is not evenly distributed, it is maximal with 88.4 MPa at canister mid-height

(4 m from the top of the excavation), smaller at the top of the excavation with 79.2

MPa and minimal at the bottom of the excavation with 50 MPa. Thus neither cracks

nor failure would occur in the in-situ conditions.

It must be pointed out that the Kirsch equations are valid for a infinite circular ex-

cavation in the vertical direction. Applying the Kirsch equations to a hollow cylinder

has produced accurate results. However, this technique is not suited for the part of the

cylinder that is not hollow (Figure 6.12) and inaccuracies can be expected in the lower

region of the model.

(a) �xx (Pa) (b) �yy (Pa) (c) �xy (Pa)

Figure 6.26: In situ-stress state in the rock as calculated with the geomechanical
model.
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6.3.2 Thermal evolution

The temperature distribution at di↵erent times is presented on Figure 6.28 for the

thermo-hydraulic model (Fluidity) and on Figure 6.29 for the projected temperature

on the geomechanical model (Solidity). The hottest temperature on the excavation wall

is found at canister mid-height, which confirms results by Hökmark et al. (2009).

Therefore, the evolution of temperature is analysed in the horizontal plane of canister

mid-height and along the Y axis for three di↵erent locations: at the bentonite-canister

interface (Tben�can), at the bentonite-rock interface and in the rock (Tben�rock), 2.1 m

away from the excavation wall which corresponds to the outer radius of the geomechan-

ical model. The three temperature locations are shown on Figure 6.30.

For the three locations, Figure 6.31 presents the temperature evolution as a function of

time and Figure 6.32 the temperature evolution in function of the number of time steps.

Results indicate that the maximal temperature at the bentonite-rock interface Tben�can

is attained after 60 days (88 time steps) whereas for Tben�rock and Trock the maximum

is reached at 1.8 years (107 time steps).

(a) t = 0 (b) t = 1 day (c) t = 10 days (d) t = 100 days

(e) t = 1 year (f) t = 10 years (g) t = 100 years (h) t = 4,000 years

Figure 6.28: Evolution of the temperature distribution in the thermo-hydraulic model
(Fluidity).
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(a) t = 0 (b) t = 1 day (c) t = 10 days (d) t = 100 days

(e) t = 1 year (f) t = 10 year (g) t = 100 years (h) t = 4,000 years

Figure 6.29: Evolution of the temperature distribution projected on the geomechan-
ical model (Solidity).

Figure 6.30: Positions of Tcan�ben (red), Tben�rock (orange) and Trock (blue).
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Figure 6.31: Temperature versus time at three di↵erent locations.
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6.3.3 Mechanical processes

With rising and falling temperatures modelled with the thermo-hydraulic model, the

corresponding thermal stress is calculated with the geomechanical model at each time

step. Figure 6.33 shows ��xx, the stress variation of �xx over time with for reference

the in-situ stress state. Results indicate that the stress variation caused by heating

corresponds to the zone of highest temperatures which is centred at canister mid-height

(Figure 6.29).

The maximal value of ��xx on the excavation wall is of about 6.4 MPa and is attained at

t=10 days (44 time steps), see Figure 6.33c. The maximal ��xx is obtained much earlier

than the highest temperatures in the rock (1.8 years, 107 time steps), this is probably

the result of the stress contribution from thermal gradients. According to equation 4.39

(Chapter 4), the radial stress at the excavation wall increases with �T , the temperature

di↵erence between Trock and Tben�rock. Figure 6.34, shows the evolution of �T over

time, it is maximal at t=10 days and decreases slightly until the peak temperature at

t=1.8 years before returning to almost zero during the following 4,000 years.

Figures 6.35 and 6.36 show the stress profiles of �xx along the Y axis at canister mid-

height for di↵erent times. Figure 6.35 shows stress at times between t=0 and t=10 days

(i.e. during thermal stress loading) whilst Figure 6.36 shows stress between t=10 days

and t=4,000 years (i.e. during thermal stress un-loading).

The maximal compressive stress, on the excavation wall at canister mid-height, obtained

as a result of heating is of 93.2 MPa (at t = 10 days) which is an increase of about 4%

compared to the in-situ stress state. The maximal stress is still significantly below

the crack and failure thresholds thus no thermal spalling would occur in the present

configuration.
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(a) t = 0 (b) t = 1 day (c) t = 10 days (d) t = 100 days

(e) t = 1 year (f) t = 10 year (g) t = 100 years (h) t = 4,000 years

Figure 6.33: Variation of �xx from the initial in-situ conditions (Figure 6.26a) during
heating and cooling.
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6.3.4 Evolution of Saturation

Because no fractures are considered in the modelling, the saturation of the bentonite

only occurs via porous media flow. Additionally, because the capillary pressure is not

taken into account, the only driving force for saturation is the weight of the column of

water. Due to the very low permeability of the rock and the bentonite, the saturation

process is occurring very slowly.

Figure 6.37, shows the saturation levels at di↵erent times in the deposition hole. Sig-

nificant changes in saturation for the bentonite regions in contact with the rock can be

observed after 100 days whereas the volume directly below the canister will stay un-

saturated even after 4,000 years (Figure 6.37h). Results also show partial saturation

over the canister surface with relatively minor evolution between 100 and 4,000 years

(Figures 6.37f-6.37h). This is observed because the air trapped below is escaping upward

along the bentonite-canister boundary.

Figure 6.38 shows the saturation evolution over time for two points at canister mid-height

in the YZ plane, Scan�ben at the bentonite-canister interface, Sben in the bentonite at

equal distance from the excavation wall and the canister, and Sben�rock at the bentonite-

rock interface. Results indicate very di↵erent evolution of saturation over time for

the three locations considered, this suggests a sustained heterogeneous distribution of

wetting in the horizontal plane that will certainly influence the swelling pressure of the

bentonite.

The evolution of saturation at the bentonite-rock interface Sben�rock and the evolution

of �T are plotted together on Figure 6.39. According to Figure 6.38, the bentonite-rock

interface has the shortest saturation time, thus the bentonite will at best swell according

to Sben�rock. Additionally, �T has shown to be correlated with the maximal compressive

strength at the excavation wall. Figure 6.39 clearly shows that no bentonite support

pressure can possibly be expected when the thermal stress is maximal. When Sben�rock

reaches 90% saturation i.e. at t = 1,000 years, the temperature gradient is close to null

(Figure 6.39) and the stress at the canister mid-height has almost returned to the initial

in-situ conditions (Figure 6.36).
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(a) t = 0 (b) t = 10 days (c) t = 100 days (d) t = 1 year

(e) t = 10 years (f) t = 100 years (g) t = 1,000 years (h) t = 4,000 years

Figure 6.37: Simulation results of the evolution of saturation over time in the depo-
sition hole and tunnel.
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6.4 Concluding Remarks

In this chapter, a numerical framework for the simultaneous analysis of saturation and

thermal spalling was presented. The results from the simulations showed that heating

caused up to a 4% increase in compressive stress, with no spalling or thermal spalling

occurring in the considered configuration. Furthermore, the findings show that changes

in saturation that are driven solely by hydrostatic pressure, leads to a scenario whereby

the bentonite is unable to swell in time to provide full support pressure, when maximal

thermal stress occurs.

In addition, it should be noted that the initial and boundary conditions were simplified,

and this may have impacted the results. In particular, the results show that the temper-

ature is not negligible at the outer boundaries of the geomechanical model (see Trock on

Figure 6.31). As the stress boundary condition does not include thermal e↵ects (Equa-

tion 6.4), it fails to represent accurately the in-situ conditions. To solve this issue, two

solutions can be implemented i) introduce a temperature dependent term in the Kirsch

equation (Zoback, 2007) or ii) increase the size of the model up to a few tens of meters,

as the temperature variations then become negligible. Note that when considering the

fracture model, only i) can be envisaged because of the element size restriction and the

associated computational cost. On the contrary, when using the continuum model both

solutions can be implemented.

A preliminary insight into the importance of saturation on the thermal spalling phe-

nomena has been provided. Due to time constraints, this work has stopped short of

integrating the following:

• Thermally induced fracturing (as performed in Sections 4.2.4 and 4.2.5). Modelling

the initiation of cracks and their propagation due to stress changes driven by

thermal e↵ects in the deposition hole will enable to quantify the extent of failure

over time. Additionally, scenarios where spalling has occurred prior to heating, as

a result of the in-situ stress could be investigated.

• Multi-material configurations in Solidity (as performed in Section 4.2.5). Defining

an extra material in the geomechanical model to represent the bentonite bu↵er

will enable to emulate di↵erent support pressure conditions on the excavation

walls. However, for the bentonite swelling behaviour to be represented in full, the
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introduction of a constitutive model is necessary e.g. the Cam-Clay model or the

Barcelona Basic Model as implemented by Rutqvist et al. (2011) in TOUGH2.

It should also be noted that this implementation also implies that the saturation

must be projected from Fluidity to Solidity.

• Saturation dependent rock strength. This feature can be tackled with a weak

coupling of the rock mechanical properties together with the water content and

therefore requires the saturation to be projected from Fluidity to Solidity.

• Hydro-mechanical coupling based on the work of Obeysekara (2018) on hydraulic

fracturing within the Fluidity-Solidity framework which enables:

– the HfiM coupling with the impact of fluid pressure changes (Fluidity) on

the e↵ective stress of the rock matrix and the fracture walls (Solidity)

– the MfiH coupling with changes in fracture aperture (Solidity) influencing

the hydraulic conductivity (Fluidity)

The above technology will allow models to include the pre-existing fractures of

the of the excavation damage zone. This will have a significant impact on the

saturation time (Dessirier et al., 2017) and the distribution of in-situ and thermal

stress (Lei et al., 2017b). Moreover, the evolution of the thermal stress over time

will a↵ect the hydraulic conductivity of fractures (Lei et al., 2017c, 2017a). In

addition, it is important to highlight that when considering pre-existing fractures it

is not necessary to use the fracture model. Thus, the associated mesh requirements

do not apply and as a result, more e↵ective simulations can be performed on larger

domains.

• Thermal expansion of the fluids. This feature is widely tested in Fluidity and its

incorporation to the thermal spalling model is trivial.

• Bentonite suction strength. In Fluidity, capillary pressure models such as the

power law or the Brooks-Corey model are available. However, the most suitable

option would be to implement the Van Genuchten model which has been calibrated

with field data (Vidstrand et al., 2017).

It must be emphasised that all of the THM coupled features mentioned above are either

already available in the dual framework or can be integrated with relatively small imple-

mentation e↵orts. Nevertheless, appropriate validation work will need to be conducted
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on the new coupling features. The development of the Fluidity-Solidity framework will

be the objective of further post-doctoral research on thermal spalling in collaboration

with SKB. The objective coupling scheme for this research is presented on Figure 6.40.

Figure 6.40: Illustration of the objective sequential scheme of Fluidity-Solidity. With
T the temperature, � the porosity, k the hydraulic conductivity, P the fluid pressure

and S the saturation of the porous media.
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Discussion

7.1 Overall Conclusions and Limitations

This thesis successfully presented the formulation, validation and application of key

numerical features incorporated into a dual code framework and resulting in a robust

numerical method for the modelling of THM coupled processes. In comparison to pre-

vious methods employed for the modelling of THM coupled processes in the context of

geological disposal of radioactive waste, there were a number of novel aspects that were

used in the present approach. This includes the use of i) a porous media multiphase

flow solver (Fluidity) with a continuum formulation and ii) a geomechanical solver (So-

lidity) with a discontinuum formulation capable of explicitly representing fractures and

fracturing. The present configuration allows for each of the THM processes to be repre-

sented with the most appropriate formulation. As a result, the method has the potential

to tackle complex THM coupled configurations involving un-saturated flow in fractured

porous media. However, it should be noted that enhanced accuracy is achieved at the

expense of higher computational costs compared to other continuum or discontinuum

only numerical methods.

7.2 Discussion on Key Developments

The key features that contributed to the THM coupled framework are 1) the explicit and

implicit solvers for heat conduction and contact heat transfer in Solidity (Chapter 3), 2)

196



Chapter 7 Discussion 197

the thermo-mechanical coupling formulation for thermal stress and thermal fracturing

in Solidity (Chapter 4) and 3) the novel immersed shell-body method allowing for heat

transfer in the dual Fluidity-Solidity framework (Chapter 5).

It is important to note that despite having contributed to the dual framework, some

of the features summarised above were found to have limited interest in the context

of the thesis. As a result, the research in those areas was not carried on further than

their validation. More specifically, the explicit thermal solver of Solidity is not practical

when modelling GDF performance as a result of the large time scales that have to be

considered for the thermal processes. Moreover, it was discussed in Section 3.7 that the

contact heat transfer model is most appropriate to represent highly fractured dry rocks

where closed fractures conduct heat whilst open, air-filled fractures are heat resisting.

However, as thermal processes in GDF performance scenarios involve saturated and un-

saturated conditions, they are best represented with a continuum which can account

for heat transfer in the rock matrix and the interstitial fluid as discussed in Section

5.4. Furthermore, the immersed shell-body method applies to FSI problems with the

Navier-Stokes equations and thus is not applicable in porous media.

Nonetheless, it was discussed in Section 5.4 that an immersed body type of method can

be employed to capture the heat transfer between the rock matrix and the pore fluid.

It can be highlighted that, once combined with the contact heat transfer, this could

create a framework of interest to model the THM processes taking place at the fracture

scale. In such a framework, the thermal interactions between the fracture walls, the rock

matrix and the interstitial fluids would be fully resolved.

In all of the numerical studies cited in this thesis, the thermal equilibrium between the

pore fluid and the rock matrix is assumed in the models (Table 2.4). It is worth highlight-

ing that the framework used in this work has the potential to verify if this assumption

is valid at all times in the vicinity of heat-generating waste canister; using thermal cou-

pling between the thermo-hydraulic and the thermo-mechanical models. However, as

discussed in Section 2.4.4, modelling thermal imbalances in the porous media is not part

of the key features necessary to investigate GDF performance, and specifically thermal

spalling.

As a result, there was no requirement of keeping both the thermal solver in Solidity

and Fluidity. It being understood that hydrological processes are solved implicitly in
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Fluidity, that mechanical process are solved explicitly in Solidity and that hydraulic

and thermal processes have similar time step requirements; it is more advantageous to

solve thermal processes implicitly in Fluidity rather than in Solidity. Note that this

partition between thermo-hydraulic and mechanical solvers is the most popular route

among other THM coupled numerical tools, as highlighted in Section 2.4.4. In this

sequential configuration, the temperature only needs to be projected from the Fluidity

mesh to the Solidity mesh, with the temperature variation used as an input to the

thermo-mechanical model (Section 6.2.4). Further, in this approach the implicit thermal

solver of Solidity (Chapter 3) is not necessary either. Nevertheless, as demonstrated in

Chapter 4 this solver can be used to perform thermo-mechanical coupled analysis within

Solidity alone.

7.3 Further Work Towards Fully THM Coupled Investiga-

tion of Thermal Spalling

In Chapter 6, the investigation of thermal spalling with the Fluidity-Solidity framework

has made possible to render in time the evolution of concurrent factors influencing

spalling. The maximal thermal stress on the excavation hole walls was found to occur

several tens of years before any significant level of saturation could be observed in the

bentonite bu↵er. Consequently, it was concluded that the bentonite swelling would have

occurred too late to provide a support pressure to the excavation walls and thus would

be unable to prevent eventual thermal spalling. Due to time constraints, this work has

stopped short of integrating some of the features that were available in the framework,

they are:

• Thermally induced fracturing

• Multi-material configurations in Solidity

• Saturation dependent rock strength

• Hydro-mechanical coupling in pre-existing fractures

• Thermal expansion of the fluids

• Capillary pressure
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As discussed in Section 6.4, integrating all of the above-mentioned THM coupled features

can be achieved with reasonable research e↵orts. These additions will be the objective of

further post-doctoral research on thermal spalling in collaboration with SKB. In further

work on thermal spalling, benchmarking will be conducted on fundamental THM coupled

problems (Kolditz et al., 2012b, Walther et al., 2016) in order to build confidence in

the models. In addition, thermo-mechanical analysis of brittle failure will be conducted.

Note that in the present work, only thermally induced tensile failure has been presented.

Thus the ability of Solidity’s fracture model to represent spalling must be demonstrated.

With increased confidence in the thermo-hydro-mechanical results together with appro-

priate sensitivity analysis, the research expects to give definitive answers to the interro-

gations raised when reviewing previous numerical and experimental studies:

• At what points in time and under which conditions can thermal spalling initiate

before the bentonite bu↵er provides a su�cient support pressure?

• Can the saturation levels have a significant negative impact on the spalling phe-

nomena at a certain point in time?

• In which proportions can the changes in pore space and fracture aperture influence

the saturation time?

• What is the influence of pre-existing and propagating fractures on the distribution

of thermal stress and thermal spalling?
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et l’arrêt de fissure. page 188.

Biot, M. A. (1941). General theory of three-dimensional consolidation. Journal of

Applied Physics, 12(2):155–164.

Birkholzer, J., Rutqvist, J., and Sonnenthal, E. (2005a). Lawrence Berkeley National

DECOVALEX-THMC Task D : Long-Term Permeability / Porosity Changes in the

EDZ and Near Field due to THM and THC Processes in Volcanic and Crystaline-

Bentonite Systems , Status Report October 2005 DECOVALEX-THMC Task D :

Long-Term. Technical report, DECOVALEX.

Birkholzer, J., Rutqvist, J., Sonnenthal, E., and D, B. (2005b). Lawrence Berkeley Na-

tional DECOVALEX-THMC Task D : Long-Term Permeability / Porosity Changes in



References 202

the EDZ and Near Field due to THM and THC Processes in Volcanic and Crystaline-

Bentonite Systems , Status Report October 2005 DECOVALEX-THMC Task D :

Long-Term. Technical report, DECOVALEX.

Black, J. H. (2012). Selective review of the hydrogeological aspects of SR-Site. Technical

report.

Bobet, A., Fakhimi, A., Johnson, S., Morris, J., Tonon, F., and Yeung, M. R. (2009). Nu-

merical Models in Discontinuous Media: Review of Advances for Rock Mechanics Ap-

plications. Journal of Geotechnical and Geoenvironmental Engineering, 135(11):1547–

1561.

Bond, A. E., Benbow, S., Wilson, J., McDermott, C., and English, M. (2012). Cou-

pled hydro-mechanical–chemical process modelling in argillaceous formations for

DECOVALEX-2011. Mineralogical Magazine, 76(8):3131–3143.

Buchan, A. G., Farrell, P. E., Gorman, G. J., Goddard, A. J., Eaton, M. D., Nygaard,

E. T., Angelo, P. L., Smedley-Stevenson, R. P., Merton, S. R., and Smith, P. N. (2014).

The immersed body supermeshing method for modelling reactor physics problems with

complex internal structures. Annals of Nuclear Energy, 63:399–408.

Byrne, G. D. and Hindmarsh, A. C. (1975). A Polyalgorithm for the Numerical Solution

of Ordinary Di↵erential Equations. ACM Transactions on Mathematical Software,

1(1):71–96.

Cappa, F., Guglielmi, Y., Rutqvist, J., Tsang, C.-F., and Thoraval, A. (2008). Esti-

mation of fracture flow parameters through numerical analysis of hydromechanical

pressure pulses. Water Resources Research, 44(11):1–48.

Chan, T., Khair, K., Jing, L., Ahola, M., Noorishad, J., and Vuillod, E. (1995). Interna-

tional comparison of coupled thermo-hydro-mechanical models of a multiple-fracture

bench mark problem: DECOVALEX phase I, bench mark test 2. International Journal

of Rock Mechanics and Mining Sciences and, 32(5):435–452.

Chijimatsu, M., Nguyen, T. S., Jing, L., De Jonge, J., Kohlmeier, M., Millard, A.,

Rejeb, A., Rutqvist, J., Souley, M., and Sugita, Y. (2005). Numerical study of the

THM e↵ects on the near-field safety of a hypothetical nuclear waste repository - BMT1

of the DECOVALEX III project. Part 1: Conceptualization and characterization of



References 203

the problems and summary of results. International Journal of Rock Mechanics and

Mining Sciences, 42(5-6 SPEC. ISS.):720–730.

Cho, N., Martin, C., and Christiansson, R. (2002). Suppressing fracture growth around

underground openings. Proc. 5th North American Rock Mechanics Symposium and

17th Tunnelling Association of Canada Conference.

Clark, D. K., Hassan, H. A., and Salas, M. D. (1986). Euler calculations for multielement

airfoils using Cartesian grids. AIAA Journal, 24(3):353–358.

Clay, O. (2004). Thermo-Hydro- Mechanical and Geochemical Behaviour of the Argillite

and the Thermo-Hydro- Argillite and the.

CODE-BRIGHT (2018). Code Bright User Guide. (May).

Coquerelle, M. and Cottet, G. H. (2008). A vortex level set method for the two-way cou-

pling of an incompressible fluid with colliding rigid bodies. Journal of Computational

Physics, 227(21):9121–9137.

Crouch, S. L. (1976). Solution of plane elasticity problems by the displacement disconti-

nuity method. I. Infinite body solution. International Journal for Numerical Methods

in Engineering, 10(2):301–343.

Cundall, P. A. and Strack, O. D. L. (1979). A discrete numerical model for granular
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Description of THM Coupled

Computer Codes

A.1 Finite element method

A.1.1 ABAQUS

ABAQUS (Simulia, 2017) is commercial 2D and 3D stress analysis code largely used

in range of areas including rock mechanics. ABAQUS includes capabilities for two way

coupled thermo-mechanical analysis and hydro-mechanical analysis of partially saturated

porous media. Part of those features where implemented in a modified ABAQUS-CLAY

approach (Clay technologies, Sweden) for the Kamaishi mine heater test (Rutqvist et al.,

2001a,b).

A.1.2 CAST3M

CAST3M (Le Fichoux, 2011) is developed by the Commissariat à l’Énergie Atomique

(CEA). CAST3M is for 2D and 3D and possess extensive THM coupled capabilities:

Darcy flow for saturated porous media and fracture mechanics with extended finite el-

ements (X-FEM) (Benoit, 2007, Sukumar et al., 2000) where a discontinuous function

is introduced in the continuum to represent the crack surface. Alternatively, a wide

range of damage models may be used. CASTEM solves the coupled THM equations

in a sequential manner (Millard et al., 1995, Parry, 2017) with a dedicated procedure:
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‘PASAPAS’. Quasi-static and dynamic explicit time integration as well as fully implicit

time integration may be used. Although CAST3M was principally developed for the

modelling of concrete structures, it was applied to radioactive waste repository perfor-

mance in the first DECOVALEX programs (Chijimatsu et al., 2005, Millard et al., 1995)

and more recently the code was applied to HM coupling of two phase flow through an

excavation damage zone (Bénet et al., 2017).

A.1.3 CODE-BRIGHT

CODE-BRIGTH (COupled DEformation, BRine Gas and Heat Transport. CODE-

BRIGHT, 2018) is finite element THM coupled code developed at the Department of

Civil and Environmental Engineering of the Polytechnic University of Catalonia (UPC).

It was initially targeted for non-isothermal multiphase flow of brine and gas through

saline media (Olivella et al., 1994) and the code now extends to THM coupled processes.

The main specificity of the code is that the solid is considered as a phase according to

Philip and De Vries (1957) theory, thus the following equations may be solved in a mono-

lithic manner on the same mesh: equilibrium of stresses, mass balance of solid, mass

balance of water, mass balance of air, energy equation (thermal equilibrium assumed).

The research project contributing to this computer code is funded by several national

radioactive waste management organisations: SKB (Sweden), Posiva (Finland), GRS

(Germany) and the ANDRA (France); in this context, CODE-BRIGHT was employed

for several laboratory and repository scale simulations (Clay, 2004, Tsang et al., 2005).

A.1.4 COMPASS

COMPASS (Thomas et al., 1996) is a two dimensional THM coupled finite element code

for clay based engineered barriers, clay rock formations and bu↵er-rock interactions.

COMPASS was part of the CNFWMP (Canadian Nuclear Fuel Waste Management

Program) and was involved in verifications of the adequacy of numerical modelling to

represent the behaviour of engineered barriers sytems (Thomas et al., 1998). The code

is extended from a heat and two-phase moisture transfer model with non-linear elas-

tic (Lloret and Alonso, 1985), elasto-plastic (Alonso et al., 1990) and thermo-plastic

stress-strain relationships. The finite element discretisation is achieved on quadratic

http://www-cast3m.cea.fr/index.php?page=procedures&procedure=pasapas
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quadrilateral elements for pore water pressure, pore air pressure, temperature and dis-

placement. Thermo-hydraulic on one side and mechanical equations on the other are

solved separately in a sequential manner. For a given time step the procedure iterates

between the two until convergence is achieved.

A.1.5 COMSOL

COMSOL is a commercial multi-purpose finite element platform able to solve for THMC

coupled systems of PDEs. COMSOL possesses a geomechanics module and a subsurface

flow module for Darcy flow in saturated and unsaturated porous media. The poro-

elastic approach adopted in the subsurface module may be coupled with non-linear

geomechanics models (Cam-Clay, Drucker-Prager, Mohr-Coulomb, Matsuoka-Nakai and

Lade-Duncan) of the geomechanics module. In a three-dimensional geometry, fractures

may be represented by introducing planar internal boundaries onto which pressure is

solved. COMSOL is currently involved in DECOVALEX-2019, task E (RWM, 2019).

A.1.6 FRACON

FRACON (FRActure medium CONsolidation, Nguyen and Selvadurai 1995 and Nguyen

1996) is developed by the Canadian Atomic Energy Control Board and McGill Univer-

sity for THM process of sparsely fractured porous rock. FRACON is solving three or

two dimensional problems on hexahedral elements with Biot’s equation of consolidation

(Biot, 1941), Darcy’s law and Fourier’s law for heat conduction only. The mechani-

cal equilibrium equations are solved on quadratic elements while the pore pressure and

temperature are interpolated on the linear nodes of the quadratic elements. FRACON

also incorporates joint elements to represent discontinuities in the rock, the mechanical

behaviour of the element is controlled by a sti↵ness tensor for shear and dilation while

the hydraulic and thermal behavior of joints are governed by specific tranverse and lon-

gitudinal permeability and heat conductivity. Orignially, FRACON solves all coupled

equations in a monolothic manner, using a theta method time integration. However,

similarly to ROCMAS, a sequential solution approach is implemented to handle large

time spans for repository modelling (Rutqvist et al., 2001a) thus, hydro-mechanical

equations are solved separately to the heat equation and with respective time steps.

FRACON was part of many DECOVALEX numerical studies: DECOVALEX II - Task

https://www.comsol.com/geomechanics-module
https://www.comsol.com/subsurface-flow-module
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2C: Kamaishi Mine heater test (Rutqvist et al., 2001a,b), DECOVALEX III - FEBEX

experiment (Nguyen et al., 2005) and DECOVALEX III - BMT1: Study of the THM

e↵ects on the near field (Chijimatsu et al., 2005). However, none of the cited studies

involve the modelling of discontinuities.

A.1.7 MOTIF

MOTIF (Model Of Transport In Fractured/porous media Guvanasen and Chan 2000).

Developed at AECL (Atomic Energy of Canada Limited) based on the small strain the-

ory of continuum mechanics, this 3D code has a THMC coupled approach. In MOTIF,

discrete fractures are represented by insertion of special quadrilateral elements for which

the hydro-mechanical equilibrium is governed by local mechanical stress and fluid pres-

sure. Deformation of the joint elements are based on a hyperbolic normal-displacement,

normal-stress relationship (Bandis et al., 1983) and the hydraulic conductivity of a frac-

ture is calculated using an empirical relationship between mechanical and hydraulic

aperture (Barton and Bakhtar, 1985). MOTIF was applied successfully in the early

stages of DECOVALEX (Chan et al., 1995).

A.1.8 OpenGeoSys

OpenGeoSys (OGS, Kolditz et al., 2012a) is an open source framework for THMC pro-

cesses in fractured porous media. OGS is a mature platform which has absorbed several

decades of developments on di↵erent numerical codes such as RockFlow (Kolditz et al.

2003, Center for Applied Geosciences, University of Tübingen, and Institute of Fluid

Mechanics, University of Hannover) for flow processes in complex geological structures

and FEFLOW (Academy of Sciences, Chemnitz) for density-dependent flow processes in

porous media. In OGS fully coupled thermo-hydro-mechanical equations may be solved

in a monolithic manner and alternatively, a sequential approach may be used for T-H

and H-M couplings (Geosys/Rockflow, Birkholzer et al. 2005b).

A.1.9 ROCMAS

ROCMAS (ROCk Mass Analysis Scheme) is developed at the Lawrence-Berkley Na-

tional Laboratory (Noorishad and Tsang, 1996, Rutqvist et al., 2001a) for saturated or
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un-staturated porous and fractured rocks based on Biot’s theory of consolidation (Biot,

1941). The formulation considers three phases: gas, liquid and solid based on Philip and

De Vries (1957) theory for moisture movement in porous materials. To represent frac-

tures, ROCMAS introduces elements with weaker mechanical properties and correlates

strain with permeability changes (Hudson et al., 2008). To tackle the large time ranges

of waste repository simulations, equations are solved in a sequential manner because

the time step requirements of the hydrological equations are much smaller compared

to the thermal equation (Rutqvist et al., 2009b). ROCMAS greatly contributed to the

DECOVALEX project (Birkholzer et al., 2005a, Chan et al., 1995, Chijimatsu et al.,

2005, Min et al., 2005, Rutqvist et al., 2009a,b, 2001a,b).

A.1.10 THAMES

THAMES (Thermal, Hydraulic And MEchanical System analysis). This 2D and 3D

code is developed at Kyoto University, Japan (Ohnishi et al., 1987, Stephansson et al.,

1996) particularly for THM coupled processes in fully or partially saturated porous

medium applications. Its thermal, hydraulic and mechanical governing equations are

fully coupled and solved simultaneously with any type of finite di↵erence scheme. In

THAMES, major discontinuities such as faults may be represented explicitly with the

insertion of joint elements whereas minor fractures and fracture networks are represented

with a crack tensor equivalent continuum approach (Oda, 1986). This code was used

extensively within the DECOVALEX project: Kamaishi mine heater test (Rutqvist

et al., 2001a,b), DECOVALEX III - BMT1 (Chijimatsu et al., 2005), DECOVALEX-

THMC Task B (Hudson et al., 2008, Rutqvist et al., 2009a) and Task D Birkholzer et al.

(2005a,b).

A.2 Finite di↵erence and Finite Volume method

A.2.1 Cellular Automata: EPCA

EPCA (Elasto-Plastic Cellular Automaton) is a 2D and 3D code combining, cellular

automata, fluid flow, thermo-elasto-plastic theory and fracture mechanics (Pan et al.,

2012). Fractures are represented with a damage model and by introducing weak elements
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upon failure. For THM analysis, poro-elasticity, Darcy flow and heat conduction are

solved sequentially.

Fluid-fracture interaction is possible as permeability and incidentally heat conduction

may be a function of damage, plasticity, mean stress or volumetric strain. With this

approach, a mechanical only analysis was performed to assess the permeability changes

in the EDZ of a waste repository (Hudson et al., 2008, Pan et al., 2009, Rutqvist et al.,

2009a). EPCA 3D has also been employed in the ASPE (Pan and Feng, 2013) in a

coupled thermo-mechanical approach.

A.2.2 QPAC

QPAC (Maul, 2013) is a 3D FVM code developed by the company Quintessa to tackle

strongly coupled THMC non-linear processes. QPAC was part of DECOVALEX 2011

(Bond et al., 2012) and is part of DECOVALEX 2019 task E (RWM, 2019). This code

was also employed in the European THERESA project (Maul et al., 2008) for which a

specific QPAC-EBS (Maul, 2010) was developed with the following coupled technologies:

heat conduction and convection, multiphase Darcy flow, Visco-poro-elastic model with

swelling, thermal expansion and grain deformation e↵ects. All coupled equations are

solved with an implicit time marching procedure (Byrne and Hindmarsh, 1975).

A.2.3 FLAC3D

FLAC3D (Fast Lagrangian Analysis of Continua in 3 Dimensions), Itasca CG (2017),

is a 3D explicit FDM and FVM geomechanical solver with a wide range of elastic and

plastic models. FLAC3D can solve for heat conduction, heat convection and the Darcy

equation for flow in porous media under saturated and unsaturated conditions.

For coupled THM processes FLAC3D adopts a quasi-static approach that can be applied

to saturated porous media problems with heat conduction only. One-way TfiM and

TfiH couplings are still possible due to thermal expansion in the fluid and the solid.

Starting from a state of mechanical equilibrium, a coupled hydro-mechanical quasi-static

simulation in FLAC3D involves a series of steps. Each step includes one or more flow

steps (flow loop) followed by enough mechanical steps (mechanical loop) to maintain

quasi-static equilibrium.
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The hydraulic and thermal equations may be solved explicitly or implicitly and the

coupling process is sequential: starting from a mechanical equilibrium each coupling

iteration involves one or more flow or thermal steps followed by a su�cient number of

mechanical steps to achieve quasi-static equilibrium.

In the context of geological waste disposal, the thermo-mechanical coupling capabilities

of FLAC3D were demonstrated in the Äspö Pillar Stability Experiment (APSE, Kwon

et al. 2013), where mechanical and thermal spalling were studied.

A.2.4 TOUGH2

TOUGH2 (Transport Of Unsaturated Groundwater and Heat) is developed at the Lawrence

Berkeley National Laboratory (Pruess, 1991), this code solves for non-isothermal mul-

tiphase flow in one, two, and three-dimensional porous and fractured media. TOUGH2

also includes reactive transport and is thus thermo-hydro-chemically coupled (THC). A

parallel version, TOUGH-MP (Zhang et al., 2008) was employed by Enssle et al. (2011)

for the study of long-term hydraulic perturbations induced by gas and heat generation

at the repository scale.

A.2.5 TOUGH-FLAC

TOUGH-FLAC is a simulator of coupled THM processes under multiphase fluid flow con-

ditions developed at the Lawrence Berkeley National Laboratory (Rutqvist et al., 2002).

It is based on two existing FDM codes, TOUGH2 for multiphase flow and FLAC3D

for geomechanical analysis, both codes have already been introduced in this section.

TOUGH-FLAC solves only one mesh, however, an interpolation is still required because

TOUGH2 mesh has one nodal point in each element and FLAC3D has 4 nodes in each

corner, see Figure A.1. The local fluid-solid thermal equilibrium is assumed and thus

heat transfer is only calculated in TOUGH2, the variation of temperature within one

iteration being passed to FLAC3D as a coupling parameter.

In TOUGH-FLAC, the main discontinuities can be defined within the rock matrix by

inserting weak elements but essentially the code treats the porous rock mass as a contin-

uum. To represent fractured media an empirical model is applied to correct permeability

as a function of the three-dimensional stress field (Rutqvist et al., 2009b, 2002). This
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permeability model has been employed for THM coupled process analysis with the Yucca

Mountain project (Rutqvist and Tsang, 2003), where anisotropic permeability changes

were accounted for by assuming three sets of orthogonal fractures.

With TOUGH2-FLAC3D, Rutqvist et al. (2009a) modelled the thermo-hydro-mechanical

behavior of a pre-existing discrete fracture network in the EDZ of a deposition hole.

This was achieved with a fine mesh by softening and weakening the grid elements at the

fracture’s positions with a Mohr-Coulomb law to capture their mechanical behaviour.

Another approach by Rutqvist et al. (2002) and Kwon et al. (2013) consisted in using a

crack tensor (Oda, 1986).

Figure A.1: Interpolation and exchange of coupling information between TOUGH2
and FLAC3D, Rutqvist et al. (2002).

In TOUGH-FLAC, the real time transient TH analysis is performed by TOUGH2 and

a quasi-static mechanical analysis is conducted by FLAC3D. The code has two possible

time marching procedures as shown on Figure A.2): (1) ‘explicit sequential’ where after

each fluid time step, a quasi-static analysis is performed until the solid has reached

mechanical equilibrium; and (2) ‘implicit sequential’ where the quasi-static analysis may

be performed within a fluid iteration, enabling the permeability and porosity to be

updated to correct the fluid solution, rather than only evaluating them once per time

step.

As compensation for less accuracy, the explicit procedure is less computationally expen-

sive because quasi static analysis and interpolation need only to be executed once per
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time step. Moreover, Rutqvist et al. (2002) highlights that the explicit procedure should

be accurate if the porosity and permeability changes are relatively small within one time

step.

Figure A.2: (a) Explicit sequential and (b) implicit sequential coupling procedures in
TOUGH2-FLAC3D, Rutqvist et al. (2002)

A.3 Boundary Element Method: FRACOD

FRACOD 2D (Shen et al., 2013) is developed by FRACOM Ltd, Finland, based on the

displacement discontinuity method (DDM, Crouch 1976 and Shen et al. 2006) which

solves for the displacements of discontinuities such as fractures or domain boundaries.

In the DDM the two walls of a crack are represented with one fracture element. Initia-

tion, propagation and interaction of fractures in an elastic rock medium are calculated

based on the F-criterion which accounts for tensile and shear failure (Shen and Stephans-

son, 1993). Like other boundary element methods, the DDM relies on an implicit time
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marching procedure. However, in the case of a fracturing event, an explicit scheme is

recruited. Additionally, a sub-critical crack growth model (implicit time integration)

is implemented for time-dependent creep. It is worth mentioning that this model was

employed in the context of repository modelling and that the research “showed only in-

significant sub-critical crack growth, which occurred during the first 100 years of thermal

loading” (Rutqvist et al., 2009a).

FRACOD can perform thermo-mechanical and hydro-mechanical couplings. No THM

coupling is available although the authors of the code communicate that this feature is

under development (Shen et al., 2013). Coupled equations are solved sequentially and a

di↵erent type step may be used for each process.

The thermo-mechanical coupling is based on the thermo-elastic theory with linear ther-

mal expansion which allows FRACOD to perform thermally induced fracturing. This

feature was demonstrated in the Äspö Pillar Stability Experiment (APSE) where ther-

mal stresses led to minor spalling (Rinne et al., 2013).

The hydro-mechanical coupling is achieved by discretisation of the fracture into a number

of connected hydraulic elements upon which the pressure is solved (Figure A.3). Leak-o↵

to the porous matrix is also considered by introducing a variable of the domain pore

pressure. The HM coupling iteration scheme is as follows:

1. Fluid flow between domains and leakage into rock

2. Domain fluid pressure change

3. Fracture deformation

4. Domain geometry change

5. Domain fluid pressure change

Figure A.3: Subdivision of the fracture into flow elements in FRACOD, after Shen
et al. (2013)
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A.4 Explicit DEM

A.4.1 3DEC and UDEC

3DEC (3D Distinct Element Code) and UDEC (Universal Distinct Element Code, the

two-dimensional version) are specifically developed for discontinuous media such as frac-

tured rock masses. The rock mass is represented as an assembly of blocks which may

be considered deformable with a finite di↵erence method.

In 3DEC the domain may be discretised with polyhedral elements and a bonded block

model (BBM) approach ensures that elements are mechanically bonded at their interface,

enabling crack initiation and crack propagation.

In UDEC (itasca.com: fluid flow in joints) and in 3DEC (Cappa et al., 2008), fluid flow

in fractures is achieved with a network of fluid domains placed where there is contact

between grid points or between an edge and a grid point (Figure A.4). Domains are

considered of uniform pressure and fluid may flow from one domain to its neighbours,

creating a discrete network of interconnected pressure points. The flow is governed by

pressure di↵erential between neighbouring domains and is controlled by the aperture of

the rock joint according to the cubic law of flow between parallel plates Snow (1965).

Figure A.4: Fluid flow in-between discrete elements (Itasca, 2018)

https://www.itascacg.com/software/products/udec/features/fluid-flow-in-joints
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Blocks are considered impermeable in UDEC but a steady-state pore pressure may be

applied as a boundary condition, in 3DEC saturated porous media flow is considered

within the rock blocks. In both codes, the fluid flow model may be coupled with the

hydraulic model (Cappa et al., 2008, Karatela and Taheri, 2018) and thermal model

with the compressibility and the thermal expansion of the saturated material taken into

account. Although the finite di↵erence formulation of the distinct element method may

employ an implicit scheme, the contact detection algorithm and the computation of

the contact forces can only be resolved explicitly, therefore the thermo-mechanical and

hydro-mechanical couplings are achieved sequentially.

This enables the fluid and thermal solver to be independent to the mechanical solver

and in the case of modelling THM processes over large time spans, there is no limitation

in using the most adapted time marching procedure which is the implicit scheme. For

DECOVALEX II BMT2, a ‘balloon scheme’ was employed to achieve the sequential

coupling of THM processes with UDEC (Chan et al., 1995). The scheme runs first a

thermal cycle on a thermal time scale, then the temperature is held constant and a hydro-

mechanical cycle is run on a di↵erent time step (see Figure A.5). In the hydro-mechanical

cycle, a hydraulic calculation is first performed, then the mechanical solver iterates until

an equilibrium is reached and finally, pressure in the domain is modified proportionally

to the fluid domain change due to mechanical deformation and displacements.

3DEC was employed by SKB (Svensk Kärnbränslehantering Aktiebolag, the Swedish nu-

clear fuel and waste management company) for the modelling of far, medium and near

field THM coupled processes (Hökmark et al., 2010). The coupled processes considered

in this study are the thermal stresses (TfiM), the e↵ective pore pressure (HfiM) and

the change of fracture hydraulic properties due to fracture opening and closing based on

di↵erent permeability models (MfiH). The hydraulic behaviour is not explicitly mod-

elled and the approach may not be referred to as fully coupled, only fully TM coupled.

Moreover, in this work no new fracturing was considered and only a few fractures were

represented as simplified planes intersecting the rock model. 3DEC was also part of DE-

COVALEX III for simpler configurations (Tsang et al., 2005). UDEC has been widely

used in DECOVALEX (Chan et al., 1995, Millard et al., 1995, Tsang et al., 2005, 2004)

for THM coupled simulations also with the omission of HM and TH fully coupled be-

haviours.
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Figure A.5: ‘Balloon scheme’ for the sequential coupling of THM processes with
UDEC (Chan et al., 1995)

This approach suggests that fluid pressure may be exerted on the fracture walls. How-

ever, if there is no representation of the e↵ective stress on the rock matrix, there is no

poro-elastic behaviour.
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