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Abstract. This note corrects conditions in Proposition 3.4 and Theo-
rem 5.2(ii) and comments on imprecisions in Propositions 4.2 and 4.4 in
Fissler and Ziegel (2016a).
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1 Proposition 3.4

As detailed Brehmer (2017) there are two technicalities that need to be resolved in
Fissler and Ziegel (2016a, Proposition 3.4): Firstly, due to the particular choice of the
integration path in the original version of Fissler and Ziegel (2016a, Proposition 3.4),
the image of the integration path is not necessarily contained in int(A). Secondly, one
needs to assume that the identification function V is locally bounded jointly in the
two components. Proposition 1 gives a refined version of Fissler and Ziegel (2016a,
Proposition 3.4).

Proposition 1. Assume that int(A) ⊆ R
k is simply connected and let T : F → A be

a surjective, elicitable and identifiable functional with a strict F-identification function
V : A × O → R

k and a strictly F-consistent scoring function S : A × O → R. Suppose
that Assumption (V1), (V2), (S1) from Fissler and Ziegel (2016a) are satisfied. Let h
be the matrix-valued function appearing at Fissler and Ziegel (2016a, Equation (3.2)).
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For any F ∈ F and any points x, z ∈ int(A) such that γ : [0, 1] → int(A) is an
integration path with γ(0) = x, γ(1) = z the score difference is necessarily of the form

S̄(x, F )− S̄(z, F ) =

∫

γ

dS̄(·, F ) =

∫ 1

0
h
(

γ(λ)
)

V̄
(

γ(λ), F
)

γ′(λ) dλ . (1)

Moreover, if Assumptions (F1) and (VS1) from Fissler and Ziegel (2016a) are satisfied
and V is locally bounded, then there is a Lebesgue null set N ⊆ A × O such that for all
(x, y) ∈ N c, (z, y) ∈ N c it necessarily holds that

S(x, y)− S(z, y) =

∫

γ

dS(·, y) =

∫ 1

0
h
(

γ(λ)
)

V
(

γ(λ), y
)

γ′(λ) dλ , (2)

where again γ : [0, 1] → int(A) is an integration path with γ(0) = x, γ(1) = z.

Proof. Equation (1) follows from Fissler and Ziegel (2016a, Theorem 3.2) and Königsberger
(2004, Satz 2, p. 183). The proof of (2) follows the lines of the original proof in
Fissler and Ziegel (2016b); cf. Brehmer (2017, Theorem 1.31) for details.

2 Theorem 5.2(ii)

The complication in the proof of Theorem 5.2(ii) in Fissler and Ziegel (2016a) can be
found on p. 1702 directly under the equation defining the term R2. We write “Due to
the assumptions, the term Gr(y)+(pr/qr)Gk(w)y is increasing in y ∈ [tr, xr].” However,
our assumptions do not ensure that the interval [tr, xr] is necessarily contained in the
set A′

r,w = {xr : ∃(z1, . . . , zk) ∈ A, xr = zr, xk = zk}. Hence, the condition at Equation
(5.3) cannot readily be applied.

In Subsection 2.1 we give a counterexample which demonstrates that the complication
described above can indeed lead to a scoring function satisfying the conditions of The-
orem 5.2(ii) in Fissler and Ziegel (2016a) which is not consistent. In Subsection 2.2 we
introduce a condition on the action domain which, in combination with the conditions in
Theorem 5.2(ii), ensures (strict) consistency of the scoring function. We end with some
remarks as to when this additional condition is satisfied.

2.1 Counterexample

Using the same notation as in Fissler and Ziegel (2016a), we confine ourselves to present-
ing a counterexample for k = 2 and α ∈ (0, 1/2) (counterexamples for α ∈ [1/2, 1) can
be constructed in a similar manner). Consider the convex action domain A = {(x1, x2) ∈
R
2 : x1 ≥ 0, x2 ≤ |x1|}. Let G2 : R → R be a strictly convex twice differentiable function

and define G1 : [0,∞) → R via

G1(s) = G2(−s)/α, s ≥ 0 .
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Observe that the condition at (5.3) in Fissler and Ziegel (2016a) holds since for (x1, x2) ∈
A

G′
1(x1) + G′

2(x2)/α =
(

G′
2(x2)− G′

2(−x1)
)

/α

{

= 0, if x2 = −x1,

> 0, if x2 > −x1,

due to the fact that G2 is strictly convex. Consider the specific choice G2 = exp and
a ≡ 0. This results in the score

S(x1, x2, y) = (1{y ≤ x1} − α) exp(−x1)/α − 1{y ≤ x1} exp(−y)/α

+ exp(x2)
(

x2 + (1{y ≤ x1} − α)x1/α − 1{y ≤ x1}y/α
)

− exp(x2) .

To demonstrate that the score fails to be consistent for the pair T = (VaRα,ESα)
with α = 0.05 consider the following distributions: First, F a point-distribution in 0.
Then T (F ) = (0, 0) and we obtain S̄(T (F ), F ) = S(0, 0, 0) = −2 and, for example,
S(2,−1.8, 0) ≈ −11.61. Second, F a normal distribution with mean µ = 0.2 and stan-
dard deviation σ = 0.1. Then T (F ) ≈ (0.0355,−0.0063). A numerical integration yields
that S̄(T (F ), F ) ≈ −5.36 and, for example, S̄(2,−1.8, F ) ≈ −8.76.

2.2 A sufficient condition for Theorem 5.2(ii)

Proposition 2. Let the conditions of Theorem 5.2 in Fissler and Ziegel (2016a)(ii)
prevail. Moreover, assume that for any x ∈ A and any t ∈ T (F), there exists a finite
sequence (z(n))n=0,...,N ⊆ A such that

1. z(0) = x;

2. tr, z
(N)
r ∈ A′

r,min{tk ,z
(N)
k

}
for all r ∈ {1, . . . , k − 1};

3. for all n ∈ {1, . . . , N} there is an index r ∈ {1, . . . , k} such that

a) tr ≤ z
(n)
r ≤ z

(n−1)
r or z

(n−1)
r ≤ z

(n)
r ≤ tr; and

b) z
(n)
m = z

(n−1)
m for all m ∈ {1, . . . , k} \ {r};

4. if xk < tk and z
(n)
k 6= z

(n−1)
k , then z

(n−1)
k < z

(n)
k ≤ −B(z(n), t) = −B(z(n−1), t),

where

B(x, t) = −tk +

k−1
∑

m=1

pm
qm

(tm − xm)(qm − 1{tm < xm}). (3)

Then the scoring function S defined at (5.2) is F-consistent for T . If additionally, the
distributions in F have unique qm-quantiles, m ∈ {1, . . . , k − 1}, Gk is strictly convex
and the functions given at (5.3) are strictly increasing, then S is strictly F-consistent
for T .

Proof. Let F ∈ F , t = T (F ) and x ∈ A. Let (z(n))n=0,...,N ⊆ A be a sequence that
satisfies the above conditions. We will show that for all n ∈ {1, . . . , N}, we have
S̄(z(n−1), F ) − S̄(z(n), F ) ≥ 0 and S̄(z(N), F ) − S̄(t, F ) ≥ 0 with one inequality being
strict under the conditions for strict F-consistency.
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In the decomposition S̄(x, F ) − S̄(t, F ) = R1 + R2 on top of page 1702, we were not
completely precise if F is not continuous. For a, b ∈ R, we define

I(a, b) =

{

(a, b], if a ≤ b

(b, a], if a ≥ b,
Ī(a, b) =

{

[a, b], if a ≤ b

[b, a], if a ≥ b.

For any z, z′ ∈ A and any w ∈ A′
k it holds that S̄(z′, F )− S̄(z, F ) = R1 +R2 with

R1 =
k−1
∑

r=1

(F (z′r)− qr)

(

Gr(z
′
r) +

pr
qr

Gk(w)z
′
r

)

− (F (zr)− qr)

(

Gr(zr) +
pr
qr

Gk(w)zr

)

− sgn(z′r − zr)

∫

I(z′r ,zr)

(

Gr(y) +
pr
qr

Gk(w)y

)

dF (y).

R2 = −Gk(z
′
k) + Gk(zk) +Gk(w)(z

′
k − zk) + (Gk(z

′
k)−Gk(w))(z

′
k + C(z′, F ))

− (Gk(zk)−Gk(w))(zk + C(z, F ))

with

C(z, F ) =
k−1
∑

m=1

pm
qm

(

∫

(−∞,zm]
(zm − y)dF (y)− qmzm

)

.

If tr ≤ zr ≤ z′r, and y 7→ Gr(y)+
pr
qr
Gk(w)y is increasing on [zr, z

′
r] then the rth summand

of R1 is bounded below by

(F (z′r)− qr)

(

Gr(z
′
r) +

pr
qr
Gk(w)z

′
r

)

− (F (zr)− qr)

(

Gr(zr) +
pr
qr
Gk(w)zr

)

− (F (z′r)− F (zr))

(

Gr(z
′
r) +

pr
qr

Gk(w)z
′
r

)

= (F (zr)− qr)

(

Gr(z
′
r) +

pr
qr

Gk(w)z
′
r −Gr(zr)−

pr
qr

Gk(w)zr

)

≥ 0.

If z′r ≤ zr ≤ tr, and y 7→ Gr(y)+
pr
qr
Gk(w)y is increasing on [z′r, zr] then the rth summand

of R1 can be rewritten as

(F (z′r)− qr)

(

Gr(z
′
r) +

pr
qr
Gk(w)z

′
r

)

− (F (zr)− qr)

(

Gr(zr) +
pr
qr
Gk(w)zr

)

+

∫

[z′r,zr)

(

Gr(y) +
pr
qr

Gk(w)y

)

dF (y)− (F (z′r)− F (z′r−))

(

Gr(z
′
r) +

pr
qr
Gk(w)z

′
r

)

+ (F (zr)− F (zr−))

(

Gr(zr) +
pr
qr

Gk(w)zr

)

≥ (F (z′r−)− qr)

(

Gr(z
′
r) +

pr
qr

Gk(w)z
′
r

)

− (F (zr−)− qr)

(

Gr(zr) +
pr
qr
Gk(w)zr

)

+ (F (zr−)− F (z′r−))

(

Gr(z
′
r) +

pr
qr

Gk(w)z
′
r

)

= (F (zr−)− qr)

(

Gr(z
′
r) +

pr
qr

Gk(w)z
′
r −Gr(zr)−

pr
qr
Gk(w)zr

)

≥ 0.
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In case that z′r < zr = tr or z′r > zr = tr, if y 7→ Gr(y) +
pr
qr
Gk(w)y is strictly increasing

on Ī(z′r, tr), and F has a unique qr-quantile, then even R1 > 0. Indeed, if F does not
put any mass on the open interval int(I(z′r, tr)), then the last inequality is strict in
both cases. Otherwise, the first inequality is strict because y 7→ Gr(y) +

pr
qr
Gk(w)y is

strictly increasing. In summary, setting w = min{z′k, zk}, exploiting condition 2 and the
convexity of A, this implies that both R1 ≥ 0 for z′ = z(n−1), z = z(n), n ∈ {1, . . . , N},
and also for z′ = z(N), z = t. For the latter case, we even have R1 > 0 under the

conditions for strict F-consistency and if (z
(N)
m )m=1,...,k−1 6= (tm)m=1,...,k−1.

For the discussion of R2, one can use the identity −tk =
∑k−1

m=1(pm/qm)(
∫

(−∞,tm](tm−

y)dF (y)− qmtm) to check that for any z ∈ A

− tk ≤ C(z, F ) ≤ B(z, t), (4)

where both inequalities are equalities for z = t. Let z′ = z(N), z = t and again w =
min{z′k, zk}. Then due to (4) and the monotonicity of Gk the term R2 is bounded below
by

−Gk(z
′
k) + Gk(tk) +Gk(w)(z

′
k − tk) + (Gk(z

′
k)−Gk(w))(z

′
k − tk) ≥ 0

invoking the convexity of Gk. The inequality becomes strict if Gk is strictly convex and
z′k 6= tk. Now, let z′ = z(n−1) and z = z(n) for n ∈ {1, . . . , N}. If tk ≤ zk ≤ z′k, then we
obtain

R2 ≥ −Gk(z
′
k) + Gk(zk) +Gk(z

′
k)z

′
k −Gk(zk)zk + (Gk(z

′
k)−Gk(zk))(−tk)

= −Gk(z
′
k) + Gk(zk) +Gk(z

′
k)(z

′
k − tk)−Gk(zk)(zk − tk)

≥ −Gk(z
′
k) + Gk(zk) +Gk(z

′
k)(z

′
k − tk)−Gk(z

′
k)(zk − tk) ≥ 0,

where the penultimate inequality is due to the fact that Gk is increasing and the last
inequality follows due to the convexity of Gk. The last inequality is strict if Gk is strictly
convex and if zk 6= z′k. If z

′
k ≤ zk ≤ tk and zk ≤ −B(z, t) = −B(z′, t), then, using (4)

R2 = −Gk(z
′
k) + Gk(zk) +Gk(z

′
k)z

′
k −Gk(zk)zk + (Gk(z

′
k)−Gk(zk))C(z′, F )

≥ −Gk(z
′
k) + Gk(zk) +Gk(z

′
k)z

′
k −Gk(zk)zk + (Gk(z

′
k)−Gk(zk))(−zk) ≥ 0

by convexity of Gk. Again, the inequality is strict if Gk is strictly convex and if zk 6= z′k. In
summary, R2 ≥ 0 for z′ = z(n−1), z = z(n), n ∈ {1, . . . , N}, and also for z′ = z(N), z = t.

For the latter case, we even have R2 > 0 if Gk is strictly convex and if tk 6= z
(N)
k .

We would like to remark that the additional condition stated in Proposition 2 holds in
most practically relevant cases of action domains A. In fact, in the following situations,
one can set N = 0 meaning that the original proof in Fissler and Ziegel (2016a) is
applicable: A = R

k; A = A0, where A0 is the maximal sensible action domain for the
functional T defined in Theorem 5.2 in Fissler and Ziegel (2016a) for q1 < · · · < qk−1.

1

1With ‘maximal sensible’ we mean that T (F) ⊆ A0 for any class of distributions F .
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It is given by

A0 :=
{

x ∈ R
k : x1 ≤ · · · ≤ xk−1, xk ≤

k−1
∑

m=1

pmxm

}

.

In particular, this construction retrieves the result of Corollary 5.5 in Fissler and Ziegel
(2016a), considering the maximal action domain A0 = {x ∈ R

2 : x1 ≥ x2} for the
functional T = (VaRα,ESα). Also, A = A

+
0 := A0 ∩ R

k
+ and A = A

−
0 := A0 ∩ R

k
− satisfy

the condition. The action domain considered in Theorem C.3 in Nolde and Ziegel (2017),
corresponding to A = R × (−∞, 0) in our sign convention, also satisfies the condition
given in Proposition 2.

For the action domain A = {x ∈ R
2 : x2 ≤ x1 ≤ x2 + c} of Proposition 4.10 in

Fissler and Ziegel (2017) one generally needs N > 0. However, the existence and con-
struction of the sequence (z(n))n=0,...,N is obvious.

Acerbi and Szekely (2014) introduced a family of scoring functions SW , W ∈ R,
with corresponding action domains AW = {x ∈ R

2 : x2 > Wx1}; see page 1697 in
Fissler and Ziegel (2016a) for a discussion. The results are as follows: For W > 1
the additional condition of Proposition 2 is satisfied (note that the potentially prob-
lematic point (0, 0) is not in AW then.) For W = 1, the condition is empty since
A1 ∩ T (F) ⊆ A1 ∩ A0 = ∅. For W ∈ (0, 1) the condition fails to be satisfied. For W = 0
the condition holds. For W ∈ [(α − 1)/α, 0) the condition fails to be satisfied. For
W < (α− 1)/α the condition holds.

3 Remarks on Propositions 4.2 and 4.4

In Fissler and Ziegel (2016a) Proposition 4.2(i) we claimed that gm > 0 and in Proposi-
tion 4.4(i) we claimed that the function h(x)r,l=1,...,k is positive definite for all x ∈ int(A).
In the proof of Theorem 5.2(iii), we made similar claims about the function gk and the
derivatives of the functions appearing at (5.3). It turns out that we were slightly im-
precise with these claims. Indeed, these functions are all non-negative (positive semi-
definite). Moreover, we can show that the functions gm in Proposition 4.2(i) (as well
as the functions appearing in the proof of Theorem 5.2(iii)) are strictly positive almost
everywhere.

We will first demonstrate that the function h appearing in Proposition 4.4(i) is positive
semi-definite. Assume there is some t ∈ int(A) and some v ∈ S

k−1 such that v⊤h(t)v < 0.
Recall that due to the assumptions and Theorem 3.2, the function h is continuous. Hence,
there is an open neighbourhood t ∈ U ⊆ int(A) such that v⊤h(x)v < 0 for all x ∈ U .
Invoking the surjectivity of T , let F ∈ F such that T (F ) = t. Then there is an ε > 0
such that – using the notation on top of page 1701 in Fissler and Ziegel (2016a) –

d

ds
S̄(t+ sv, F ) = q̄(F )sv⊤h(t+ sv)v

{

> 0, for s ∈ (−ε, 0),

< 0, for s ∈ (0, ε).

This is a contradiction to the F-consistency of S.
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Now, we will show that the functions gm appearing in Proposition 4.2(i) are positive
almost everywhere, the arguments for the remaining functions being similar. Let m ∈
{1, . . . , k}. The argument at the top of page 1701 in Fissler and Ziegel (2016a) show
that for all x ∈ int(A′

m) there is an ε > 0 such that gm > 0 on (x−ε, x+ε)\{x}. Due to
a compactness argument, gm is positive on any compact set almost everywhere. Since
int(A′

m) is σ-compact, gm > 0 almost everywhere. The continuity of gm also implies that
gm ≥ 0 everywhere.
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