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## Abstract

Quantum phenomena such as superposition and entanglement imbue quantum systems with information processing power in excess of their classical counterparts. These properties of quantum states are, however, highly fragile. As we enter the era of noisy intermediate-scale quantum (NISQ) devices, this vulnerability to noise is a major hurdle to the experimental realisation of quantum technologies. In this thesis we explore the role of noise in quantum information processing from two different perspectives.

In Part I we consider noise from the perspective of quantum error correction. Error correcting codes are often analysed with respect to simplified toy models of noise, such as iid depolarising noise. We consider generalising these techniques for analysing codes under more realistic noise models, which include features such as biased or correlated errors. We also consider designing customised codes which not only take into account-but exploit-features of the underlying physical noise processes. Whilst generalist codes may give sufficient performance in the limit of large system sizes, considering such tailored codes will be of particular importance for NISQ applications in which finite-size effects can be significant.

In Part II we apply tools from information theory to study the finite-resource effects which arise in the trade-offs between resource costs and error rates for certain quantum information processing tasks. We start by considering classical communication over quantum channels, providing a refined analysis of the trade-off between communication rate and error in the regime of a finite number of channel uses. We then extend these techniques to the problem of resource interconversion in theories such as quantum entanglement and quantum thermodynamics, studying finite-size effects which arise in resource-error trade-offs. By studying this effect in detail, we also show how detrimental finite-size effects in devices such as thermal engines may be greatly suppressed by carefully engineering the underlying resource interconversion processes on which they are based.
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## Chapter 1

## Introduction

Quantum mechanical systems provide a powerful platform for information processing tasks, including computing, communication and cryptography [1.1]. These protocols rely on features of quantum systems such as superposition and entanglement which do not appear in classical systems. Unfortunately, these quantum properties are typically fragile, and susceptible to environmental noise. This inherent sensitivity therefore forms a significant roadblock to large-scale realisation of such quantum technologies.

A direct approach for dealing with this issue is to improve and refine both the hardware implementation and software control systems to suppress environmental noise. Whilst this is an important first step, the error rates of state-of-the-art experimental devices are far in excess of those necessary for many applications. Moreover, this approach has the disadvantage that the error tolerances would need to tighten as we consider larger and larger information processing tasks.

Instead of simply lowering raw error rates, another way of making quantum protocols robust to noise is through the use of quantum error correction [1.1-1.5]. Here the idea is to modify our protocols such that they may tolerate some non-trivial level of noise, which is done by detecting and then correcting errors as they occur. By doing so, we can devise protocols which can perform the same information processing tasks as their noiseless counterparts, but can be performed on realistic noisy hardware, with low overhead.

In this thesis we study the role of noise in quantum systems from two perspectives: quantum error correction, and resource-error trade-offs. In Part I we study the performance of explicit quantum error correcting codes. Specifically we look at how the analysis and design of such codes may be tailored to the details of the underlying noise processes. In Part II we study the fundamental limits on the performance of certain noisy quantum processes. Specifically we look at these resource-error trade-offs for problems in quantum communication, thermodynamics, and entanglement theory.

### 1.1 Quantum error correction

The goal of error correction is to find ways of encoding logical information into noisy physical degrees of freedom, such that it may be successfully decoded with high probability. This is done by building redundancy into our encoding. Using this, we can perform consistency checks to identify any possible errors which have occurred, which we can then hope to correct.

## CHAPTER 1: INTRODUCTION

The efficacy of an error correcting code is highly dependant on the underlying noise model. The idea here is to tailor both the redundancies and corresponding consistency checks so that they capture typical errors in our model. Extending the analysis of codes away from simple toy models of noise, into the regime of more realistic error models, is an important step towards improving the design and analysis of error correcting procedures for near-term applications.

### 1.1.1 Classical repetition code

The simplest classical code is the repetition code, which simply involves storing multiple copies of the encoded information. If we consider encoding a single logical bit into three physical bits, this means that

$$
\begin{align*}
& \overline{0}=000,  \tag{1.1}\\
& \overline{1}=111, \tag{1.2}
\end{align*}
$$

where $\overline{0}$ and $\overline{1}$ denote the two code states. By storing at least three copies of our encoded information, we can correct any single-bit error by performing a majority vote between these three copies. More generally if we consider a $(2 n+1)$-bit repetition code, then the majority vote decoder will protect our information against any error which flips at most $n$ bits.

Consider a stochastic noise process in which each bit suffers a bit-flip error with probability $p$, and is unchanged with probability $1-p$. If $p$ is small, this noise process will tend to flip a minority of bits, precisely the errors to which the majority vote decoder is robust. As such, we can see that the repetition code is well suited to decoding this noise model. Indeed it can be shown that, for any $p<1 / 2$, the probability of an unsuccessful decoding vanishes exponentially with code size $n$, as shown in Figure 1.1.


Figure 1.1: The probability of the encoded bit flipping (logical error rate) as a function of the probability of a physical bit flipping (physical error rate) for the $n$-bit repetition code. The dashed line denotes parity between physical and logical error rates.
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One figure of merit for quantifying how well suited a code is to a given error model is its error threshold. The error threshold is a critical error rate below which the code may store logical information arbitrarily well by simply growing the code. In this case we can see that the repetition code has a threshold of $p_{\text {th }}=1 / 2$ against iid bit-flip noise.

### 1.1.2 Quantum repetition codes

An obvious starting point for a quantum code would be to simply encode the basis states into a classical error correcting code. For example we could consider a quantum extension of the repetition code,

$$
\begin{align*}
|\overline{0}\rangle & =|000\rangle,  \tag{1.3}\\
|\overline{1}\rangle & =|111\rangle . \tag{1.4}
\end{align*}
$$

Whilst this code is still robust to bit-flip errors $|b\rangle \mapsto|b \oplus 1\rangle$, quantum systems also contain phase information, and this code is not robust phase-flip noise $|b\rangle \mapsto(-1)^{b}|b\rangle$. Specifically we can see that a phase-flip error on any physical qubit induces a phase-flip error on the encoded state, $|\bar{b}\rangle \mapsto(-1)^{b}|\bar{b}\rangle$. For this reason, this code is often referred to as the bit-flip code.

One can also construct a second quantum analogue of the repetition code known as the phase-flip code, where information is encoded into the phases of our qubit states as

$$
\begin{align*}
& |\overline{0}\rangle=\frac{1}{\sqrt{8}}(|0\rangle+|1\rangle)(|0\rangle+|1\rangle)(|0\rangle+|1\rangle)  \tag{1.5}\\
& |\overline{1}\rangle=\frac{1}{\sqrt{8}}(|0\rangle-|1\rangle)(|0\rangle-|1\rangle)(|0\rangle-|1\rangle) \tag{1.6}
\end{align*}
$$

Again, whilst this code is protected against single-qubit phase-flip errors, it is however unprotected against any bit-flip errors.

The problem with both codes is that neither is truly a repetition code in the same sense as the classical repetition code. One could imagine a hypothetical code in which

$$
\begin{equation*}
|\bar{\psi}\rangle=|\psi\rangle \otimes|\psi\rangle \otimes|\psi\rangle, \tag{1.7}
\end{equation*}
$$

for any qubit state $|\psi\rangle$. We note that the above codes are only of this form for $|\psi\rangle$ in a specific basis. Unfortunately, such an encoding procedure for any $|\psi\rangle$ would violate the no-cloning principle [1.6]. For this reason we cannot simply construct quantum error correcting codes based on copying our logical information, as we can in the classical realm.

### 1.1.3 Shor code

A true quantum-error correcting code will need to not only be robust against bit-flip errors, but arbitrary quantum errors. This might at first seem like a very significant issue: whilst a bit can only suffer an error in a single way, there are a continuous family of qubit errors. How can we possibly hope to correct any of these infinite errors? As we shall see, one way of achieving this is to combine both the bit-flip and phase-flip codes, giving a code known as the Shor code [1.2].
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The Shor code is an example of a concatenated code [1.7], in which we encode our information multiple times. Specifically we first encode our state into the bit-flip code, and then once again into the phase-flip code. This results in the nine-qubit encoding

$$
\begin{align*}
& |\overline{0}\rangle=\frac{1}{\sqrt{8}}(|000\rangle+|111\rangle)(|000\rangle+|111\rangle)(|000\rangle+|111\rangle),  \tag{1.8}\\
& |\overline{1}\rangle=\frac{1}{\sqrt{8}}(|000\rangle-|111\rangle)(|000\rangle-|111\rangle)(|000\rangle-|111\rangle) \tag{1.9}
\end{align*}
$$

By construction this code is separately robust to a bit-flip on any qubit and a phase-flip on any qubit, which are described by the Pauli $X$ and $Z$ respectively, where

$$
\begin{equation*}
X:=|0\rangle\langle 1|+|1\rangle\langle 0|, \quad Z:=|0\rangle\langle 0|-|1\rangle\langle 1| . \tag{1.10}
\end{equation*}
$$

Fortunately, if a quantum code can correct any two errors, it can also correct any linear superposition thereof $[1.1,1.5]$, which circumvents the issue of the infinitude of quautum errors mentioned earlier. As a result of this, the ability of the Shor code to correct any single- $X$ and any single- $Z$ error implies that it can in fact correct any single-qubit error. By considering an analogous construction based on larger repetition codes, we can construct a $(2 n+1)^{2}$-qubit code which can correct any $n$-qubit error.

### 1.1.4 Threshold theorem

Above we have considered the simplest model of error correction, in which we attempt to simply store quantum information, with access to ideal encoding and decoding operations. As described earlier, these codes can be used to augment protocols such as quantum computation to make them fault-tolerant. In this model we wish not only to store quantum states [1.8, 1.9], but also to perform computations upon them, in a regime in which all operations we may wish to perform are noisy. The threshold theorem [1.10-1.13] states that, for any quantum system with operations for which the noise rate is sufficiently low, and errors only mildly correlated, noiseless quantum computations may be arbitrarily well approximated with low overhead.

Critically, the threshold for such a scheme is a constant independent of the size of the computation to be performed. This is a qualitative improvement on simply attempting to drive down raw error rates, which would naturally require tighter error tolerances as the computation grows, as noted earlier.

### 1.2 Resource-error trade-offs

One way of analysing the role of noise in quantum information processes is, as above, to use error correcting codes to construct specific fault-tolerant protocols, and analyse their performance. Another approach is to, leveraging techniques from quantum Shannon theory [1.14-1.16], study the fundamental trade-off between error rates and the performance for certain quantum tasks. A key advantage of this technique is that it allows for the error tolerance of these tasks to be analysed independent of the specific error correction procedure used.

## CHAPTER 1: INTRODUCTION

### 1.2.1 Channel coding

One of the simplest information theoretic tasks is communication via a noisy channel [1.17,1.18]. Here the goal is to provide encoding and decoding procedures such that messages may be transmitted over the channel, and successfully decoded with high probability. Generally there is a trade-off between the amount of data which may be transmitted per channel use, known as the rate, and the error rate associated with decoding.

Whilst quantum mechanical encodings can be used to transmit quantum information, in the form of qubits, they can also be used to transmit more classical information than classical encodings alone [1.191.21]. An example where this can be seen is the bit-flip channel,

$$
\begin{equation*}
\mathcal{E}(\rho)=(1-p) \rho+p X \rho X \tag{1.11}
\end{equation*}
$$

where $X=|0\rangle\langle 1|+|1\rangle\langle 0|$ is the bit-flip operator. If we just encode our messages into classical states, this channel acts as the binary symmetric channel, flipping each of our bits with probability $p$. As this channel has a non-zero probability of sending any bit-string to any other, we can never hope to noiselessly transmit messages in this way. If however we allow for quantum encodings, we can use a phase encoding,

$$
\begin{align*}
& 0 \rightarrow \frac{|0\rangle+|1\rangle}{\sqrt{2}},  \tag{1.12}\\
& 1 \rightarrow \frac{|0\rangle-|1\rangle}{\sqrt{2}} \tag{1.13}
\end{align*}
$$

such that our encoded states are now invariant under $\mathcal{E}$. As such, quantum mechanics allows us to perfectly transmit one bit per channel use. In this way we can see that the performance of a channel under classical and quantum encodings can vastly differ.

### 1.2.2 Resource theories

The laws of nature place restrictions on the allowed set of physical processes: nothing can move faster than the speed of light, CPT symmetry must be obeyed, energy may be neither created nor destroyed. Only considering allowed operations which obey these restrictions will imbue certain objects with value, much in the way that scarcity imbues goods with value in economics. The mathematical frameworks for studying such constrained physical systems are known as resource theories [1.22,1.23].

A resource theory is defined by specifying a set of free states and free operations. Any state which can be consumed to allow an operation outside of the free operations is referred to as a resource, e.g. a battery being consumed to charge a phone when energy cannot be created. Two important examples of resource theories are those of entanglement [1.24] and quantum thermodynamics [1.25-1.27].

The resource theory of entanglement arises from considering two or more parties who are incapable of performing non-local quantum operations. The free operations are any local operations together with classical communication (LOCC), while the free states are separable states. Supplying the parties with pre-shared entanglement however allows them to perform operations outside of LOCC-it is in this sense that entanglement is a resource in this setting. Indeed in the bipartite case, a maximally entangled state allows for an arbitrary operation to be performed, which is the basis of protocols such as quantum teleportation [1.28] and super-dense coding [1.29].

The resource theory of quantum thermodynamics arises from considering only operations which obey the laws of thermodynamics, as well as exchange with a thermal bath. There exist multiple ways of formalising this resource theory, which we discuss in detail in Chapters 6 and 7. In this theory, identifying resourceful states is not so straightforward, with both athermality and coherence forming quantum thermodynamic resources.

One way of assessing the resource values of given states is through the state interconversion problem, which asks which target states may be reached from a initial state using only free operations.

### 1.2.3 Asymptotics and finite-size effects

The state interconversion problem is often studied in one of two rather extreme regimes: single-shot or asymptotic.

In the single-shot regime we consider a single copy of our input state, and ask which output states we can reach to within some error tolerance $\epsilon$. The resulting conditions are often analytically complicated, as well as difficult to compute with, making these results impractical for all but the smallest systems.

In contrast to single-shot, the asymptotic regime is particularly mathematically convenient. Here we imagine having an arbitrarily large number of copies $n$ of our input state, and transforming these into $R n$ copies of our target state $\phi$ to within some error tolerance $\epsilon$, using only free operations. The question here is the trade-off between the rate $R$, the number of target states per input state, and the error tolerance $\epsilon$. The convenience of this asymptotic regime arises the ability to leverage concentration phenomena such as the asymptotic equipartition property.

Whilst both regimes help to illuminate the features of their underlying resource theories, neither analysis is particularly suitable when considering the intermediate regime of a large, but not infinite, number of particles. The single-shot analysis often scales poorly, and the asymptotic analysis neglects finite-size effects. For near-term applications it is therefore imperative to marry both of these approaches, to give analysis which applies in this intermediate regime.

### 1.3 Thesis overview

In this thesis we will study the roles of noise in quantum information processing, both by studying the design of quantum error correcting codes, as well as fundamental resource-error trade-offs in certain quantum information processing tasks.

In Chapter 2 we extend a mapping between quantum error correcting codes and statistical mechanical models, originally considered in Ref. [1.30], to the regime of correlated noise. Importantly, under this mapping the error correcting threshold of our code is mapped onto the phase transition of the resulting statistical mechanical model. As such, by utilising techniques for locating phase transitions, such as Monte Carlo simulation, this mapping may be used to estimate thresholds of codes, in a decoder-independent fashion. Moreover, using tensor network methods, we can also show that this mapping can provide an efficient algorithm which approximates the optimal decoder, generalising the decoder of Ref. [1.31] to more general codes and correlated error models. By way of example, we apply these methods to numerically study the surface code under a model of correlated bit-flip noise, showing how correlations within the noise model can significantly alter the resulting threshold.

In Chapter 3 we study the performance of the surface code under noise which is biased towards dephasing. By a simple modification, the surface code is known to exhibit an ultra-high threshold to
such noise, and we identify the features of the surface code which cause this. We show that in the limit of pure dephasing the error threshold approaches $50 \%$. We then study the sub-threshold behaviour, showing that careful choice of the system sizes used can dramatically lower the logical error rates. Lastly, we show numerically that all of these effects persist even when the bias is finite.

In Chapter 4 we consider error correcting codes for which only approximate logical operators are known. We show that, as long as they obey approximate commutation relations, these operators still imply the existence of an underlying error correcting code. Following the work of Ref. [1.32], we also discuss how this result can be interpreted from a condensed matter perspective, in terms of approximate anyonic statistics, serving as a certificate of topological order.

In Chapter 5 we consider trade-offs between the classical communication rate and error for communication over quantum channels. This problem is often analysed either in the regime where the error tolerance is fixed, or the transmission rate is fixed. In this work we consider an intermediate regime where both the rate approaches the capacity and the error probability vanishes. As well as providing an asymptotic analysis, we also consider finite-size corrections, which are important in the regime of large-but-finite channel uses.

In Chapters 6 and 7 we consider the trade-offs between error probabilities and the rates of state interconversion in the resource theories of quantum thermodynamics, entanglement, and coherence. In Chapter 6 we analyse the problem in the regime of constant error, which we then refine in Chapter 7 to also account for the possibility of sub-exponentially decreasing error.

In Chapter 8 we explore an interesting physical consequence of the results in Chapters 6 and 7, a phenomenon we refer to as resource resonance. We show that, by carefully engineering the resource interconversion process, this resonance allows one to greatly mitigate potentially detrimental finite-size effects. We verify this analytic prediction by performing exact numerical operations to observe this phenomenon even in relatively small systems. As well as this, we explore several applications, such as to small quantum heat engines.

Finally in Chapter 9 we provide an overview of the thesis, discuss possible extensions of this work, and give concluding remarks.

Each of the Chapters 2-8 are all self-contained papers, and all begin with reviews of the relevant literature and notation.
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#### Abstract

We give a broad generalisation of the mapping, originally due to Dennis, Kitaev, Landahl and Preskill, from quantum error correcting codes to statistical mechanical models. We show how the mapping can be extended to arbitrary stabiliser or subsystem codes subject to correlated Pauli noise models, including models of fault tolerance. This mapping connects the error correction threshold of the quantum code to a phase transition in the statistical mechanical model. Thus, any existing method for finding phase transitions, such as Monte Carlo simulations, can be applied to approximate the threshold of any such code, without having to perform optimal decoding. By way of example, we numerically study the threshold of the surface code under mildly correlated bit-flip noise, showing that noise with bunching correlations causes the threshold to drop to $p_{\text {corr }}=10.04(6) \%$, from its known iid value of $p_{\text {iid }}=10.917(3) \%$. Complementing this, we show that the mapping also allows us to utilise any algorithm which can calculate/approximate partition functions of classical statistical mechanical models to perform optimal/approximately optimal decoding. Specifically, for 2D codes subject to locally correlated noise, we give a linear-time tensor network-based algorithm for approximate optimal decoding which extends the MPS decoder of Bravyi, Suchara and Vargo.


Quantum mechanical systems are inherently sensitive to noise. The inability to completely suppress environmental noise and perform noiseless quantum operations therefore provides a significant barrier to scalable quantum information processing. To mitigate this, quantum error correcting codes [2.1,2.2] were developed that encode quantum information into a larger system whose redundant degrees of freedom provide protection from physical noise. For a given code family and noise process, quantum information can be encoded and decoded arbitrarily well below a critical noise strength known as the threshold. Whilst the threshold is defined with respect to the optimal decoder, it is also often also studied for the case of specific sub-optimal decoding procedures.

The most commonly studied model of noise in quantum codes is that of iid Pauli noise, in which each qubit is subjected to an independent, identical Pauli noise process. This is a mathematically convenient model, but it does not account for any possible correlations between errors. Whilst this model can provide a proof-of-principle that an error correction procedure can successfully withstand errors, many of the physical architectures in which we might hope to implement quantum error correction are known to experience correlated noise. Examples include proximity effects [2.3, 2.4] and bosonic couplings [2.4-2.11] in solid state systems. Correlations can also arise when modelling non-Markovian noise processes [2.12, 2.13]. As the threshold depends on the error model, including the presence and magnitude of correlations, taking these factors into account is important when attempting to specify physically relevant thresholds.

One of the most important correlated noise models is that of circuit-based noise [2.14-2.19], in which elementary gates and measurement are taken to be noisy. Even if we assume the noise introduced in each operation is independent, the operations themselves tend to propagate and accumulate errors, giving an overall correlated noise model. Importantly, there exist codes which have a threshold under this correlated noise model, which is known as the fault-tolerant threshold [2.20, 2.21]. Moreover, it can even be shown that there exist error correction procedures which allow not only for fault tolerant storage of quantum information, but also fault tolerant quantum computation, a result known as the quantum threshold theorem [2.22-2.25].

In the context of correlated noise, little is known about optimal decoding or fault tolerance procedures. For this reason, most Monte Carlo estimates of thresholds for correlated noise are given with respect to sub-optimal decoders and fault tolerance schemes [2.26-2.36]. Indeed, to our knowledge, no optimal thresholds are known for any interesting quantum code families with a non-trivially correlated noise models.

Remarkably, there exists a method for computing code thresholds with respect to iid Pauli noise called the statistical mechanical mapping [2.37]. In this technique, a classical statistical mechanical system is constructed from a quantum code with the noise model manifesting as a quenched disorder. This mapping is designed in such a way that the thermodynamic properties of the statistical mechanical system relate to the error correction properties of the quantum code, under the optimal decoder. This method has been used [2.38] to compute thresholds [2.39-2.43], including fault-tolerance thresholds [2.44-2.49], for a wide variety of code families based on topological codes [2.47], i.e. codes with spatially local stabiliser generators on a lattice in Euclidean space.

Importantly, this link implies that the error correction threshold in the code manifests as a phase transition in the resulting stat mech model. This insight implies that one may bring to bear the various numerical and analytical techniques for determining the phases of stat mech systems to indirectly estimate the threshold of our code, without having to implement optimal decoding.

## Summary of main results

In this manuscript we give a broad generalisation of the stat mech mapping to the case of correlated Pauli noise models acting on any stabiliser or subsystem quantum code. The original mapping for independent bit-flip noise [2.37], and subsequent generalisation for independent Pauli noise [2.39], works by showing that when a special condition known as the Nishimori condition [2.50] holds, a certain stat mech model with quenched disorder has a partition function that maps directly onto the probability of a logical class given the syndrome of a code. Our first result is that this fundamental
theorem continues to hold in much more generality for correlated noise using our more general stat mech mapping.

The specific notion of correlation allowed by our theorem is very general. We first show that any distribution arising from a factor graph admits such a mapping, which generalises independent noise as follows. In particular, it works whenever any cluster of errors that is sufficiently far apart is conditionally independent given the neighbouring spins of the clusters. This is the well-known spatial Markov condition, and it provides a systematic relaxation of the notion of independence, controlled by the length scale at which disjoint clusters become conditionally independent. When this length scale is zero, there are no intermediate spins on which to condition, and we recover the case of strictly independent noise. We make this notion precise in Definition 2.3 below.

We further generalise this to the case of spatio-temporally correlated noise by mapping to a system of one higher spatial dimension. This allows us to include the most relevant type of noise for quantum computing, namely circuit-based noise thresholds.

By performing Monte Carlo simulations of the resulting stat mech system, we then use this correspondence to approximate the threshold of the toric code subject to a correlated model of bit-flip errors, and quantify how a certain family of positively correlated errors affect the threshold.

Finally we will show how this mapping can also be used to give an efficient approximation of the maximum likelihood decoder. A consequence of this result is a generalisation of the tensor network decoder of Ref. [2.51] to any 2D surface code with spatially local noise correlations. The tensor network that yields the decoder can be approximately contracted in linear time in $n$, the number of qubits. The contraction sequence allows a systematic approximation of the maximum likelihood decoder by increasing the bond dimension cutoff of an intermediate matrix product state representation.

The paper is organised as follows. After introducing mathematical preliminaries and definitions in Section 2.1, we continue in Section 2.2 by reviewing the stat mech mapping in the case of independent noise. In Section 2.3 we then extend the mapping to account for noise models with spatial correlations. In Section 2.4 we apply this mapping to correlated bit-flip noise in the toric code, and perform Monte Carlo simulations to estimate the threshold. In Section 2.5 we extend our construction to spatiotemporal correlations and circuit-based noise. In Section 2.6 we prove that the phase boundary and the threshold coincide, and using this we show in Section 2.7 how tensor network methods yield efficient approximations of the optimal decoder. We conclude in Section 2.8, provide some background on correlated noise in Section 2.A, and details of our numerical simulations in Section 2.B.

### 2.1 Preliminaries

Fix a local dimension $d \in \mathbb{N}$. Let $\omega$ denote the fundamental $d$ th root of unity, and let $\mathcal{P}$ denote the set of Pauli operators modulo phase. We will associate a copy of the Paulis with each site $i$ for $1 \leq i \leq n$, denoting the Paulis supported on site $i$ by $\mathcal{P}_{i}$, and the set of global Paulis by $\mathcal{P}^{n}:=\times_{i=1}^{n} \mathcal{P}_{i}$.

Pauli operators always commute up to phase. As such, we can capture the non-commutativity of the Paulis via the scalar commutator $[\cdot, \cdot]: \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{C}$, defined by the relation $A B=[A, B] B A$. It can also be seen as the normalised trace of the group commutator,

$$
\begin{equation*}
[A, B]:=\frac{1}{d} \operatorname{Tr}[A, B] \tag{2.1}
\end{equation*}
$$

where $[A, B]:=A B A^{-1} B^{-1}$. We can see that the scalar commutator is a well-defined function on $\mathcal{P} \times \mathcal{P}$, as the group commutator is invariant under phases, $\left[e^{i \theta} A, e^{i \phi} B\right]=[A, B]$. In general the group commutator is not multiplicative ${ }^{1}$, but conveniently the scalar commutator of Paulis $i s$, in the sense that $[A, B C]=[A, B] \cdot[A, C]$. This also implies that Paulis commute under the scalar commutator, in the sense that $[A, B C]=[A, C B]$, which will be important for considering subsystem codes.

### 2.1.1 Stabiliser and Subsystem codes

The codes we will be considering in this work are Pauli stabiliser codes [2.52, 2.53]. A stabiliser code is defined by a subgroup $\mathcal{S}$ of the Paulis acting on $n$ qudits. This subgroup must be Abelian and have trivial overlap with the centre, $\mathcal{S} \cap\langle\omega I\rangle=\{I\}$. This group is typically specified in the form of a set of generators $\left\{S_{k}\right\}_{k}$. The associated code space is given by all states which are stabilised by every element of the stabiliser group, i.e. all $|\psi\rangle$ such that $s|\psi\rangle=|\psi\rangle$ for all $s \in \mathcal{S}$.

The logical (Pauli) operators of such a code are given by the centraliser of the stabiliser group, that is the set of all $L \in \mathcal{P}^{n}$ such that $[s, L]=+1$ for all stabilisers $s \in \mathcal{S}$. As the stabilisers act trivially on the code space, logicals which differ just by a stabiliser have identical action on the code space, and we will refer to them as logically equivalent.

Suppose that we start in a code state $|\psi\rangle$, and our system suffers an error $E \in \mathcal{P}^{n}$, leaving it in state $E|\psi\rangle$. The first step in the error correction procedure begins by measuring each of the stabiliser generators $\left\{S_{k}\right\}_{k}$. The Pauli error model has the key feature that any given error yields a deterministic outcome. Specifically, measuring the $k$ th stabiliser generator deterministically gives the outcome $\left[S_{k}, E\right]$, and therefore does not disturb the state. Importantly, this outcome does not depend on the initial code state $|\psi\rangle$, depending only on the error $E$. We refer to the collection of all such measurement outcomes as the syndrome.

A decoder for such a code is an algorithm which takes as input the syndrome, and outputs a decoding Pauli $D$. We then apply $D^{-1}$ to the state, in the hope that this corrects the error. This decoding successfully restores the system back to the original code state if and only if $D$ was logically equivalent to the true error $E$, i.e. $D^{-1} E \in \mathcal{S}$.

A more general notion of quantum code is that of a subsystem code [2.54]. Here, some fraction of the logical qubits are sacrificed to become so-called gauge qubits. Gauge qubits then provide a workspace that simplifies some of the measurements, since instead of measuring a stabiliser directly one can measure combined gauge and stabiliser operators that might have lower weight. In a subsystem code, the gauge group is generated by all of the stabiliser and the gauge operators, and the stabiliser group is the centre of the gauge group (modulo phase). Thus, measuring enough gauge generators to reconstruct the stabilisers is sufficient to perform quantum error correction in a subsystem code. This is true even though general elements of the gauge group don't commute, since the stabiliser elements do commute by virtue of living in the centre. We refer the reader to Ref. [2.54] for a more detailed discussion of subsystem codes.

In what follows, we never use the fact that the stabiliser generators commute. We only use the fact that Pauli errors form an abelian error algebra, since they commute modulo the scalar commutator. That is, given two Pauli operators $P$ and $Q$, the accumulated error on a state is the same if one applies $P Q$ or if one applies $Q P$. Because of this fact, everything that we derive below also applies to

[^0]subsystem codes where gauge generators are used in place of stabiliser generators. With the exception of Section 2.5, we will use the simpler language of stabiliser codes throughout, but with the understanding that the results can easily be generalised to subsystem codes.

### 2.2 The statistical mechanical mapping

Before considering correlated noise, we start by reviewing the case of independent noise, as first considered in Ref. [2.37]. Although this material is review, our goal is to write the derivation of the independent case in such a way that the correlated case falls out as naturally as possible.

For notational convenience, we will restrict out attention to stabiliser codes for this section, but we note that the below construction can be naturally extended to subsystem codes by replacing stabiliser generators by gauge generators.

Consider a code given by a set of stabiliser generators $\left\{S_{k}\right\}_{k}$. In this section we will be considering an independent Pauli noise model: let $\left\{p_{i}\right\}_{i}$ be probability distributions on $\mathcal{P}_{i}$ which describe the probability of a Pauli error (independently) occurring at each site $i$. The probability of an overall error $E \in \mathcal{P}^{n}$ is therefore given by

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{i=1}^{n} p_{i}\left(E_{i}\right) \tag{2.2}
\end{equation*}
$$

where $E_{i}$ denotes the action of $E$ within $\mathcal{P}_{i}$.

### 2.2.1 Statistical mechanical model

We now want to develop a (classical) spin model whose statistical mechanical properties capture the error correction properties of our quantum code, in such a way that that the threshold in the latter naturally corresponds to a phase transition in the former.

The state space of this model will correspond to the stabiliser group, with the noise model determining the interactions. Specifically, associate a classical spin degree of freedom $c_{k}$ with each stabiliser generator $S_{k}$. We will consider each degree of freedom as a member of $\mathbb{Z}_{d}$, and so our full state space ${ }^{2}$ is given by $\times_{k} \mathbb{Z}_{d}$.

The family of Hamiltonians we will consider is defined as follows.
Definition 2.1 (Stat mech Hamiltonian: independent noise). For a Pauli $E \in \mathcal{P}^{\times n}$, and coupling strengths $\left\{J_{i}: \mathcal{P}_{i} \rightarrow \mathbb{R}\right\}_{i}$, our Hamiltonian $H_{E}$ is defined as

$$
\begin{equation*}
H_{E}(\vec{c})=-\sum_{i, \sigma \in \mathcal{P}_{i}} J_{i}(\sigma)[\sigma, E] \prod_{k}\left[\sigma, S_{k}\right]^{c_{k}} \tag{2.3}
\end{equation*}
$$

for any state $\vec{c} \in \times_{k} \mathbb{Z}_{d}$, where $E$ forms a (quenched) disorder parameter. Here the sum is over all qudits $i$ and all elements $\sigma$ in the local Pauli group $\mathcal{P}_{i}$.

[^1]For algebraic manipulation, it will be convenient to note that the above Hamiltonian can also be written as

$$
\begin{equation*}
H_{E}(\vec{c})=-\sum_{i, \sigma \in \mathcal{P}_{i}} J_{i}(\sigma)\left[\sigma, E \prod_{k} S_{k}^{c_{k}}\right] \tag{2.4}
\end{equation*}
$$

due to the multiplicativity of the scalar commutator.
Physically, these Hamiltonians correspond to random bond Ising-type models for $d=2$. This can be seen by putting the Hamiltonian in terms of the degrees of freedom $s_{k}:=(-1)^{c_{k}}$,

$$
\begin{equation*}
H_{E}(\vec{s})=-\sum_{i, \sigma \in \mathcal{P}_{i}} \overbrace{J_{i}(\sigma)}^{\text {Strength }} \overbrace{[\sigma, E]}^{\text {Disorder }} \overbrace{\prod_{k:\left[\sigma, S_{k}\right]=-1} s_{k}}^{\text {Interactions }} . \tag{2.5}
\end{equation*}
$$

Similarly for $d>2$ this can be seen as a type of random-bond vector Potts model (or clock model).
Readers familiar with the prior work on stat mech Hamiltonians (beginning with [2.37]) might be puzzled as to why we write such a convoluted form of $H_{E}$ for our definition rather than the straightforward Ising-type model in Equation (2.5). The answer is that, as we will see below, this formulation gives the simplest path to generalising these results to the case of correlated noise.

We note that if our stabiliser generators are local, in the sense that each site is only acted upon non-trivially by a finite number of stabiliser generators, then this Hamiltonian is also local, in the sense that each interaction only touches a finite number of sites.

In this construction, each of our interactions corresponded to a site $i$ and a $\sigma \in \mathcal{P}_{i}$, i.e. a single-site Pauli. As we will see in Section 2.3, this is intimately linked with the restriction to independent noise, and that including larger range interactions will allow us to account for correlated error models.

Before considering specific coupling strengths, we note that this model has been constructed such that it is symmetric under multiplying the disorder $E$ by a stabiliser generator $S_{k}$ and adding to the corresponding degree of freedom $c_{k}$. Specifically,

$$
\begin{equation*}
H_{E S_{k}}(\vec{c})=H_{E}(\vec{c}+\hat{k}) \tag{2.6}
\end{equation*}
$$

This can be seen by noting that our Hamiltonian only depends on each $c_{k}$ via $E S_{k}^{c_{k}}$, which itself has this symmetry.

### 2.2.2 Nishimori condition

We now want to consider the coupling strengths required such that the above model reproduces the statistical properties of our quantum code and noise model. Specifically we want to choose these couplings such that

$$
\begin{equation*}
Z_{E}=\operatorname{Pr}(\bar{E}), \tag{2.7}
\end{equation*}
$$

where $Z_{E}$ is the partition function of the Hamiltonian $H_{E}$ with quenched disorder $E, \operatorname{Pr}(\bar{E})$ denotes the probability of a logical class of errors, and $\bar{E}$ denotes the set of errors which are logically equivalent to $E$. A sufficient condition for this is given by the Nishimori conditions.

Definition 2.2 (Nishimori conditions: independent noise). An inverse temperature $\beta$ and coupling strengths $\left\{J_{i}\right\}_{i}$ satisfy the Nishmori conditions with respect to distributions $\left\{p_{i}\right\}_{i}$ if

$$
\begin{equation*}
\beta J_{i}(\sigma)=\frac{1}{|\mathcal{P}|} \sum_{\tau \in \mathcal{P}_{i}} \log p_{i}(\tau)\left[\sigma, \tau^{-1}\right] \tag{2.8}
\end{equation*}
$$

holds for all $i$ and $\sigma \in \mathcal{P}_{i}$.
Note that Equation (2.8) is not defined if any of the $p_{i}(\tau)$ are exactly zero. However, in those cases, we can formally manipulate $\log 0$ together with the convention that $\exp (\log 0)=0$ and obtain sensible answers. A more rigorous treatment taking limits is certainly possible, but would obscure the thrust of the argument, so we neglect these details.

This now allows us to prove the critical property of our stat mech mapping, which we refer to as the fundamental theorem.

Theorem 2.1 (Fundamental theorem of stat mech mapping: independent noise). Given the stat mech Hamiltonian (Equation (2.3)) associated to a noise model that satisfies the Nishimori condition (Equation (2.8)), the probability of a logical class of errors is equal to the corresponding partition function,

$$
\begin{equation*}
Z_{E}=\operatorname{Pr}(\bar{E}) \tag{2.9}
\end{equation*}
$$

Proof. First we note that the Nishimori condition takes the form of an (inverse) Fourier transform of the $\log$-probabilities $\log p_{i}$ with respect to the Pauli group. Using the orthogonality condition $\sum_{\sigma}[\sigma, \rho]=|\mathcal{P}| \delta_{\rho, I}$, we can see that this is equivalent to the requirement that the Fourier transform of $\beta J_{i}$ is $\log p_{i}$, specifically

$$
\begin{equation*}
\sum_{\sigma \in \mathcal{P}_{i}} \beta J_{i}(\sigma)[\sigma, E]=\log p_{i}\left(E_{i}\right) . \tag{2.10}
\end{equation*}
$$

Summing over sites $i$, we see that this means the Gibbs weight in the all-zero state reproduces the error probability,

$$
\begin{align*}
e^{-\beta H_{E}(\overrightarrow{0})} & =\exp \left(\sum_{i, \sigma \in \mathcal{P}_{i}} \beta J_{i}(\sigma)[\sigma, E]\right)  \tag{2.11a}\\
& =\exp \left(\sum_{i} \log p_{i}\left(E_{i}\right)\right)  \tag{2.11b}\\
& =\prod_{i} p_{i}\left(E_{i}\right)=\operatorname{Pr}(E) . \tag{2.11c}
\end{align*}
$$

Lastly, we can use the symmetry property to write the partition function as a sum over logically equivalent disorders, giving the probability of logical class as required,

$$
\begin{equation*}
Z_{E}=\sum_{\vec{c}} e^{-\beta H_{E}(\vec{c})}=\sum_{S \in \mathcal{S}} e^{-\beta H_{E S}(\overrightarrow{0})}=\operatorname{Pr}(\bar{E}) . \tag{2.12}
\end{equation*}
$$



Figure 2.1: Stat mech mapping of toric code with iid noise. Solid circles indicate qubits, and hollow circles indicate the spins of the stat mech model. The lines connecting the spins to the highlighted green qubit indicate the spins which are coupled by the interactions corresponding to that qubit. The interaction terms corresponding to a qubit on a horizontal edge $(i, j, \leftrightarrow)$ give a horizontal Ising coupling on the $X$-sublattice, a vertical Ising coupling on the $Z$-sublattice, and a four-body term coupling the two sub-lattices. The vertical qubit $(i, j, \downarrow)$ gives rotated versions of these couplings. The full Hamiltonian is given in Equations (2.13) and (2.14).

This correspondence between logical class probabilities and partition functions suggests that the regimes in which error correction is and is not possible in our code correspond naturally to phases in our stat mech model. We will show this explicitly in Section 2.6, and see that the error correcting threshold manifests as a quenched phase transition.

In Section 2.7 we will also see how this correspondence, together with tensor network methods for approximating partition functions, can be used to construct a family of efficient tensor network algorithms which approximate maximum likelihood decoding.

### 2.2.3 Example: Toric code

We now consider several examples of the stat mech systems corresponding to the toric code with iid noise. Let $p$ be the marginal distribution of errors on a single qubit. Given that our stabilisers split into $X$-type stars and $Z$-type plaquettes, we will divide the spins into two corresponding sub-lattices, denoting them $\left\{s_{k}^{X}\right\}_{k}$, the $X$-sublattice, or $\left\{s_{k}^{Z}\right\}_{k}$, the $Z$-sublattice, respectively. Applying our mapping to this code gives the Hamiltonian

$$
\begin{align*}
H_{E}=-\sum_{e}(J(I) & +J(X)\left[X, E_{e}\right] \prod_{\partial f \ni e} s_{f}^{Z}  \tag{2.13}\\
& +J(Z)\left[Z, E_{e}\right] \prod_{v \in \partial e} s_{v}^{X} \\
& \left.+J(Y)\left[Y, E_{e}\right] \prod_{\partial f \ni e} s_{f}^{Z} \prod_{v \in \partial e} s_{v}^{X}\right),
\end{align*}
$$

where $v, e, f$ denote vertices, edges, and faces in the lattice, $\partial e$ denote the vertices surrounding an edge, and $\partial f$ the edges surrounding a face. We note that the above Hamiltonian is not only valid for the toric code, but in fact any homology code.

Writing this Hamiltonian out more explicitly in Cartesian coordinates, as indicated in Figure 2.1, we see that our model corresponds to two copies of the 2D random bond Ising model on each sublattice, with a four-body coupling between them, specifically

$$
\begin{align*}
H_{E}=-\sum_{i, j}(2 J(I) & +J(X)\left[X, E_{i, j, \leftrightarrow}\right] s_{i, j}^{Z} s_{i, j+1}^{Z}  \tag{2.14}\\
& +J(X)\left[X, E_{i, j, \uparrow}\right] s_{i, j}^{Z} s_{i+1, j}^{Z} \\
& +J(Z)\left[Z, E_{i, j, \leftrightarrow}\right] s_{i, j}^{X} s_{i-1, j}^{X} \\
& +J(Z)\left[Z, E_{i, j, \downarrow}\right] s_{i, j}^{X} s_{i, j-1}^{X} \\
& +J(Y)\left[Y, E_{i, j, \leftrightarrow}\right] s_{i, j}^{Z} s_{i, j+1}^{Z} s_{i, j}^{X} s_{i-1, j}^{X} \\
& \left.+J(Y)\left[Y, E_{i, j, \uparrow}\right] s_{i, j}^{Z} s_{i+1, j}^{Z} s_{i, j}^{X} s_{i, j-1}^{X}\right),
\end{align*}
$$

where $E_{i, j, \leftrightarrow}$ and $E_{i, j, \downarrow}$ indicate the action of the error $E$ on the $(i, j)$ th horizontal and vertical qubits (see Figure 2.1). The terms inside the parentheses are the interactions corresponding to the qubits labelled $(i, j, \leftrightarrow)$ and $(i, j, \downarrow)$ as indicated in Figure 2.1.

The Nishimori conditions give coupling strengths of the form

$$
\begin{align*}
& J(I)=\frac{1}{4 \beta} \log p(I) p(X) p(Y) p(Z)  \tag{2.15a}\\
& J(X)=\frac{1}{4 \beta} \log \frac{p(I) p(X)}{p(Y) p(Z)}  \tag{2.15b}\\
& J(Z)=\frac{1}{4 \beta} \log \frac{p(I) p(Z)}{p(X) p(Y)}  \tag{2.15c}\\
& J(Y)=\frac{1}{4 \beta} \log \frac{p(I) p(Y)}{p(X) p(Z)} . \tag{2.15d}
\end{align*}
$$

We now consider this model for specific iid error models of interest.

## Depolarising noise (Bombin et.al.)

If we consider the depolarising channel, with $p(I)=1-p$ and $p(X)=p(Y)=p(Z)=p / 3$, then our model reduces to

$$
\left.\begin{array}{rl}
H_{E}=-\sum_{i, j}(-K & +J\left[X, E_{i, j, \leftrightarrow}\right] s_{i, j}^{Z} s_{i, j+1}^{Z}  \tag{2.16}\\
& +J\left[X, E_{i, j, \downarrow}\right] s_{i, j}^{Z} s_{i+1, j}^{Z} \\
& +J\left[Z, E_{i, j, \leftrightarrow}\right] s_{i, j}^{X} s_{i-1, j}^{X} \\
& +J\left[Z, E_{i, j, \downarrow}\right] s_{i, j}^{X} s_{i, j-1}^{X} \\
& +J\left[Y, E_{i, j, \leftrightarrow}\right] s_{i, j}^{Z} s_{i, j+1}^{Z} s_{i, j}^{X} s_{i-1, j}^{X} \\
& +J\left[Y, E_{i, j, \uparrow}\right] s_{i, j}^{Z} s_{i+1, j}^{Z} s_{i, j}^{X} S_{i, j-1}^{X}
\end{array}\right),
$$

with Nishimori conditions

$$
\begin{align*}
\beta K & =\frac{1}{2} \log \frac{27}{p^{3}(1-p)}  \tag{2.17a}\\
\beta J & =\frac{1}{4} \log \frac{3(1-p)}{p} \tag{2.17b}
\end{align*}
$$

This corresponds to a disordered variant of the eight-vertex model [2.55-2.57], which was considered in Ref. [2.39].

## Independent X and Z

Consider now a model with independent $X$ and $Z$ errors. Specifically let $p_{X}, p_{Z}$ denote the probability of each generator, such that

$$
\begin{align*}
p(I) & =\left(1-p_{X}\right)\left(1-p_{Z}\right),  \tag{2.18a}\\
p(X) & =p_{X}\left(1-p_{Z}\right),  \tag{2.18b}\\
p(Z) & =\left(1-p_{X}\right) p_{Z},  \tag{2.18c}\\
p(Y) & =p_{X} p_{Z} . \tag{2.18d}
\end{align*}
$$

Importantly, this means that $p(X) p(Z)=p(I) p(Y)$, and therefore $J(Y)=0$. This has the effect of decoupling the two sub-lattices into two non-interacting random-bond Ising models, such that the Hamiltonian can be decomposed $H_{E}=H_{E}^{X}+H_{E}^{Z}$, where

$$
\begin{align*}
H_{E}^{X}=-\sum_{i, j}\left(-K^{X}\right. & +J^{X}\left[Z, E_{i, j, \leftrightarrow}\right] s_{i, j}^{X} s_{i-1, j}^{X}  \tag{2.19a}\\
& \left.+J^{X}\left[Z, E_{i, j, \mathfrak{\uparrow}}\right] s_{i, j}^{X} s_{i, j-1}^{X}\right) \\
H_{E}^{Z}=-\sum_{i, j}\left(-K^{Z}\right. & +J^{Z}\left[X, E_{i, j, \leftrightarrow}\right] s_{i, j}^{Z} s_{i, j+1}^{Z}  \tag{2.19b}\\
& \left.+J^{Z}\left[X, E_{i, j, \uparrow 1}\right] s_{i, j}^{Z} S_{i+1, j}^{Z}\right)
\end{align*}
$$

and

$$
\begin{align*}
K^{A} & =\frac{1}{2 \beta} \log \frac{1}{p_{A}\left(1-p_{A}\right)}  \tag{2.20a}\\
J^{A} & =\frac{1}{2 \beta} \log \frac{1-p_{A}}{p_{A}}, \tag{2.20b}
\end{align*}
$$

for $A \in\{X, Z\}$. This corresponds to two decoupled copies of the random-bond Ising model, with disorder probabilities $p_{X}$ and $p_{Z}$. The decoupled nature of these two models is generic for CSS codes (i.e., codes whose stabilisers split into separate $X$ and $Z$ type) under independent $X$ and $Z$ noise. A further consequence of this is that the optimal decoder can decode the $X$ and $Z$ errors independently.

## Pure bit-flip noise (Dennis et.al.)

As mentioned when we introduced the Nishimori condition above, care must be taken whenever the noise model does not have full support, as our Hamiltonian becomes divergent on certain states. An
important example of such a model is that of iid bit-flip noise, as was considered in the seminal paper Ref. [2.37]. Here we take $p(I)=1-p, p(X)=p$, and $p(Y)=p(Z)=0$.

We know that the Nishimori condition implies

$$
\begin{equation*}
H_{E}(\vec{c})=-\frac{1}{\beta} \log \operatorname{Pr}\left(E \prod_{k} S_{k}^{c_{k}}\right) \tag{2.21}
\end{equation*}
$$

Given that the probability of any error containing any non-trivial $Z$ contribution is zero in this error model, this tells us that any state which is not entirely magnetised on the $Z$-sub-lattice ( $s_{i, j}^{Z} s_{i+1, j}^{Z}=-1$ or $s_{i, j}^{Z} s_{i, j+1}^{Z}=-1$ for some $\left.i, j\right)$ has infinite energy. We can interpret this as the degrees of freedom in this sub-lattice being frozen out, into the one of the two entirely magnetised states. Restricting to these (degenerate) $Z$-magnetised states $\left(s_{i, j}^{Z} s_{i+1, j}^{Z}=s_{i, j}^{Z} s_{i, j+1}^{Z}=+1\right.$ for all $i, j$ ), our Hamiltonian therefore reduces to a single copy of the random bond Ising model

$$
\begin{align*}
H_{E}=-\sum_{i, j}(-2 K & +J\left[Z, E_{i, j, \leftrightarrow}\right] s_{i, j}^{X} s_{i-1, j}^{X}  \tag{2.22}\\
& \left.+J\left[Z, E_{i, j, \downarrow}\right] s_{i, j}^{X} s_{i, j-1}^{X}\right),
\end{align*}
$$

where

$$
\begin{align*}
K & =\frac{1}{2 \beta} \log \frac{1}{p(1-p)},  \tag{2.23a}\\
J & =\frac{1}{2 \beta} \log \frac{1-p}{p} \tag{2.23b}
\end{align*}
$$

We can see now that $J$ and $K$ are both finite for any $p \in(0,1)$, meaning that our Hamiltonian is no longer divergent on the remaining degrees of freedom. Moreover, this is the Hamiltonian that was considered in Ref. [2.37]. This shows that, taking appropriate care, errors models without full support can also be considered using this construction, after considering frozen out degrees of freedom.

### 2.2.4 Extensions

The stat mech mapping for independent noise can also be generalised to several other noise models.
Noisy measurements The first example is a noise model consisting of independent noise, and independently noisy measurements. This can be modelled by including an ancilla bit for each stabiliser, and replacing stabilisers $S \rightarrow S \otimes Z$, where the $Z$ acts on this ancilla. Any bit-flip noise on this ancilla bit will effectively model noisy measurements.

Leakage errors Leakage can be accounted for by explicitly including flag bits. The precise construction however will depend on what model of leakage is being used.

Overlapping independent One simple toy model for spatially correlated errors is a model in which independent noise processes acts on overlapping regions, where the overall error is given by the product of these local errors. An example of this is the 'nearest-neighbor depolarizing' model of Ref. [2.89], in which each nearest-neighbour pair is afflicted uniformly by any non-trivial 2 qubit error with probability $1-p$. We discuss modifying the stat mech mapping for models such as this in Section 2.C.

### 2.3 Correlated noise

Now that we have reviewed the stat mech construction for independent Pauli noise, we now want to consider extending this to correlated noise models.

We will consider a model with local spatial correlations, which forms a natural and systematic way of relaxing the independence condition above. Specifically, we want to consider models in which errors at sufficiently distant locations are conditionally independent, but in which they may be arbitrarily correlated at short range. The conditional dependences described above are naturally represented through probabilistic graphical models, such as Markov random fields and Bayesian networks. Below we will focus on a simpler and more mathematically convenient model of factored distributions. We discuss the relationship between these models in more detail in Section 2.A.

### 2.3.1 Factored distributions

For a global error $E \in \mathcal{P}^{n}$, let $E_{i}$ denote the action on a single site $i$. Similarly, for some set of sites $R=\left\{i_{1}, i_{2}, \ldots\right\}$, let $E_{R}$ denote action of $E$ on sites in $R$, i.e. $E_{R}:=\otimes_{i \in R} E_{i}$.

For the previous mapping, we leveraged the fact that independence of two random variables $A$ and $B$ implies their joint distribution factors, $\operatorname{Pr}(A, B)=\operatorname{Pr}(A) \cdot \operatorname{Pr}(B)$. We now want to consider more general distributions which can also be locally factored.
Definition 2.3 (Factored distribution). A distribution factors over sets $\left\{R_{j}\right\}_{j}$ if there exists nonnegative functions $\left\{\phi_{j}: \mathcal{P}_{R_{j}} \rightarrow \mathbb{R}^{+}\right\}_{j}$ such that

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{j} \phi_{j}\left(E_{R_{j}}\right) \tag{2.24}
\end{equation*}
$$

If the regions $\left\{R_{j}\right\}_{j}$ are disjoint, then these just correspond to distributions which are independent after appropriate coarse-graining. We, however, do not require that these regions are disjoint, which allows us to consider genuinely correlated noise models, which remain correlated even after coarsegraining. In another extreme limit, if there is only a single region $R$ and it contains all of the random variables, then we can take $\phi_{R}$ to be simply the complete joint probability distribution. This shows that the structure of the individual regions $R_{j}$ can interpolate between the case of independent noise (when $R_{j}=\{j\}$ ) and a general distribution (when $R=\{1, \ldots, n\}$ ). Intermediate cases correspond to probability distributions with differing ranges of correlation. Thus the factored distribution formalism forms a natural ansatz for describing finite-range correlations efficiently in a probabilistic model. We refer the reader to Section 2.A for more discussion of factored distributions.

### 2.3.2 Correlated statistical mechanical mapping

We now extend the stat mech mapping to the case of correlated noise. Specifically we will consider an error model which factors over $\left\{R_{j}\right\}_{j}$, with factors $\left\{\phi_{j}\right\}_{j}$. In the mapping for independence noise, each interaction term corresponding to a single-site Pauli. As hinted at earlier, we can account for correlated noise models by including interaction terms corresponding to multi-site $\sigma$, specifically $\sigma$ living on a single region $R_{j}$. Recall that $S_{k}$ are the stabilisers of the quantum code and $c_{k}$ are the associated $d$-level classical degrees of freedom taking values in $\mathbb{Z}_{d}$. Then the stat mech Hamiltonian takes the following form.

Definition 2.4 (Stat mech Hamiltonian: correlated noise). For a Pauli $E \in \mathcal{P}^{n}$, and coupling strengths $\left\{J_{j}: \mathcal{P}_{R_{j}} \rightarrow \mathbb{R}\right\}_{j}$, the stat mech Hamiltonian $H_{E}$ is defined as

$$
\begin{equation*}
H_{E}(\vec{c})=-\sum_{j, \sigma \in \mathcal{P}_{R_{j}}} J_{j}(\sigma)[\sigma, E] \prod_{k}\left[\sigma, S_{k}\right]^{c_{k}} \tag{2.25}
\end{equation*}
$$

We notice that we can once again use the multiplicativity of the scalar commutator to rewrite this in the more mathematically convenient form

$$
\begin{equation*}
H_{E}(\vec{c})=-\sum_{j, \sigma \in \mathcal{P}_{R_{j}}} J_{j}(\sigma)\left[\sigma, E \prod_{k} S_{k}^{c_{k}}\right], \tag{2.26}
\end{equation*}
$$

and see that our Hamiltonian retains the symmetry we leveraged in the independent case,

$$
\begin{equation*}
H_{E S_{k}}(\vec{c})=H_{E}(\vec{c}+\hat{k}) \tag{2.27}
\end{equation*}
$$

In order for the definition of the stat mech Hamiltonian to connect to the error probabilities of the quantum code for a given noise model, we need to find an analogue of the Nishimori conditions. Fortunately, our formulation of this condition in the independent case gives an immediate generalisation.

Definition 2.5 (Nishimori conditions: correlated noise). An inverse temperature $\beta$ and coupling strengths $\left\{J_{j}\right\}_{j}$ satisfy the Nishimori conditions with respect to factors $\left\{\phi_{j}\right\}_{j}$ if

$$
\begin{equation*}
\beta J_{j}(\sigma)=\frac{1}{\left|\mathcal{P}_{R_{j}}\right|} \sum_{\tau \in \mathcal{P}_{R_{j}}} \log \phi_{j}(\tau)\left[\sigma, \tau^{-1}\right] \tag{2.28}
\end{equation*}
$$

Using a proof analogous to the independent case Theorem 2.1, we also get a fundamental theorem for this correlated model.

Theorem 2.2 (Fundamental theorem of stat mech mapping: correlated noise). Given the stat mech Hamiltonian (Equation (2.25)) associated to a noise model that satisfies the Nishimori condition (Equation (2.28)), the probability of a logical class of errors is equal to the corresponding partition function,

$$
\begin{equation*}
Z_{E}=\operatorname{Pr}(\bar{E}) . \tag{2.29}
\end{equation*}
$$

As with the independent case, we will see that this similarly implies that the error-correction threshold manifests as a quenched phase transition (Section 2.6), and that this allows us to construct efficient tensor network approximations to the maximum likelihood decoder (Section 2.7).

### 2.3.3 Noise Hamiltonian

Consider the case where each factor $\phi_{j}$ is strictly positive. Suppose we define the local Hamiltonian

$$
\begin{equation*}
\tilde{H}(E):=-\sum_{j} \log \phi_{j}(E), \tag{2.30}
\end{equation*}
$$



Figure 2.2: Stat mech couplings induced by pairwise correlated bit-flips in the toric code. Solid circles indicate qubits, and hollow circles the spins of our stat mech model, corresponding to stabiliser generators. Green ellipses denote the type of correlations, specifically the regions over which the error model factors. These correspond to the interactions in the noise Hamiltonian Equation (2.33). Blue edges connecting spins indicate the couplings induced in the statistical mechanical model by such correlations. The labelled couplings a), b) and c) respectively correspond to: a) nearest-neighbour correlations induce a two-body diagonal coupling, b) next-nearest neighbour (across-plaquette) correlations induce a four-body face coupling, c) next-nearest-neighbour (across-vertex) induce two-body distance-2 couplings.
which we refer to as the noise Hamiltonian. The states of this Hamiltonian are labelled by Pauli errors, elements of $\mathcal{P}^{n}$. The noise model then corresponds to thermal distribution of this Hamiltonian at inverse-temperature $\beta=1$,

$$
\begin{equation*}
\operatorname{Pr}(E)=e^{-\tilde{H}(E)} \tag{2.31}
\end{equation*}
$$

Expressed in this way, the Nishimori condition, Definition 2.5, can be seen as a relationship between the stat mech Hamiltonian of Definition 2.4 and the noise Hamiltonian of Equation (2.30). Specifically, it takes the form

$$
\begin{equation*}
\beta H_{E}(\vec{c})=\tilde{H}\left(E \prod_{k} S_{k}^{c_{k}}\right) \tag{2.32}
\end{equation*}
$$

In this sense we see that, when the Nishimori condition is satisfied, the interactions within the stat mech Hamiltonian $H_{E}$ naturally correspond to those in the noise Hamiltonian $\tilde{H}$, but with a change in the underlying state space.

### 2.3.4 Example: Toric code with correlated bit flips

We now consider an example of a correlated noise model: correlated bit-flips in the toric code. Consider a noise model defined by an Ising noise Hamiltonian with coupling $\tilde{J}$ and field strength $\tilde{h}$,

$$
\begin{equation*}
\tilde{H}=-\sum_{e} \tilde{h} x_{e}-\sum_{e \sim e^{\prime}} \tilde{J} x_{e} x_{e^{\prime}} \tag{2.33}
\end{equation*}
$$

where we have chosen the convention that $x_{e}=-1$ corresponds to $E_{e}=X$ and $x_{e}=+1$ to $E_{e}=I$. Here $\tilde{J}$ controls the magnitude (and sign) of the correlations, with $\tilde{J}=0$ corresponding to independent errors, $\tilde{J}>0$ to bunching errors, and $\tilde{J}<0$ to anti-bunching errors.

For a given error $E$ (and the corresponding values of the spin variables $x_{e}$ ), the stat mech model is of the form

$$
\begin{equation*}
H_{E}=-\sum_{e}\left(h_{e} x_{e}\right) \prod_{v \in \partial e} s_{v}-\sum_{e \sim e^{\prime}}\left(J x_{e} x_{e^{\prime}}\right) \prod_{v \in \partial\left(e e^{\prime}\right)} s_{v} \tag{2.34}
\end{equation*}
$$

where $\partial\left(e e^{\prime}\right)$ denotes the vertices that surround either $e$ or $e^{\prime}$, but not both. Here the variables $s_{v}$ form the degrees of freedom, and the $x_{e}$ form the quenched disorder. The Nishimori conditions for this model reduce to $\beta J=\tilde{J}$ and $\beta h=\tilde{h}$.

As in the independent case, we can see that the $\tilde{h}$ field term in our noise Hamiltonian has induced a 2 D random-bond Ising model. The addition of the $\tilde{J}$ term has induced additional longer range couplings. The geometry of these couplings is shown is Figure 2.2 for the case where the noise correlations couple nearest-neighbour and next-nearest-neighbour qubits. The corresponding stat mech Hamiltonian has a similar locality, and contains at most 4-body interactions among the $s_{v}$ degrees of freedom.

### 2.4 Numerics

A key advantage of the stat mech mapping is that it allows us to reappropriate techniques for determining the phase diagrams of classical spin systems for approximating the thresholds of quantum codes. By way of example, we consider using Monte Carlo simulations to determine the threshold of the toric code under a correlated model of bit-flip noise.

We shall consider the model of 'across-plaquette' correlated bit-flips described in Section 2.3.4 (see Figure 2.2 b ). We will restrict our attention to noise which obeys certain natural symmetries, namely, that the correlations are site-independent and symmetric between correlated errors. This is equivalent to saying that the noise Hamiltonian has symmetric, site-independent interaction terms.

Instead of expressing this model in terms of an Ising noise Hamiltonian, it will be convenient to parameterise this model in terms of the marginal error rate. Let $p$ denote the marginal error probability on any site, i.e. $\operatorname{Pr}\left(E_{e}=X\right)=p$ on any edge $e$. Suppose that the error probability given that a neighbouring error has or has not occurred is $p_{ \pm}$, so that

$$
\begin{align*}
& \operatorname{Pr}\left(E_{e}=X \mid E_{e^{\prime}}=X\right)=p_{+},  \tag{2.35a}\\
& \operatorname{Pr}\left(E_{e}=X \mid E_{e^{\prime}}=I\right)=p_{-}, \tag{2.35b}
\end{align*}
$$

where $e$ and $e^{\prime}$ lie on opposite sides of a plaquette. For the marginal probability to be $p$, these probabilities are subject to the consistency condition $p=p p_{+}+(1-p) p_{-}$.

If $p_{-}<p<p_{+}$the errors tend to bunch together, whereas they tend to anti-bunch if $p_{-}>p>p_{+}$. A natural way of parameterising these correlations is in terms of the correlation parameter,

$$
\begin{equation*}
\eta:=p_{+} / p_{-}, \tag{2.36}
\end{equation*}
$$

where $\eta=1$ corresponds to uncorrelated noise, $\eta>1$ to bunched, and $\eta<1$ to anti-bunched.
In the limit of infinite bunching $(\eta \rightarrow \infty)$ the model produces exclusively logical errors, meaning that the threshold vanishes, $p_{\mathrm{t}} \rightarrow 0 \%$. Similarly, for infinite anti-bunching $(\eta \rightarrow 0)$ the model cannot produce non-trivial logical errors, and we expect that $p_{t} \rightarrow 50 \%$ [2.58]. We will be considering the case of mild bunching correlations, $\eta=2$, which one would expect to lower the threshold.

Applying the stat mech mapping, we get a random-bond Ising-type model on a square lattice, containing 2 -body edge terms and 4 -body face terms. The Hamiltonian takes the form

$$
\begin{equation*}
H_{E}(\vec{s})=-\sum_{e}\left(J_{2} x_{e}\right) \prod_{v \in \partial e} s_{v}-\sum_{e \sim e^{\prime}}\left(J_{4} x_{e} x_{e^{\prime}}\right) \prod_{v \in \partial\left(e e^{\prime}\right)} s_{v}, \tag{2.37}
\end{equation*}
$$

where $x_{e}=+1$ if $E_{e}=I$ and $x_{e}=-1$ if $E_{e}=X$, and $e \sim e^{\prime}$ denotes edges lying across a plaquette from each other.

Normalising our Hamiltonian such that $J_{2} \equiv 1$, our system has two Nishimori conditions. When $\eta=2$, the first of these conditions is

$$
\begin{equation*}
J_{4}=\frac{\log \frac{1-p}{2}}{\log 4 p^{2}} . \tag{2.38}
\end{equation*}
$$

We will impose this condition, and determine the phase diagram of the system in the two remaining parameters: the error probability $p$ and temperature $T$. The threshold probability can be found by finding the intersection of this phase boundary with the second remaining Nishimori condition,

$$
\begin{equation*}
\beta_{\text {Nish }}=-\log 4 p^{2} . \tag{2.39}
\end{equation*}
$$

In Figure 2.3 we show the phase diagrams of the $\eta=1$ uncorrelated model, and our numerical results for the $\eta=2$ correlated model. The details of our numerical simulation are found in Section 2.B. We find that that under these mild correlations the threshold drops to $p_{\mathrm{t}}(\eta=2)=10.04(6) \%$, from the uncorrelated threshold of $p_{\mathrm{t}}(\eta=1)=10.917(3) \%$ [2.59], confirming the earlier intuition that correlated errors will indeed reduce the threshold.

### 2.5 Spatio-temporal correlations

In Section 2.3 we considered the stat mech mapping for error models which factor. This model applies in the important case of spatially correlated errors, followed by ideal measurements. We would like to generalise this construction to the case of multiple rounds of syndrome measurements, subject to spatiotemporal correlations in the noise. We will do this by constructing a subsystem code which, subject to purely spatially correlated noise, reproduces the measurement statistics of our original stabiliser code


Figure 2.3: Phase boundary of the stat mech models corresponding to uncorrelated $(\eta=1)$ and correlated $(\eta=2)$ bit-flip noise in the toric code. The solid lines indicate the phase boundaries of the two models, with error bar indicating statistical uncertainty in our numerical results. The $\eta=1$ data is taken from Refs. [2.37,2.59-2.62], and the $\eta=2$ comes from our numerics, as detailed in Section 2.B. The dashed lines indicate the corresponding Nishimori conditions. The shaded red region indicates our estimate of $p_{\mathrm{t}}=10.04(6) \%$ for the threshold of the correlated model.
under a spatio-temporally correlated noise model. We refer to this construction as the history code. Doing this in such a way that the locality of our code and noise model are preserved, we can then apply the construction of Section 2.3 to the history code to give a corresponding stat mech model.

As well as presenting the construction of the history code, we will also discuss an important family of spatio-temporally correlated noise models which possess a correlation structure which make them amenable to this construction: circuit-based noise. In this model we consider a syndrome measurement procedure composed of faulty gates. The key distinction between this and purely spatial correlations is that errors incurred at an earlier time can be spread around by subsequent measurement circuits. Considering Clifford measurement circuits subject to Pauli noise, this gives a spatio-temporally correlated Pauli noise model. By applying the construction of Section 2.3 to the corresponding history code, we get a stat mech model with a phase transition corresponding to the fault-tolerant threshold of the original code.

### 2.5.1 History code

The idea behind the history code is to convert time into an additional spatial dimension, allowing us to naturally convert spatio-temporal correlations into purely spatial correlations, albeit living in one dimension higher. Specifically, for each site $i$ in our original code, and measurement round $t$, the history code will have a corresponding site $(i, t)$.

## Noise model

The error models we shall consider are those which factor in a spatio-temporal sense. Specifically, let $E^{(t)}$ denote the error to which our code is subjected prior to the $t$ th round of measurements, and $E:=\left(E^{(1)}, \ldots, E^{(T)}\right)$ denote the error history. We will consider models in which the distribution of error histories factors, i.e.

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{l} \phi_{l}(E) \tag{2.40}
\end{equation*}
$$

where the supports of $\phi_{l}$ are local in both space and time.
As the name may suggest, we will take our error model on the history code to be given by the error histories of our noise with spatio-temporal correlations. Specifically let $\hat{E}^{(t)}$ denote the action of $E^{(t)}$ on the $t$ th layer of the history code, and correspondingly let the action of an error history be denoted $\hat{E}:=\otimes \hat{E}^{(t)}$. Given this action, the distribution of errors is simply given by the original error model, and so

$$
\begin{equation*}
\operatorname{Pr}(\hat{E})=\prod_{l} \phi_{l}(\hat{E}) . \tag{2.41}
\end{equation*}
$$

As $\hat{E}$ can be interpreted as a purely spatial error in the history code, instead of an error history, this now constitutes a noise model with purely spatial correlations.

## Gauge generators

Let $M_{j}^{(t)}$ denote the $j$ th Pauli measurement occurring in the $t$ th round of syndrome measurements. For error correction to remain well-defined, the final measurement round will need to consist of ideal
measurements of all the stabiliser generators ${ }^{3}$. As such if we let $T$ be the number of measurement rounds, this assumption means that $\left\{M_{j}^{(T)}\right\}_{j}=\left\{S_{k}\right\}_{k}$. We will require the measurements within each round have disjoint support with the exception of the special final round.

Let $\hat{M}_{j}^{(t)}$ denote the action of $M_{j}^{(t)}$ on the corresponding layer of the history code. By construction, we have that the measurement statistics of these operators reproduce those of the measurements in the original code, as

$$
\begin{equation*}
\left[\hat{M}_{j}^{(t)}, \hat{E}\right]=\left[M_{j}^{(t)}, E^{(t)}\right] \tag{2.42}
\end{equation*}
$$

for any $j$ and $t$.
We now want to consider the history code itself, which takes the form of a subsystem code. To find the gauge generators, we can consider when two error histories are logically equivalent. As it is only the final accumulated error which determines whether or not a logical error has occurred, any two error histories are logically equivalent if and only if they possess the same syndrome, and do not differ by a non-trivial logical operator in the original code on the final time-slice. This implies that the gauge group is generated locally, and that these generators come in two forms: for $t<T$, the generators are given by the generators of the centraliser of $\hat{M}_{j}^{(t)}$ on the support of $\hat{M}_{j}^{(t)}$, and for $t=T$ they are just given by the measurement operators themselves $\left\{\hat{M}_{j}^{(T)}\right\}_{j}$.

### 2.5.2 Circuit-based model

We now turn our attention to a spatio-temporally correlated noise model which arises in the study of fault-tolerant error correction-circuit-based noise. In this noise model we explicitly take into account the circuits used to implement our syndrome measurements, and consider the faults within the constituent gates.

## Measurement circuits

We will consider measurement circuits of the form shown in Figure 2.4: several ancillae are prepared in the state $|0\rangle$, a Clifford gate is applied to these and the qudits to be measured, and finally a Pauli measurement is performed on the ancillae. For the measurement circuit corresponding to $S_{j}^{(t)}$, we let $U_{j}^{(t)}$ denote the Clifford gate applied and $M_{j}^{(t)}$ the Pauli being measured. We denote the set of code qudits and ancillae involved in this syndrome measurement by

$$
\begin{align*}
C_{j}^{(t)} & :=\operatorname{supp}\left(S_{j}^{(t)}\right),  \tag{2.43a}\\
A_{j}^{(t)} & :=\operatorname{supp}\left(M_{j}^{(t)}\right), \tag{2.43b}
\end{align*}
$$

and let $R_{j}^{(t)}:=C_{j}^{(t)} \cup A_{j}^{(t)}$ denote the full set of qudits involved, such that $\operatorname{supp}\left(U_{j}^{(t)}\right)=R_{j}^{(t)}$. The assumption that our measurements in each round are non-overlapping is equivalent $\left\{C_{j}^{(t)}\right\}_{j}$ being non-
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Figure 2.4: The form of measurement circuits we shall be considering. For each stabiliser generator $S$, several ancillae are prepared in the state $|0\rangle$, an entangling Clifford $U$ is performed, and then a Pauli measurement $M$ is performed on the ancillae. Sets $C$ and $A$ are used to denote the code and ancillary qubits involved in this measurement.
overlapping for each $t$. The layout of the history code corresponding to such a measurement procedure is shown in Figure 2.6.

As noted earlier, the final error correction round will correspond to an ideal measurement of all of the stabiliser generators. As such we will take $\left\{M_{j}^{(T)}\right\}_{j}=\left\{S_{k}\right\}_{k}$.

## Noise model



Figure 2.5: General Pauli errors being pushed through a measurement circuit. Notice that the $Y$ error on the upper code qubit spreads onto the measurement qudit.

Consider now performing the above syndrome measurement circuits, subject to Pauli noise. For simplicity we will assume that the errors experienced within different measurement circuits are independent ${ }^{4}$, but will allow arbitrary correlations within each circuit. Without loss of generality, we can push the error through the circuit, giving an effective error in $\mathcal{P}_{R_{j}^{(t)}}$ acting after the application of $U_{j}^{(t)}$ (see Figure 2.5). Since we have assumed that our circuits are Clifford, this updated Pauli error can be computed efficiently. Let $p_{j}^{(t)}$ be the distribution on $\mathcal{P}_{R_{j}^{(t)}}$ of these pushed-through errors.

There are two error sources which contribute to $E^{(t)}$ : errors which accrued from previous syndrome measurement rounds, and those which occurred in the $t$ th round itself. This means that our errors satisfy the recurrence relation

$$
\begin{equation*}
E^{(t)}=\epsilon^{(t)} \cdot U_{t} E^{(t-1)} U_{t}^{\dagger}, \tag{2.44}
\end{equation*}
$$

[^3]

Figure 2.6: Laying out the qubits of the history code on a syndrome extraction circuit. The blue dots indicate code qubits contained in sets $\left\{C_{j}^{(t)}\right\}_{j, t}$, green dots indicate ancilla qubits contained in sets $\left\{A_{j}^{(t)}\right\}_{j, t}$, and red squiggles indicate the location of errors $\left\{\epsilon_{j}^{(t)}\right\}_{j, t}$.
where $\epsilon^{(t)}$ denotes the freshly introduced errors which occurred in the $t$ th round, and $U^{(t)}$ to the unitary action of the syndrome measurement circuits in the $t$ th round.

Decomposing this further into the individual measurement circuits, we have

$$
\begin{equation*}
U^{(t)}=\bigotimes_{j} U_{j}^{(t)} \quad \text { and } \quad \epsilon^{(t)}=\bigotimes_{j} \epsilon_{j}^{(t)}, \tag{2.45}
\end{equation*}
$$

where $\epsilon_{j}^{(t)}$ and $U_{j}^{(t)}$ are supported solely on $R_{j}^{(t)}$, and $\epsilon_{j}^{(t)}$ is distributed according to $p_{j}^{(t)}$. As our code is assumed to be error-free prior to the beginning of the syndrome measurements, we have the initial condition $E^{(0)}=I$, and so this recurrence relation entirely describes the error model.

## Factorising circuit noise

We start by noticing that in Equation (2.44) the errors at time $t$ are entirely determined by the errors at time $t-1$, and the newly incurred errors $\epsilon^{(t)}$. As we have assumed that these new errors incurred in each round of syndrome measurements are independent, our error model is therefore Markovian, allowing us to factorise our noise model in the temporal direction

$$
\begin{equation*}
\operatorname{Pr}\left(E^{(1)}, \ldots, E^{(T)}\right)=\prod_{t} \operatorname{Pr}\left(E^{(t)} \mid E^{(t-1)}\right) \tag{2.46}
\end{equation*}
$$

Next we can decompose this into the individual measurement circuits using Equation (2.45). Specifically we know that the individual new errors $\epsilon_{j}^{(t)}$ are independently distributed according to $p_{j}^{(t)}$, which
allows us to express the conditional probability as

$$
\begin{equation*}
\operatorname{Pr}\left(E^{(t)} \mid E^{(t-1)}\right)=\prod_{j} p_{j}^{(t)}\left(\epsilon_{j}^{(t)}\right) \tag{2.47}
\end{equation*}
$$

We now want to put this expression back purely in terms of the accumulated errors $E^{(t)}$, instead of the fresh errors $\epsilon^{(t)}$. Inverting the recurrence relation Equation (2.44), we have that

$$
\begin{equation*}
\epsilon^{(t)}=E^{(t)} \cdot U^{(t)} E^{(t-1) \dagger} U^{(t) \dagger} \tag{2.48}
\end{equation*}
$$

Recalling that $\epsilon^{(t)}$ and $U^{(t)}$ factor across $\left\{R_{j, t}\right\}_{j}$ (see Equation (2.45)), this implies that

$$
\begin{equation*}
\epsilon_{j}^{(t)}=\left[E^{(t)}\right]_{R_{j}^{(t)}} \cdot U_{j}^{(t)}\left[E^{(t-1) \dagger}\right]_{C_{j}^{(t)}} U_{j}^{(t) \dagger} \tag{2.49}
\end{equation*}
$$

where $[P]_{R}$ denotes the restriction of a Pauli $P$ to a region $R$. Putting this together with Equations (2.46) and (2.47), we have that the distribution on error histories $\operatorname{Pr}\left(E^{(1)}, \ldots, E^{(T)}\right)$ factors both in space and time, allowing us to apply the history code construction of Section 2.5.1.

### 2.6 Error correction as a statistical mechanical phase

The fundamental theorem of the stat mech mapping, Theorem 2.2, links the equilibrium thermodynamic properties of our stat mech model and the error correction properties of our code via the disordered partition function and the error class probabilities. In fact, a much stronger connection is true, as has already been noted by previous authors in the case of independent noise, beginning with Dennis et al. [2.37]. Previous work has shown that the regions in parameter space for independent noise in which a code can and cannot be decoded are phases in the associated stat mech system [2.37, 2.39, 2.42]. This implies that the error correction threshold of our code manifests as a phase transition in the associated stat mech model. Moreover, there is an explicit order parameter that captures this phase transition, although unfortunately it actually a "disorder" parameter in that it involves the amount of disorder in the stat mech model.

In this section, we review and extend this connection to the general case of correlated noise. We define appropriate notions of "above" and "below" the threshold and prove that the disorder parameter exhibits non-analytic behaviour in the sense that it converges or diverges if and only if the code is above or below the threshold, respectively. This shows a precise sense in which the phase boundary of the stat mech model is exactly the threshold of the corresponding code.

In Section 2.4 we saw how, using this correspondence, numerical techniques to analyse phase transition in stat mech systems can be used to give approximations of code thresholds. We also note that this correspondence also opens the door to applying analytic techniques for studying phase transitions, such as the duality method [2.39, 2.63, 2.64].

### 2.6.1 Maximum probability and maximum likelihood decoding

A decoder is an algorithm which takes as input the syndrome and attempts to estimate which error occurred. A natural starting point would be a decoder which simply outputs the most likely error in
this error model among those which are consistent with the observed syndrome. We will refer to this as the maximum probability (MP) decoder.

For degenerate codes, where several logically equivalent errors can have the same syndrome, the MP decoder is generally sub-optimal. This stems from the fact that successful decoding does not require the decoder to output precisely the error which occurred, but just an error which is logically equivalent. As such, the ideal decoding will not correspond to the single error with the highest probability, but the error class with the highest probability. The optimal decoder therefore outputs an error from this most likely class, and we will refer to this as the maximum likelihood (ML) decoder.

To see the sub-optimality of the maximum probability decoder, consider the following example. Suppose a syndrome $s$ is measured which is consistent with three errors, $E_{1}, E_{2}, E_{3}$, which occur with probabilities

$$
\begin{equation*}
\operatorname{Pr}\left(E_{1}\right)=4 \%, \quad \operatorname{Pr}\left(E_{2}\right)=3 \%, \quad \operatorname{Pr}\left(E_{3}\right)=3 \% . \tag{2.50}
\end{equation*}
$$

If $E_{2}$ and $E_{3}$ are logically equivalent, then the error class $\overline{E_{2}}$ is more likely than $\overline{E_{1}}$, even though $E_{1}$ itself is the single most likely error. In this case we can see that the MP decoder will be sub-optimal, and the conditional success probabilities for the two decoders are

$$
\begin{align*}
\operatorname{Pr}(\operatorname{MPD} \text { success } \mid s) & =40 \%  \tag{2.51a}\\
\operatorname{Pr}(\operatorname{MLD} \text { success } \mid s) & =60 \% \tag{2.51b}
\end{align*}
$$

For each syndrome $s$, let $C_{s}$ denote an arbitrary Pauli with syndrome $s$. Similarly, for each logical $l$, let $L_{l}$ denote a Pauli corresponding to logical $l$. The sets $\left\{\overline{C_{s} L_{l}}\right\}_{s, l}$ correspond to the logical error classes, and form a partition of the Paulis $\mathcal{P}^{n}$.

For a decoder to always return the code back to the code space, we require that when a syndrome $s$ is input, it always returns an error with this same syndrome $s$. As such, without loss of generality, a decoder can be taken to be of the form $s \mapsto C_{s} L_{\delta(s)}$, where $\delta$ is a map from syndromes to logicals. In this notation, the maximum probability decoder takes the form

$$
\begin{equation*}
\delta_{\mathrm{MP}}(s):=\underset{l}{\arg \max } \max _{E \in \overline{C_{s} L_{l}}} \operatorname{Pr}(E), \tag{2.52}
\end{equation*}
$$

and the maximum likelihood decoder the form

$$
\begin{equation*}
\delta_{\mathrm{ML}}(s):=\underset{l}{\arg \max } \operatorname{Pr}\left(\overline{C_{s} L_{l}}\right) . \tag{2.53}
\end{equation*}
$$

### 2.6.2 Minimum free energy and minimum energy decoding

Let $H_{E}$ denote the stat mech model corresponding to our code and error model (see Sections 2.2, 2.3 and 2.5), which satisfies the Nishimori conditions at inverse temperature $\beta_{\mathrm{N}}$.

Similar to the maximum probability and likelihood decoders defined above, consider the $\beta$-minimum free energy ( $\beta$-MFE) decoder, which is given by minimising the free energy at inverse temperature $\beta$,

$$
\begin{equation*}
\delta_{\beta-\mathrm{MFE}}(s):=\underset{l}{\arg \min } F_{C_{s} L_{l}}(\beta), \tag{2.54}
\end{equation*}
$$

where $F_{E}(\beta):=-\frac{1}{\beta} \ln Z_{E}(\beta)$.

When satisfying the Nishimori conditions, $\beta=\beta_{\mathrm{N}}$, we can apply the fundamental theorem of the stat mech mapping (Theorem 2.2), to give

$$
\begin{equation*}
F_{E}\left(\beta_{\mathrm{N}}\right)=-\frac{1}{\beta_{\mathrm{N}}} \ln \operatorname{Pr}(\bar{E}) \tag{2.55}
\end{equation*}
$$

As this is a monotonically decreasing function of the error class probability, this tells us that the $\beta_{\mathrm{N}}$-MFE decoder is precisely the maximum likelihood decoder,

$$
\begin{equation*}
\delta_{\beta_{\mathrm{N}}-\mathrm{MFE}} \equiv \delta_{\mathrm{ML}} \tag{2.56}
\end{equation*}
$$

Similarly, if we take $\beta \rightarrow \infty$, then the free energy reduces to the minimum energy,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} F_{E}(\beta)=\min _{\vec{s}} H_{E}(\vec{s}) . \tag{2.57}
\end{equation*}
$$

Theorem 2.2 gives us that the energies of our stat mech model correspond to error probabilities, and so

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} F_{E}(\beta)=\min _{E^{\prime} \in \bar{E}}-\frac{1}{\beta_{\mathrm{N}}} \ln \operatorname{Pr}\left(E^{\prime}\right) \tag{2.58}
\end{equation*}
$$

As this is a monotonically decreasing function of the error probabilities, this tells us that the $\infty$-MFE decoder-which one could refer to as the minimum energy decoder-is precisely the MP decoder,

$$
\begin{equation*}
\delta_{\infty-\mathrm{MFE}} \equiv \delta_{\mathrm{MP}} \tag{2.59}
\end{equation*}
$$

This reduction to MFE decoding implies that any of the plentiful methods for approximating partition functions [2.65, 2.66], or free energy differences [2.67] can be used to implement approximate ML decoding. In Section 2.7 we will expand upon this connection, giving a tensor network algorithm which approximates ML decoding.

### 2.6.3 The error correction threshold as a phase transition

An important way of quantifying the resilience of a quantum error correction procedure to an error model is the error threshold. Specifically, consider a family of quantum codes, with a logical algebra of finite dimension $K$, and an error model which depends on a parameter $\theta \geq 0$. We define the notion of threshold as follows. A code family has a threshold if there exists a $\theta_{t}>0$ such that the asymptotic success probability is maximal for $\theta<\theta_{t}$, and minimal for $\theta>\theta_{t}$, i.e.

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}(\text { Decoder success })= \begin{cases}1 & \text { if } \theta<\theta_{t}  \tag{2.60}\\ 1 / K & \text { if } \theta>\theta_{t}\end{cases}
$$

These regimes we refer to as being below threshold and above threshold respectively.
Clearly this is a rather strong notion of threshold. One can imagine codes or noise models which possess an intermediate regime between being below or above threshold, where the code can be decoded better than random chance, but not perfectly. As an example, having asymmetric rates of independent $X$ and $Z$ noise in the surface code will generate such a gap. Therefore, not all codes necessarily possess
a threshold in this sense. However, the presence of a threshold in our sense is often taken as a desirable property in engineered quantum codes. We also note that for this section we have restricted our attention to codes with finite $K$. Some codes with growing $K$, such as finite-rate LDPCs, are also known exhibit such an intermediate regime [2.43, 2.68].

We also use the notion of threshold with respect to a particular choice of decoder, not just the optimal decoder. However, unless otherwise specified, we will be default to considering the threshold with respect to the optimal decoder, and refer to this as the threshold.

Given that the threshold corresponds to a dramatic jump in the success probability of decoding, one might naturally suspect that this is precipitated by a corresponding dramatic jump in the error class probabilities. As these probabilities equal the partition function of our stat mech models, this would also suggest a (disordered) phase transition. To see that this is indeed the case, we will consider the disorder parameter given by the free energy cost of a non-trivial logical operator $L_{m}$,

$$
\begin{align*}
\Delta_{m}(E) & :=F_{E L_{m}}\left(\beta_{\mathrm{N}}\right)-F_{E}\left(\beta_{\mathrm{N}}\right)  \tag{2.61a}\\
& =-\frac{1}{\beta_{\mathrm{N}}} \log Z_{E L_{m}}+\frac{1}{\beta_{\mathrm{N}}} \log Z_{E} \tag{2.61b}
\end{align*}
$$

We note that for topological codes which have string-like (or sheet-like in higher dimensions) logical operators, this corresponds to the free energy cost of a domain wall, as noted by Dennis et al. [2.37]. Let $\theta_{p}$ denote the point at which the stat mech model undergoes a phase transition corresponding to this parameter.

We now want to show that the threshold corresponds to a phase transition in our stat mech model, $\theta_{t}=\theta_{p}$. As a first step, we consider the quenched average, $\Delta_{m}:=\left\langle\Delta_{m}(E)\right\rangle_{E}$. We would expect that $\Delta_{m} \rightarrow \infty$ below threshold and $\Delta_{m} \rightarrow 0$ above. The former limit was shown in Ref. [2.42], which implies that $\theta_{p}>\theta_{t}$. We present a simplified proof below.
Lemma 2.1 (Divergence in mean). If the code is below threshold $\theta<\theta_{t}$, then the quenched average free energy cost diverges,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Delta_{m}=\infty \tag{2.62}
\end{equation*}
$$

Proof. By recalling that $Z_{E}=\operatorname{Pr}(\bar{E})$, we can see that $\Delta_{m}(E)$ only depends on $E$ up to logical equivalence. A convenient set of representatives from each error class are given by the Paulis $\left\{D_{s} L_{l}\right\}_{s, l}$, where $s$ and $l$ correspond to the syndrome and logical degrees of freedom, and $\left\{D_{s}\right\}_{s}$ are the decoding Paulis associated with the MLD. As shorthand, we will denote $\operatorname{Pr}(s, l):=\operatorname{Pr}\left(\overline{D_{s} L_{l}}\right)$.

Using this, we can see that $\Delta_{m}$ can be expanded as a Kullback-Leibler divergence,

$$
\begin{equation*}
\Delta_{m}=\frac{1}{\beta_{\mathrm{N}}} \sum_{s, l} \operatorname{Pr}(s, l) \log \frac{\operatorname{Pr}(s, l)}{\operatorname{Pr}(s, l+m)} \tag{2.63}
\end{equation*}
$$

Applying the log sum inequality to the summation over syndromes, we get a bound in terms of the KL divergence of the marginal $\operatorname{Pr}(l)$,

$$
\begin{equation*}
\Delta_{m} \geq \frac{1}{\beta_{\mathrm{N}}} \sum_{l} \operatorname{Pr}(l) \log \frac{\operatorname{Pr}(l)}{\operatorname{Pr}(l+m)} \tag{2.64}
\end{equation*}
$$

We note that $\operatorname{Pr}(l=0)$ is the probability of the MLD succeeding. Since we are below threshold we have that $\operatorname{Pr}(l=0) \rightarrow 1$, and so $\Delta_{m} \rightarrow \infty$.

## CHAPTER 2: STAT MECH MODELS FOR CORRELATED NOISE

Above the threshold one cannot simply consider the quenched average $\Delta_{m}$. To see this, consider a code in which a single unlikely syndrome can be perfectly decoded with certainty, and all others provide a uniform logical error. The correctable syndrome gives that $\Delta_{m}=\infty$, despite the fact that the code is above threshold. As such, we cannot necessarily conclude that $\Delta_{m} \rightarrow 0$ above threshold.

Therefore, to provide a converse statement we must consider more than just the quenched average. Here we will formalise an argument first sketched in Ref. [2.39] that shows that the way to obtain a converse is to change our notion of convergence.

Suppose for the moment that $\Delta_{m}(E)$ concentrates around a value $\tilde{\Delta}_{m}$, in the sense that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left(\left|\Delta_{m}(E)-\tilde{\Delta}_{m}\right| \leq \epsilon\right)=1 \quad \forall \epsilon>0 \tag{2.65}
\end{equation*}
$$

A phase transition corresponds to a jump in this 'typical' value $\tilde{\Delta}_{m}$. Because $\Delta_{m}(E)$ is not bounded from above, we notice that this typical value $\tilde{\Delta}_{m}$ need not necessarily correspond to the mean $\Delta_{m}$. Indeed, in the above counterexample, where $\Delta_{m}=\infty$ above threshold, we nonetheless see that $\tilde{\Delta}_{m} \rightarrow 0$ as expected. As such, we see that the mean is not necessarily the correct figure-of-merit. If instead we look to this typical value, then we can see that $\tilde{\Delta}_{m} \rightarrow \infty$ and $\tilde{\Delta}_{m} \rightarrow 0$ below and above threshold respectively.

Lemma 2.2 (Divergence/convergence in probability [2.39]). The code is below threshold if and only if the free energy cost of every non-trivial logical $m$ diverges in probability,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left(\Delta_{m}(E) \geq t\right)=1 \quad \forall t, m \neq 0 \tag{2.66}
\end{equation*}
$$

Similarly, the code is above threshold if and only if the free energy cost of every logical converges to zero in probability,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left(\left|\Delta_{m}(E)\right| \leq \epsilon\right)=1 \quad \forall \epsilon>0, m . \tag{2.67}
\end{equation*}
$$

Proof. The success probability of the MLD corresponds to $\operatorname{Pr}(l=0)$. We first note that $\Delta_{m}(E)$ can be written in terms of conditional probabilities,

$$
\begin{equation*}
\Delta_{m}(E)=\frac{1}{\beta_{\mathrm{N}}} \log \frac{\operatorname{Pr}(l \mid s)}{\operatorname{Pr}(l+m \mid s)} \tag{2.68}
\end{equation*}
$$

Next we recall that the maximum likelihood condition $\operatorname{Pr}(l=0 \mid s) \geq \operatorname{Pr}(m \mid s)$ holds for all $s$ and $m$, and as such $\operatorname{Pr}(l=0) \geq 1 / d^{K}$. The code is below threshold if the probability of successful decoding approaches 1 -this is equivalent to the probability of successful decoding conditioned upon the syndrome approaching 1 almost surely,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}[\operatorname{Pr}(l=0 \mid s) \geq 1-\gamma]=1 \quad \forall \gamma>0 \tag{2.69}
\end{equation*}
$$

To be clear, in this expression the inner probability is a probability over logicals $l$ and the outer probability is over syndromes. Thus, the below threshold condition says informally that this distribution peaks at one in the limit. This can be seen to be equivalent to being in the ordered phase,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left(\Delta_{m}(E) \geq t\right)=1 \quad \forall t, m \neq 0 \tag{2.70}
\end{equation*}
$$

The forward and reverse directions are given by taking the choices of parameter

$$
\begin{align*}
t & :=\frac{1}{\beta_{\mathrm{N}}} \log \frac{1-\gamma}{\gamma}  \tag{2.71a}\\
\gamma & :=1-\frac{1}{1+e^{-\beta_{\mathrm{N}} t}(K-1)} \tag{2.71b}
\end{align*}
$$

respectively.
In a similar vein, being above threshold implies that the conditional probability of decoding almost surely approaches $1 / K$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}[\operatorname{Pr}(l=0 \mid s) \leq 1 / K+\eta]=1 \quad \forall \eta>0 \tag{2.72}
\end{equation*}
$$

This is equivalent to being in the disordered phase,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left(\left|\Delta_{m}(E)\right| \leq \epsilon\right)=1 \quad \forall \epsilon>0 \tag{2.73}
\end{equation*}
$$

The forward and reverse directions here follow from the choices of parameter

$$
\begin{align*}
\epsilon & :=\frac{1}{\beta_{\mathrm{N}}} \log \frac{1+\eta K}{1-\eta K(K-1)},  \tag{2.74a}\\
\eta & :=\frac{1}{1+(K-1) e^{-\beta_{\mathrm{N}} \epsilon}}-\frac{1}{K}, \tag{2.74b}
\end{align*}
$$

respectively.
We add more remark about the notions of above and below threshold that we have adopted here. As noted in the case of the surface code with independent $X$ and $Z$ noise with different strengths, there can be a gap between the cases of above and below threshold. In that case our theorem does not apply. However, it is still the case that the steps of our proof could be followed to establish that there are a sequence of phase transitions in the disorder parameters $\Delta_{m}$ in the case where there are potentially differing thresholds for each logical subalgebras.

### 2.6.4 Reentrance

Above we have shown that, along the Nishimori line, there exists a phase transition which corresponds to the error correction threshold of the optimal decoder. By considering non-optimal decoders, we can extend this to show the equivalence between phase transitions and thresholds away from the Nishimori line.

By way of example, we consider the $\beta$-MFE decoders. We could now consider the phase diagram of our stat mech system in $(\theta, T)$-space, where $\theta$ was the parameter of our noise model, and $T=1 / \beta$ is the temperature.
Lemma 2.3 (Reentrance of the ordered phase). For any $\beta$ such that the $\beta$-MFE decoder has a threshold, this threshold $\theta_{t}(\beta)$ is always less than or equal to that seen on the Nishimori line,

$$
\begin{equation*}
\theta_{t}(\beta) \leq \theta_{t}\left(\beta_{N}\right) \tag{2.75}
\end{equation*}
$$



Figure 2.7: A sketch of the generic phase diagram for the stat mech model. The solid line indicates the phase boundary, and the shaded region the phase in which error correction is possible. The dashed line indicates the Nishimori condition, along which the MFE decoder corresponds to the ML decoder. The thresholds of the MP and ML decoder are both indicated by black dots. An explicit example, for the case of bit-flip noise in the toric code, is presented in Figure 2.3.

Proof. As the $\beta$-MFE decoder is directly defined in terms of minimising the free energy, Lemmas 2.1 and 2.2 both naturally extend to show that the stat mech model has a phase transition at inverse temperature $\beta$ and $\theta=\theta_{t}(\beta)$.

As the ML decoder is optimal, it necessarily has the highest threshold of any decoder. Recalling that the ML decoder is precisely the $\beta_{\mathrm{N}}$-MFE decoder, where $\beta_{\mathrm{N}}$ is the inverse Nishimori temperature, this implies that $\theta_{t}(\beta) \leq \theta_{t}\left(\beta_{\mathrm{N}}\right)$ for all $\beta$.

### 2.7 Tensor network maximum likelihood decoding

In Section 2.6 we showed that the problem of maximum likelihood decoding can be reduced to calculating partition functions/free energy differences. Specifically it reduces to calculating

$$
\begin{equation*}
\delta_{\mathrm{ML}}(s):=\underset{l}{\arg \max } Z_{C_{s} L_{l}}\left(\beta_{\mathrm{N}}\right), \tag{2.76}
\end{equation*}
$$

where $\beta_{\mathrm{N}}$ is the inverse Nishimori temperature. This relationship was first discussed in Ref. [2.37].
The problem of calculating the partition function of a stat mech model can be naturally expressed as the contraction of a tensor network $[2.69,2.70]$, as we will review below. This suggests a general method for approximating the ML decoder by finding a tractable (possibly approximate) contraction sequence for the tensor network associated to the partition function.

The idea of a such a tensor network decoder is not new. In Ref. [2.51], Bravyi, Suchara and Vargo (BSV) consider an explicit tensor network for the ML decoder for the surface code with independent Pauli noise, and numerically study the threshold for some parameter choices. It is clear from their paper that this method generalises to other codes with independent Pauli noise models [2.71], though the specific methods they use for (approximately) contracting the tensor network would need to be modified if the code were not a planar code. Other authors have also considered tensor network decoders which can account for non-Pauli noise [2.36, 2.72].

In fact, the tensor network considered by BSV [2.51] is exactly the natural tensor network that one obtains from the partition function using the mapping of Refs. [2.69, 2.70]. Thus, the tensor network decoders that we define below are generalisations of the BSV decoder that, by virtue of Theorem 2.2, apply even in the case of correlated noise models on arbitrary codes. If the code has low-weight stabiliser (or gauge) generators, then storing these tensors is efficient. Contracting a general tensor network is unfortunately \#P-hard [2.73,2.74], however, we will discuss efficient approximate contraction strategies that could be employed in the interesting cases of spatially local codes.

### 2.7.1 Tensor network algorithm for approximate maximum likelihood decoding

To see how calculating the partition function of a stat mech model can be naturally expressed as the contraction of a tensor network, we begin with an arbitrary Hamiltonian

$$
\begin{equation*}
h(\vec{s})=\sum_{j} h_{j}(\vec{s}), \tag{2.77}
\end{equation*}
$$

with a corresponding partition function

$$
\begin{equation*}
Z=\sum_{s} e^{-\beta h(\vec{s})}=\sum_{s} \prod_{j} e^{-\beta h_{j}(\vec{s})} . \tag{2.78}
\end{equation*}
$$

This expression almost takes the form of a tensor contraction. To make this into a tensor network, consider indices $\left\{\alpha_{i, j}\right\}_{i, j}$, labelled by both spins and interactions. We want to require that $\alpha_{i, j}=s_{i}$ for all $j$, which we can impose by including Kronecker delta factors. In terms of these indices, the partition function can be expressed as

$$
\begin{equation*}
Z=\sum_{\alpha}\left[\prod_{i} \delta\left(\left\{\alpha_{i, j}\right\}_{j}\right) \prod_{j} e^{-\beta h_{j}\left(\left\{\alpha_{i, j}\right\}_{i}\right)}\right] . \tag{2.79}
\end{equation*}
$$

The virtue of this expression is that each $\left\{\alpha_{i, j}\right\}_{i, j}$ now occurs precisely twice in each term above, and as such the above expression forms a tensor network. Obviously, for local Hamiltonians in which $h_{j}$ only depends non-trivially on a finite set of sites $i$, we can drop any index $\alpha_{i, j}$ for which interaction $h_{j}$ is independent of $s_{i}$. After doing so, the tensor network simplifies to a network which has the same connectivity as the underlying Hamiltonian. Specifically, there is a tensor corresponding to each site ( $\delta$ ) and each bond (Gibbs weight), with the natural connectivity. In Figure 2.8 we show the corresponding diagram for the surface code under iid noise, which reduces to that found in Ref. [2.51].

Applying this construction to the stat mech mappings of Sections 2.2, 2.3 and 2.5, we see that contracting this tensor network gives an algorithm to compute the ML decoding. Because contracting


Figure 2.8: Tensor network ML decoder of the surface code under iid noise. a) surface code and the associated statistical mechanical model. Black circles indicate qubits, and the red/blue open circles the $Z / X$-type spins. See Figure 2.1 for the interactions within this model. b) Tensor network for the probability of an error class $\operatorname{Pr}(\bar{E})$, or equivalently for the partition function $Z_{E}$, for iid noise distributed according to $p: \mathcal{P} \rightarrow \mathbb{R}$. We note that this matches Fig. 6 of Ref. [2.51]. c) Values of the two tensors involved. Red/blue dots are $\delta$ tensors, corresponding to the $Z / X$-type spins, and grey tensors correspond to Gibbs weights. Once again this matches the tensors in Equations. (39-41) of Ref. [2.51].
tensor networks is generally hard, we will also need approximate tensor contraction schemes that provide parameterised approximations.

In the case of 2D topological codes under spatially correlated noise, three approximate contraction schemes suggest themselves:

- MPS-MPO contraction [2.75, 2.76]. For the toric code, this method exactly reproduces the MPS decoder of Ref. [2.51] (see Figure 2.8).
- Transfer matrix [2.77] and corner transfer matrix methods [2.78, 2.79].
- Methods that involve renormalisation on the virtual level, e.g. tensor network renormalisation (TNR) [2.80, 2.81] or (higher-order) tensor renormalisation group (HOTRG) [2.82, 2.83]. These examples remain efficient when extended to more than two dimensions.

Each of these methods contain an approximation parameter in the form of the bond dimension. For a fixed bond dimension, these methods all provide polynomial time approximations to the ML decoder, though we do not know of any general results which control the approximation as a function of the
bond dimension in any nontrivial way. Actually implementing these decoders (beyond what was done in Refs. [2.51, 2.58]) or finding provable guarantees on the approximation to the ML decoder both remain open problems.

### 2.8 Conclusions

In this paper we have provided a broad extension of the stat mech mapping of Ref. [2.37] to consider arbitrary stabiliser and subsystem codes, subject to correlated noise, including circuit-based noise. This class of noise models encompasses noise where distant spins are only conditionally independent, and allows for much more realistic noise modelling. As an application, we applied Monte Carlo simulation to this construction to show how positive correlations can push down the bit-flip threshold of the toric code. Finally, we showed how the stat mech mapping gives a natural family of efficient tensor network algorithms which approximate maximum likelihood decoding, generalising the decoder of Ref. [2.51].

There are several natural avenues for further inquiry. For example, it is clear that our method should apply to the setting of continuous variables quantum codes such as GKP codes [2.84], however there are analytical issues that must be addressed owing to the infinite dimensional Hilbert space. It would be interesting to understand these conditions in detail as these codes continue to gain experimental relevance [2.85].

Even more interesting would be a formalism for deriving stat mech models that can handle nonPauli errors such as amplitude damping or coherent errors, or for quantum codes that are outside the stabiliser code formalism such as commuting projector codes. Since the errors in the most general such models do not have an abelian action on the codewords, this raises the possibility that one would need a quantum stat mech model to accurately capture the threshold in these cases. An interesting test case would be to extend our work to the semion code model of Ref. [2.86], since the anyons in the double semion model are abelian, but the check operators are not simple products of Paulis.
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## 2.A Graphical models

An important family of correlated probability distributions is that of probabilistic graphical models [2.87]. In this appendix we briefly review the relationship between certain classes of graphical
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models and the factored distributions we consider in Section 2.3. Specifically we will see that both undirected graphical models (Markov random fields) and directed acyclic graphical models (Bayesian networks) are both special examples of factored distributions. As such, the statistical mechanical mapping given in Section 2.3 also naturally extends to noise models of these forms as well.

## 2.A. 1 Markov random field

We start by considering undirected graphical models, known as Markov random fields.
Definition 2.6 (Markov random field). A distribution $\operatorname{Pr}(E)=\operatorname{Pr}\left(E_{1}, \ldots, E_{n}\right)$ is a Markov random field (MRF) with respect to an undirected graph $G$, if it satisfies the local Markov condition

$$
\begin{equation*}
\operatorname{Pr}\left(E_{i} \mid E_{G \backslash i}\right)=\operatorname{Pr}\left(E_{i} \mid E_{\partial i}\right), \tag{2.80}
\end{equation*}
$$

for all $i$, where $\partial i$ denotes the neighbours of $i$ within $G$.
For such a graphical model, Hammersley-Clifford theorem tells us that it can be expressed as a factored distribution.

Lemma 2.4 (Hammersley-Clifford theorem). A strictly positive distribution which is a MRF with respect to $G$, can be factored over the set of all maximal cliques of $G$.
Proof sketch. For any subset $Y \subseteq G$, let

$$
\begin{equation*}
\phi_{Y}\left(E_{Y}\right):=\prod_{X: X \subseteq Y} \operatorname{Pr}\left(E_{X} \otimes I_{G \backslash X}\right)^{(-1)^{|Y \backslash X|}} \tag{2.81}
\end{equation*}
$$

where $I$ was chosen as an arbitrary, but fixed, reference value of $E$. Noting that $\mu(X, Y)=(-1)^{|Y \backslash X|}$ forms a Möbius function, we can apply Möbius inversion theorem to give

$$
\begin{equation*}
\operatorname{Pr}\left(E_{Z} \otimes I_{G \backslash Z}\right)=\prod_{Y \subseteq Z} \phi_{Y}\left(E_{Y}\right), \tag{2.82}
\end{equation*}
$$

and more specifically

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{Y \subseteq G} \phi_{Y}\left(E_{Y}\right) \tag{2.83}
\end{equation*}
$$

Applying the local Markov property, we find that $\phi_{Y} \equiv 1$ for any $Y$ which is not a clique. As such we find that

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{j} \phi_{C_{j}}\left(E_{C_{j}}\right) \tag{2.84}
\end{equation*}
$$

where $\left\{C_{j}\right\}_{j}$ are the set of all cliques in $G$. By grouping together factors, this can straightforwardly reduced to a factorisation over just maximal cliques.

## 2.A. 2 Bayesian Networks

We now consider directed cyclic graphical models, known as Bayesian Networks.
Definition 2.7 (Bayesian network). A distribution $\operatorname{Pr}(E)=\operatorname{Pr}\left(E_{1}, \ldots, E_{n}\right)$ is a Bayesian network (BN) with respect to an directed acyclic graph $G$, if it satisfies the local Markov condition

$$
\begin{equation*}
\operatorname{Pr}\left(E_{i} \mid E_{G \backslash \partial^{-} i}\right)=\operatorname{Pr}\left(E_{i} \mid E_{\partial^{+} i}\right), \tag{2.85}
\end{equation*}
$$

for all $i$, where $\partial^{-} i$ and $\partial^{+} i$ denote the descendants and parents of $i$ within $G$ respectively.
As with Markov random fields, we see that Bayesian networks also naturally factorise.
Lemma 2.5 (Factorisation of Bayesian Networks). A distribution $\operatorname{Pr}(\cdot)$ which is a Bayesian network with respect to a directed acyclic graph $G$, can be factored over $\left\{\{i\} \cup \partial^{+} i\right\}_{i}$. Specifically,

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{i=1}^{n} \operatorname{Pr}\left(E_{i} \mid E_{\partial^{+}}\right) \tag{2.86}
\end{equation*}
$$

Proof. As our directed graph $G$ is acyclic, it possesses a topological order. Consider labelling our indices according to that ordering, such that $\partial^{+} i>i>\partial^{-} i$ element-wise. Next we consider expanding our joint distribution using the chain rule of conditional probabilities,

$$
\begin{equation*}
\operatorname{Pr}\left(E_{1}, \ldots, E_{n}\right)=\prod_{i=1}^{n} \operatorname{Pr}\left(E_{i} \mid E_{i+1}, \ldots, E_{n}\right) \tag{2.87}
\end{equation*}
$$

Applying the local Markov condition, we get the desired factorisation,

$$
\begin{equation*}
\operatorname{Pr}(E)=\prod_{i=1}^{n} \operatorname{Pr}\left(E_{i} \mid E_{\partial^{+} i}\right) . \tag{2.88}
\end{equation*}
$$

## 2.B Numerical simulation details

In this appendix we cover the details of how the statistical mechanical simulations of Section 2.4 were performed, specifically how the data presented in Figure 2.3 was collected.

The simulations we present follow closely the techniques used in Ref. [2.39] to study the toric code under a depolarising noise model.

## 2.B. 1 Order parameter

As discussed in Section 2.4, the system we are studying corresponds to a random-bond Ising model, with an addition four-body coupling. In the case of zero disorder, $p=0$, this system simply limits to the standard square-lattice Ising model. Noticing this, a convenient order parameter for this system is simply given by the average magnetisation,

$$
\begin{equation*}
m:=\frac{1}{L^{2}} \sum_{i} s_{i} \tag{2.89}
\end{equation*}
$$

where $L$ is the linear size of our system, such that we have $L^{2}$ sites.

## 2.B. 2 Finite-size scaling

For very large system sizes, we could sample the magnetisation directly, and find the phase transition by detecting when the system spontaneously magnetises. This naïve method would however require prohibitively large system sizes, especially for large disorder. Instead we will utilise this order parameter indirectly, by considering the finite-size scaling of the corresponding correlation length.

Following Ref. [2.39], we define the wave-vector-dependent magnetic susceptibility

$$
\begin{equation*}
\left.\chi(\vec{k}):=\left.\frac{1}{L^{2}}\langle | \sum_{i} s_{i} e^{i \vec{k} \cdot \vec{r}_{i}}\right|^{2}\right\rangle \tag{2.90}
\end{equation*}
$$

where $\overrightarrow{r_{i}}$ denotes the spatial position of site $i$, and $\langle\cdot\rangle$ denotes the thermal and disorder average,

$$
\begin{equation*}
\langle X\rangle:=\sum_{E} \operatorname{Pr}(E) \cdot \sum_{s} \frac{e^{-\beta H_{E}(\vec{s})}}{Z_{E}} X(\vec{s}) . \tag{2.91}
\end{equation*}
$$

Using this, we can now define the two-point finite-size correlation function

$$
\begin{equation*}
\xi:=\frac{1}{2 \sin \left(k_{\min } / 2\right)} \sqrt{\frac{\chi(\overrightarrow{0})}{\chi\left(\vec{k}_{\min }\right)}-1}, \tag{2.92}
\end{equation*}
$$

where $\vec{k}_{\text {min }}=(2 \pi / L, 0)$ is the minimal non-zero wave-vector. Near the phase transition this correlation length is expected to have the finite-size scaling [2.88]

$$
\begin{equation*}
\xi / L \approx f\left[L^{1 / \nu}\left(T-T_{\mathrm{c}}\right)\right] \tag{2.93}
\end{equation*}
$$

where $f$ is a dimensionless scaling function.
At the critical temperature $T=T_{\mathrm{c}}$, the normalised correlation length $\xi / L$ becomes independent of temperature. We will determine the temperature of the phase transition by plotting $\xi / L$ as a function of $T$ for several different system sizes $L$, and fitting to Equation (2.93). If these curves do not cross, then this will be taken as indication that no phase transition is present.

## 2.B. 3 Simulation parameters

We simulate our system for system sizes of $L \in\{12,14,18,24,28,36\}$. Equilibration of our system is found by logarithmically binning the correlation length, and requiring that three successive bins agree to within error bars. To save time, the equilibration testing was only done on $L=14,24,36$, and these times were reused for $L=12,18,28$. The times and temperature ranges are given in Section 2.B.3.

For $L=12,14$ the correlation length is recorded for 5000 disorder samples, 1000 samples are taken for $L=18,24$, and 500 for $L=28,36$. The temperature ranges are swept over with a resolution of $\Delta T=0.025$. Error bars are generated for all the data is given by the $95 \%$ confidence intervals given by bootstrapping, using 10,000 resamples. An example crossing plot is given for $p=6 \%$ in Figure 2.9. By performing this analysis for each $p$, we can estimate the phase boundary, as seen in Figure 2.3. All the simulations took a total of $1.1 \times 10^{6}$ CPU-hours, or 120 CPU-years.


Figure 2.9: Crossing diagrams for $p=6 \%$. a) Normalised correlation length versus temperature, for several system sizes, with critical temperature indicated. b) Finite-size scaling of normalised correlation length. All error bars indicated are $95 \%$ confidence intervals given by bootstrapping.

| $p(\%)$ | $T$ | $\tau_{14}$ | $\tau_{24}$ | $\tau_{36}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2.00 | $2.00-2.50$ | 14 | 16 | 18 |
| 4.00 | $2.00-2.50$ | 14 | 16 | 18 |
| 6.00 | $1.80-2.40$ | 14 | 16 | 18 |
| 8.00 | $1.60-2.30$ | 16 | 18 | 22 |
| 8.50 | $1.50-2.10$ | 17 | 21 | 23 |
| $9.00-9.10$ | $1.40-2.00$ | 18 | 22 | 24 |
| $9.20-9.50$ | $1.30-2.00$ | 18 | 22 | 25 |
| $9.55-10.20$ | $1.25-2.00$ | 19 | 23 | 26 |
| $10.30-10.50$ | $1.25-2.00$ | 20 | 24 | 27 |

Table 2.1: Temperature ranges and equilibration times. An equilibration time of $\tau$ corresponds to $2^{\tau}$ Metropolis-Hastings steps (a number of single spin updates equal to the system size) before the correlation lengths recorded in the three last logarithmic bins are statistically consistent.

## 2.C Overlapping independent errors

In this appendix we will consider a correlated noise model which, at least superficially, appears to have a similar structure to the factored noise considered in Section 2.3. We will show that a statistical mechanical mapping for these noise models can be given by considering an appropriately enlarged code, and applying the mapping given for independent noise in Section 2.2.

Consider a model which involves independent noise processes acting on overlapping regions, such that the overall noise is given by the product of these constituent errors. Specifically we have overlapping regions $\left\{R_{j}\right\}$, each subject to independent noise given by distributions $\left\{p_{j}: \mathcal{P}_{R_{j}} \rightarrow \mathbb{R}^{+}\right\}$. For each error $E_{j} \sim p_{j}$, the overall error is simply $E=\prod_{j} E_{j}$. When these regions are non-overlapping each $E_{j}$ simply corresponds to the restriction $\left.E\right|_{R_{j}}$, but for overlapping regions multiple constituent errors can give rise to the same overall error, e.g. both pairs of errors $\{X Y I, I I Z\}$ and $\{X I I, I Y Z\}$ give the overall error $E=X Y Z$. Due to this redundancy, these noise models take the more complicated form

$$
\begin{equation*}
\operatorname{Pr}(E)=\sum_{\left\{E_{j}\right\}: \prod_{j} E_{j}=E} \prod_{j} p_{j}\left(E_{j}\right) . \tag{2.94}
\end{equation*}
$$

The approach here is similar to a stripped-down version of the history code construction considered in Section 2.5. The idea here is to consider a code now acting on multiple copies of the original lattice, which we will refer to as the enlarged code. This added redundancy will allow previously overlapping errors to act on disjoint copies, giving a truly independent noise model. This added redundancy will in turn be compensated for by introducing gauge generators between the layers.


Figure 2.10: Overlapping-independent errors effecting nearest neighbour pairs on a square lattice, such as the 'NN-depolarizing' model considered in Ref. [2.89]. a) Overlapping regions $R_{j}$ on the original code. b) Non-overlapping regions $\tilde{R}_{j}$ on $C=4$ copies of the original code which compose the enlarged code.

## Enlarged code

Specifically, consider $C$ copies of our code, such that each independent noise process can act disjointly on precisely one copy. Specifically we will consider assigning each $R_{j}$ to one of these copies; we will denote by $\left\{\tilde{R}_{j}\right\}_{j}$ these now-non-overlapping regions in the enlarged code (see Figure 2.10). If we denote the error on each copy $c$ of our code by $E^{(c)}$, then the corresponding error on the original and enlarged codes are given by $E=\prod_{c} E^{(c)}$ and $\tilde{E}:=\otimes_{c} E^{(c)}$ respectively. The enlarged error $\tilde{E}$ can be considered a specific manifestation of the overall error $E$.

Due to the non-overlapping nature of $\left\{\tilde{R}_{j}\right\}_{j}$, the enlarged errors $\tilde{E}$ are independently distributed,

$$
\begin{equation*}
\operatorname{Pr}(\tilde{E})=\prod_{j} p_{j}\left(\left.\tilde{E}\right|_{\tilde{R}_{j}}\right) \tag{2.95}
\end{equation*}
$$

This added redundancy means that the relationship between the errors in the original code $E$ and the enlarged code $\tilde{E}$ is, as noted earlier, one-to-many. To account for this, we need to introduce gauge generators acting between copies,

$$
\begin{equation*}
\left\{\tilde{G}_{l}\right\}_{l}:=\left\{X_{i, c} \otimes X_{i, c+1}^{-1}, Z_{i, c} \otimes Z_{i, c+1}^{-1}\right\}_{i, c}, \tag{2.96}
\end{equation*}
$$

where $P_{i, c}$ denotes Pauli $P$ acting on the $i$ th site in the $c$ th copy of our code. By construction, the set of all enlarged errors $\tilde{E}$ which correspond to the same overall error $E$ is given by cosets of $\left\langle G_{l}\right\rangle_{l}$.

Next we define our stabilisers in the enlarged code, $\tilde{S}_{k}$, to simply be the original stabilisers $S_{k}$ acting on the the first copy of our code,

$$
\begin{equation*}
\tilde{S}_{k}:=S_{k} \otimes I \otimes \cdots \otimes I \tag{2.97}
\end{equation*}
$$
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We now define the corresponding stat mech mapping analogous to that in Section 2.2, as

$$
\begin{equation*}
H_{\tilde{E}}(\vec{c}, \vec{g})=-\sum_{j, \sigma \in \mathcal{P}_{\tilde{R}_{j}}} J_{j}(\sigma)\left[\sigma, \tilde{E} \prod_{k} \tilde{S}_{k}^{c_{k}} \prod_{l} \tilde{G}_{l}^{g_{l}}\right] \tag{2.98}
\end{equation*}
$$

with corresponding Nishimori condition

$$
\begin{equation*}
\beta J_{j}(\sigma)=\frac{1}{\left|\mathcal{P}_{\tilde{R}_{j}}\right|} \sum_{\tau \in \mathcal{P}_{\tilde{R}_{j}}} \log p_{j}(\tau)\left[\sigma, \tau^{-1}\right] . \tag{2.99}
\end{equation*}
$$

Recalling that the gauge generators $\left\{G_{l}\right\}_{l}$ map between different manifestations $\tilde{E}$ of the same overall error $E$, and $\left\{\tilde{S}_{k}\right\}_{k}$ between stabiliser-equivalent errors, we have that

$$
\begin{align*}
& e^{-\beta H_{\tilde{E}}(\overrightarrow{0}, \overrightarrow{0})}=\operatorname{Pr}(\tilde{E}),  \tag{2.100}\\
& \sum_{\vec{g}} e^{-\beta H_{\tilde{E}}(\overrightarrow{0}, \vec{g})}=\operatorname{Pr}(E),  \tag{2.101}\\
& Z_{\tilde{E}}:=\sum_{\vec{c}, \vec{g}} e^{-\beta H_{\tilde{E}}(\vec{c}, \vec{g})}=\operatorname{Pr}(\bar{E}), \tag{2.102}
\end{align*}
$$

in analogy to Theorem 2.1.
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#### Abstract

The surface code, with a simple modification, exhibits ultra-high error correction thresholds when the noise is biased towards dephasing. Here we identify features of the surface code responsible for these ultra-high thresholds and show how to exploit them to achieve significant improvement in logical failure rate. First, we consider the infinite bias limit, meaning pure dephasing. We prove that the error threshold of the modified surface code for pure dephasing noise is $50 \%$, i.e., that all qubits are fully dephased, and this threshold can be achieved by a polynomial time decoding algorithm. The sub-threshold behavior of the code is controlled by the parameter $g=\operatorname{gcd}(j, k)$, where $j$ and $k$ are dimensions of the surface code lattice. We demonstrate a significant improvement in logical failure rate with pure dephasing for co-prime codes that have $g=1$. The effect is dramatic: the same logical failure rate achievable with a standard surface code and $n$ physical qubits can be obtained with a co-prime surface code using only $O(\sqrt{n})$ physical qubits. Finally, we use an approximate optimal decoder to demonstrate that this improvement persists for a general Pauli noise biased towards dephasing. In particular, we observe a significant improvement in logical failure rate against biased noise using a smaller co-prime $(j-1) \times j$ surface code compared with a square $j \times j$ surface code.


### 3.1 Introduction

Quantum error correcting codes are expected to play a fundamental role in enabling quantum computers to operate at large scale in the presence of noise. The surface code [3.1], an example of a


Figure 3.1: Logical failure rates $f_{8 \times 8}$ and $f_{7 \times 8}$ as a function of physical error probability $p$ for small comparable square $8 \times 8$ and co-prime $7 \times 8$ codes, and the logarithm of the ratio of logical failure rates $\log \left(f_{7 \times 8} / f_{8 \times 8}\right)$ with noise biases $\eta \in\{0.5,10,30,100,300, \infty\}$. Data points are sample means over 60000 runs using the BSV decoder [3.8] with approximation parameter $\chi=96$. Dotted lines connect successive data points for a given $\eta$.
topological stabiliser code [3.2], is one of the most studied and promising candidates, giving excellence performance for error correction while only requiring check operators (stabilisers) acting on a small number of neighbouring qubits [3.3].

The error correction threshold of a code family, which denotes the physical error rate below which the logical failure rate can be made arbitrarily small by increasing the code size, is strongly dependent on the noise model. The most commonly studied noise model is uniform depolarisation of all qubits, where independent single-qubit Pauli $X, Y$, and $Z$ errors occur at equal rates. However, in many quantum architectures the computational basis corresponds to states of non-degenerate energy levels, which causes dephasing noise, whereby $Z$ error are more likely to occur than other errors. Examples of systems known to experience such $Z$-biased noise include superconducting qubits [3.4], quantum dots [3.5], and trapped ions [3.6], among others. Recently, it was shown that, with a simple modification, the surface code exhibits ultra-high thresholds with such $Z$-biased noise [3.7].

In this paper, we identify and characterise the features of the modified surface code that contribute to its ultra-high thresholds with $Z$-biased noise and demonstrate a further significant improvement in logical failure rate. We note that the modification of the surface code, described in Ref. [3.7], simply exchanges the roles of $Z$ and $Y$ operators in stabiliser and logical operator definitions. Therefore,
results for the modified surface code with $Z$-biased noise can equivalently be expressed in terms of the standard surface code with $Y$-biased noise, where $Y$ errors occur more frequently than $X$ or $Z$ errors. In order to frame our analysis in the context of the familiar standard surface code, and to simplify comparison with other codes, we consider pure $Y$ noise and $Y$-biased noise on the standard surface code throughout this paper. However, we emphasise that our results apply equally to the modified surface code with pure $Z$ noise or the $Z$-biased noise prevalent in many quantum architectures.

Our main analytical result is a structural theorem that reveals a hidden concatenated form of the surface code. We shotw that, in the limit of pure $Y$ noise, the surface code can be viewed as a classical concatenated code with two concatenation levels. The top level contains the so-called cycle code whose parity checks correspond to cycles in the complete graph. The bottom level contains several copies of the repetition code. We prove that the cycle code has the error threshold of $50 \%$ and give an efficient decoding algorithm that achieves this threshold. As a corollary, we show that the threshold of the surface code with pure $Y$ noise is $50 \%$ thus answering an open question posed in Ref. [3.7]. The concatenated structure described above is controlled by the parameter $g=\operatorname{gcd}(j, k)$, where $j$ and $k$ are dimensions of the surface code lattice. In particular, the top-level cycle code has length $O\left(g^{2}\right)$ while the bottom-level repetition codes have length $O\left(j k / g^{2}\right)$. Two important special cases are co-prime codes and square codes that have $g=1$ and $g=j=k$ respectively. Informally, a co-prime surface code can be viewed as a repetition code, whereas a square surface code can be viewed as a cycle code (in the limit of pure $Y$ noise). Although the repetition and the cycle codes both have $50 \%$ error threshold, we argue that the former performs much better in the sub-threshold regime. This suggests that co-prime surface codes may have an intrinsic advantage in correcting strongly biased noise.

We present further insights into the origins of the ultra-high threshold by investigating the form of logical operators. We show that logical operators consistent with pure $Y$ noise are much rarer and heavier than those consistent with pure $X$ or $Z$ noise, and their structure depends strongly on the parameter $g$. In particular, there are $2^{g-1} Y$-type logical operators of which the minimum weight is $(2 g-1)\left(j k / g^{2}\right)$. This compares to $2^{j(k-1)} X$-type logical operators of which the minimum weight is $j$. In the case of co-prime codes there is only one $Y$-type logical operator and its weight is $j k$. Hence the distance of co-prime codes to pure $Y$ noise is $O(n)$ whereas for square codes it is $O(\sqrt{n})$.

Based on the intuitions behind these results, we define an exact optimal maximum likelihood $Y$ noise decoder that is efficient for co-prime codes and tractable for moderate-sized square codes. We use this decoder to confirm in numerical simulations the $50 \%$ threshold for the surface code with pure $Y$ noise and demonstrate a significant reduction in logical failure rate for co-prime codes compared to square codes with pure $Y$ noise. In particular, we demonstrate that the logical failure rate decays exponentially with the distance to pure $Y$ noise such that a target logical failure rate may be achieved with quadratically fewer physical qubits by using co-prime codes.

Finally, we demonstrate a remarkable property of surface codes: by removing physical qubits appropriately from square surface codes to yield one with linear dimensions that are co-prime, we observe a significant reduction in logical failure rate with biased noise. Specifically, we use the tensor network decoder of Ref. [3.8], which is an approximate maximum likelihood decoder, to demonstrate the aforementioned significant reduction in logical failure rate against biased noise that is achieved using a smaller co-prime $(j-1) \times j$ code compared with a square $j \times j$ code. Fig. 3.1 summarises this result, comparing logical failure rate as a function of physical error probability for a co-prime $7 \times 8$ code and a square $8 \times 8$ code across a range of biases, where bias $\eta$ is the ratio of the probability of a $Y$ error to the probability of an $X$ or $Z$ error occurring. We see that the advantage of the co-prime
code over the square code is greatest in the limit of pure $Y$ noise $(\eta=\infty)$ and remains significant down to more modest intermediate bias, $\eta=100$ (where $Y$ errors are 100 times more likely than both $X$ and $Z$ errors). We further argue that the relative advantage of co-prime codes over square codes increases with code size, motivating the search for efficient near-optimal biased-noise decoders for co-prime codes.

Note this performance with biased noise is not shared by all topological codes; in stark contrast, the triangular 6.6.6 colour code [3.9] exhibits a decrease in threshold with bias; see the Appendix.

The paper is structured as follows. Section 3.2 provides some definitions used throughout the paper. Our main analytical results for surface codes with pure $Y$ noise are in Section 3.3. Section 3.4 presents our numerical results for surface codes with pure $Y$ noise. The demonstration of the advantage of using co-prime codes with biased noise is detailed in Section 3.5. Section 3.6 includes a discussion of our results in the context of prior work and raises some open questions for future work.

### 3.2 Definitions

Surface code. - We consider $j \times k$ surface codes [3.1] on a square lattice with "smooth" top/bottom boundaries and "rough" left/right boundaries. Physical qubits are associated with edges on the lattice. Following the usual convention, stabiliser generators consist of $X$ operators on edges around vertices, $A_{v}=\prod_{e \in v} X_{e}$, and $Z$ operators on edges around plaquettes, $B_{p}=\prod_{e \in p} Z_{e}$. The stabiliser group is, therefore, $\mathcal{G}=\left\langle A_{v}, B_{p}\right\rangle$. The $\bar{X}(\bar{Z})$ logical operator consists of $X(Z)$ operators along the left (top) edge, such that $X, Z \in \mathcal{C}(\mathcal{G}) \backslash \mathcal{G}$ and $\bar{X} \bar{Z}=-\bar{Z} \bar{X}$, where $\mathcal{C}(\mathcal{G})=\{f \in \mathcal{P}: f g=g f \forall g \in \mathcal{G}\}$ is the centraliser of $\mathcal{G}$ and $\mathcal{P}$ is the group of $n$-qubit Paulis. As such, a $j \times k$ surface code encodes one logical qubit into $n=2 j k-j-k+1$ physical qubits with distance $d=\min (j, k)$. Fig. 3.2 illustrates a $4 \times 5$ surface code.


Figure 3.2: Standard $4 \times 5$ surface code, with logical operators given by a product of $X$ along the left edge and a product of $Z$ along the top edge. Stabiliser generators are shown at right.

Surface code families - For $j \times k$ surface codes, we define the following code families: square where $j=k ; \operatorname{gcd}(j, k)=g$ constant; and co-prime where $g=1$ (special case of $g$ constant).
$Y$-type stabilisers and logical operators. - We define a $Y$-type stabiliser to be any operator on a code that is in the stabiliser group $\mathcal{G}$ and consists only of $Y$ and identity single-qubit Paulis. We define a $Y$-type logical operator to be any operator on a code that is in $\mathcal{C}(\mathcal{G}) \backslash \mathcal{G}$ and consists only of $Y$ and identity single-qubit Paulis. We define $X$ - and $Z$-type stabilisers and logical operators analogously.

As usual, the weight of an operator is the number of non-identity single-qubit Paulis applied by the operator.
$Y$-distance.-We define $Y$-distance, or distance $d_{Y}$ to pure $Y$ noise, of a code as the weight of the minimum-weight $Y$-type logical operator. $X$ - and $Z$-distance are defined analogously. The overall distance of the code is defined in the usual way and is upper-bounded by $\min \left(d_{X}, d_{Y}, d_{Z}\right)$.
$Y$-biased noise. - Several conventions have previously been used to define biased Pauli noise models [3.4, 3.7, 3.10-3.22]. We adapt the approach of Ref. [3.7] to $Y$-biased noise, by considering an independent, identically distributed Pauli noise model defined by an array $\boldsymbol{p}=\left(1-p, p_{X}, p_{Y}, p_{Z}\right)$ corresponding to the probabilities of each single-qubit Pauli $I$ (no error), $X, Y$, and $Z$, respectively, such that the probability of any error on a single-qubit is $p=p_{X}+p_{Y}+p_{Z}$. We define bias $\eta$ to be the ratio of the probability of a $Y$ error to the probability of a non- $Y$ error such that $\eta=p_{Y} /\left(p_{X}+p_{Z}\right)$. For simplicity, we restrict to the case $p_{X}=p_{Z}$. With this definition $\eta=1 / 2$ corresponds to standard depolarising noise with $p_{X}=p_{Y}=p_{Z}=p / 3$ and the limit $\eta \rightarrow \infty$ corresponds to pure $Y$ noise, i.e., only $Y$ errors with probability $p$. We define $X$ - and $Z$-biased noise analogously.

### 3.3 Features of surface codes with pure Y noise

In this section, we present our analytical results for surface codes with pure $Y$ noise. We start by highlighting the specificities of syndromes of pure $Y$ noise. Our main result reveals that error correction with the surface code with pure $Y$ noise is equivalent to a concatenation of two classical codes: the repetition code at the bottom level and the cycle code at the top level. As a corollary, we show that the surface code with pure $Y$ noise has a threshold of $50 \%$. We also highlight that for $j \times k$ surface codes with small $g=\operatorname{gcd}(j, k)$, the more effective repetition code dominates the performance of the code. Finally, we give explicit formulas for the minimum weight and count of $Y$-type logical operators. These results explain the ultra-high thresholds of the surface code with $Y$-biased noise, as shown in Ref. [3.7], and the lower logical failure rates seen with co-prime surface codes, presented in Sections 3.4 and 3.5.

### 3.3.1 Syndromes of pure $Y$ noise

An obvious feature of $Y$ noise on the surface code is that $Y$ errors anticommute with both $X$ - and $Z$ type stabiliser generators, providing additional bits of syndrome information. For comparison, Fig. 3.3 shows a sample of $Y$-error configurations alongside identically placed $X$ - and $Z$-error configurations with corresponding anticommuting syndrome locations for each error type. In each case, we see that $Y$-error strings anticommute with more syndrome locations than $X$ - or $Z$-error strings, providing the decoder with more information about the location of errors to be corrected.

We remark that the displacement between the $X$ - and $Z$-type stabiliser generators appears to be significant. For example, the colour 6.6.6 code has co-located $X$ - and $Z$-type stabiliser generators, so that, even if $Y$ errors anticommute with more stabiliser generators, the number of distinct syndrome locations triggered by $Y$ errors is no greater than for $X$ or $Z$ errors.


Figure 3.3: A sample of $X-, Y$ - and $Z$-error strings, indicated by coloured circles, with corresponding anticommuting syndrome locations, indicated by yellow stars.

### 3.3.2 Structure of surface codes with pure Y noise

In this section we consider surface codes subject to pure $Y$ noise. We describe a polynomial time decoding algorithm and prove that it achieves an error threshold of $50 \%$. We also derive an exponential upper bound on the probability of logical errors in the sub-threshold regime. Our main result is a structural theorem that reveals a hidden concatenated structure of the surface code and highlights the role of the parameter $g=\operatorname{gcd}(j, k)$. The theorem implies that error correction with the surface code subject to $Y$ noise can be viewed as a concatenation of two classical codes: the repetition code at the bottom level and the so-called cycle code at the top level. Both codes admit efficient decoding algorithms and have an error threshold of $50 \%$, although the repetition code scores much better in terms of the logical error probability. We show that for a fixed number of qubits, the size of each code can vary drastically depending on the value of $g$. Loosely speaking, the error correction workload is shared between the two codes such that for small $g$ the dominant contribution comes from the more effective repetition code. This explains the enhanced performance of co-prime surface codes $(g=1)$ observed in the numerics.

We will demonstrate this concatenated structure by studying the restricted patterns of syndrome locations which can arise from pure- $Y$ errors. Specifically we will see that this syndrome information is highly redundant. We will then show that, by considering a code involving concatenations of the repetition code, we can remove this redundancy to reveal the underlying effective classical code: the cycle code.

## Concatenated structure

Consider a Pauli error

$$
\begin{equation*}
P(y) \equiv Y_{1}^{y_{1}} \otimes Y_{2}^{y_{2}} \otimes \cdots \otimes Y_{n}^{y_{n}} \tag{3.1}
\end{equation*}
$$

where $y \in\{0,1\}^{n}$. As described in Section 3.3.1, the syndrome of $P(y)$ is given by

$$
\begin{equation*}
a_{v}(y)=\sum_{e \in v} y_{e} \quad \text { and } \quad b_{p}(y)=\sum_{e \in p} y_{e} \tag{3.2}
\end{equation*}
$$

where $v$ and $p$ run over all vertices and all plaquettes of the lattice and the sums are modulo two. A decoding algorithm takes as input the error syndrome and outputs a candidate recovery operator $P\left(y^{\prime}\right)$ that agrees with the observed syndrome. The decoding succeeds if $y^{\prime}=y$ and fails otherwise. (More generally, the decoder only needs to identify the equivalence class of errors that contains $P(y)$, where the equivalence is defined modulo stabilisers of the surface code.)

Consider a classical linear code of length $n$ defined by the parity checks $a_{v}(y)=0$ and $b_{p}(y)=0$ for all $v, p$. We shall refer to this code as a $Y$-code. As described above, error correction for the surface code subject to $Y$-noise is equivalent to error correction for the $Y$-code subject to classical bit-flip errors. We shall now establish the structure of the $Y$-code. For any integer $m \geq 3$, let $K_{m}$ be the complete graph with $m$ vertices and $e=m(m-1) / 2$ edges. Consider bit strings $x \in\{0,1\}^{e}$ such that bits of $x$ are associated with edges of the graph $K_{m}$. Let $x_{i, j}$ be the bit associated with an edge $(i, j)$. Here it is understood that $x_{i, j}=x_{j, i}$. Define a cycle code $\mathcal{C}_{m}$ of order $m$ that encodes $m-1$ bits into $e$ bits with parity checks

$$
\begin{equation*}
x_{i, j} \oplus x_{j, k} \oplus x_{i, k}=0 \quad \text { for all } 1 \leq i<j<k \leq m . \tag{3.3}
\end{equation*}
$$

Thus parity checks of $\mathcal{C}_{m}$ correspond to cycles (triangles) in the graph $K_{m}$. Note that Eq. (3.3) defines a redundant set of parity checks. It is well-known that any connected graph with $m$ vertices and $e$ edges has $e-m+1$ independent cycles. Thus $\mathcal{C}_{m}$ has $e-(m-1)$ independent parity checks. The number of encoded bits is $m-1$. Note that $\mathcal{C}_{2}$ is a trivial code (it has no parity checks). Let $\operatorname{REP}(m)$ be the repetition code that encodes one bit into $m$ bits. We can now describe the structure of the $Y$-code.

Theorem 3.1 ( $Y$-code structure). The $Y$-code is a concatenation of the cycle code $\mathcal{C}_{g+1}$ at the top level and $g(g+1) / 2$ repetition codes at the bottom level. The latter consists of repetition codes $\operatorname{REP}\left(j k / g^{2}\right)$, $\operatorname{REP}\left(2 j k / g^{2}\right)$, and $\operatorname{REP}\left(4 j k / g^{2}\right)$ with multiplicities $1,2(g-1)$, and $g(g+1) / 2-2 g+1$ respectively.

An important corollary of the theorem is that a decoding algorithm for the cycle code can be directly applied to correcting $Y$ errors in the surface code. Indeed, a decoder for the $Y$-code can be constructed in a level-by-level fashion such that the bottom level repetition codes are decoded first and the top level cycle code is decoded afterwards.

For example, Theorem 3.1 implies that, with pure $Y$ noise, a co-prime ( $g=1$ ) surface code is essentially a single repetition code of size growing linearly with $n$, whereas a square surface code is equivalent to the concatenation of bottom-level fixed-size repetition codes $\operatorname{REP}(1), \operatorname{REP}(2), \operatorname{REP}(4)$ and a top-level cycle code of size growing linearly with $n$, where $n$ is the number of physical qubits in the surface code.


Figure 3.4: Diagonals $\delta^{i}$ for the $4 \times 4$ surface code. We consider the symmetry group $\mathcal{R}$ generated by reflections of the lattice against $\delta^{1}$ and $\delta^{5}$. Note that any diagonal $\delta^{i}$ is symmetric under reflections from $\mathcal{R}$.

Proof. Let us first prove the theorem in the special case of square surface codes, $j=k=g$. Let $\mathcal{G} \subset\{0,1\}^{n}$ be the codespace of the $Y$-code. We shall use a particular basis set of codewords called diagonals. The $j \times j$ lattice has $j+1$ diagonals denoted $\delta^{1}, \delta^{2}, \ldots, \delta^{j+1} \in \mathcal{G}$; see Fig. 3.4. Given a codeword $y \in \mathcal{G}$, let $\partial y \in\{0,1\}^{j}$ be the restriction of $y$ onto the top horizontal row of edges in the surface code lattice. We claim that $y$ is uniquely determined by $\partial y$. Indeed let $H_{1}, \ldots, H_{j}$ be the rows of horizontal edges (counting from the top). Let $V_{2}, \ldots, V_{j}$ be the rows of vertical edges (counting from the top). By definition, the restriction of $y$ onto $H_{1}$ coincides with $\partial y$. Suppose the restriction of $y$ onto $H_{1} V_{2} \ldots H_{p}$ is already determined (initially $p=1$ ). Vertex parity checks $a_{v}(y)=0$ located at the row $H_{p}$ then determine the restriction of $y$ onto $V_{p+1}$. Likewise, suppose the restriction of $y$ onto $H_{1} V_{2} \ldots H_{p} V_{p}$ is already determined. Plaquette parity checks $b_{p}(y)=0$ located at the row $V_{p}$ then determine the restriction of $y$ onto $H_{p+1}$. Proceeding inductively shows that any codeword $y \in \mathcal{G}$ is uniquely determined by $\partial y$.

Define bit strings

$$
e^{1}=100 \ldots 0, \quad e^{2}=010 \ldots 0, \quad e^{3}=001 \ldots 0 \quad \text { etc. }
$$

Then $\partial \delta^{1}=e^{1}, \partial \delta^{i}=e^{i-1}+e^{i}$ for $2 \leq i \leq j$, and $\partial \delta^{j+1}=e^{j}$; see Fig. 3.4. It follows that $\partial \delta^{1}, \ldots, \partial \delta^{j}$ span the binary space $\{0,1\}^{j}$. Accordingly, the diagonals $\delta^{1}, \ldots, \delta^{j}$ span the codespace $\mathcal{G}$ and

$$
\delta^{j+1}=\delta^{1} \oplus \delta^{2} \oplus \ldots \oplus \delta^{j}
$$

In particular, $\operatorname{dim}(\mathcal{G})=j$, that is, the $Y$-code encodes $j$ bits into $n$ bits.
Let $\mathcal{R} \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ be a group generated by reflections of the lattice against the diagonals $\delta^{1}$ and $\delta^{j+1}$. Note that any diagonal $\delta^{i}$ is invariant under reflections from $\mathcal{R}$, see Fig. 3.4. Suppose $f$ is an edge of the surface code lattice. Let $\mathcal{R}(f)$ be the orbit of $f$ under the action of $\mathcal{R}$. The above shows that any diagonal $\delta^{i}$ is constant on orbits of $\mathcal{R}$, that is, $\mathcal{R}(f)=\mathcal{R}(g)$ implies that $\delta_{f}^{i}=\delta_{g}^{i}$. Since the diagonals $\delta^{i}$ span the full codespace $\mathcal{G}$, we conclude that any codeword $y \in \mathcal{G}$ is constant on orbits of $\mathcal{R}$, that is, $\mathcal{R}(f)=\mathcal{R}(g)$ implies that $y_{f}=y_{g}$. Equivalently, each orbit of $\mathcal{R}$ of size $m$ gives rise to


Figure 3.5: A set of qubits $\mathcal{O}$ such that each orbit of $\mathcal{R}$ contains exactly one qubit from $\mathcal{O}$. In this example the group $\mathcal{R}$ has 10 orbits of size $1,2,4$.


Figure 3.6: Restrictions of the diagonal $\delta^{i}$ onto $\mathcal{O}$ define a basis set of codewords for the top level code.
the repetition code $\operatorname{REP}(m)$. A simple counting shows that $\mathcal{R}$ has a single orbit of size 1 (the central vertical edge), $2(j-1)$ orbits of size 2 (pairs of qubits located on the diagonals $\delta^{1}$ and $\delta^{j+1}$ ), whereas all remaining orbits have size 4 . This proves the last statement of the theorem (in the special case $j=k$ ).

Fix a set of qubits $\mathcal{O}$ such that each orbit of $\mathcal{R}$ contains exactly one qubit from $\mathcal{O}$. In other words, $\mathcal{O}$ is a set of orbit representatives. We shall choose $\mathcal{O}$ as shown on Fig. 3.5. A simple counting shows that $|\mathcal{O}|=j(j+1) / 2$. Consider a codeword $y \in \mathcal{G}$ and let $[y] \in\{0,1\}^{|\mathcal{O}|}$ be a vector obtained by restricting $y$ onto $\mathcal{O}$. We define the top-level code as a linear subspace $\mathcal{L} \subseteq\{0,1\}^{|\mathcal{O}|}$ spanned by vectors [y] with $y \in \mathcal{G}$. Equivalently, $\mathcal{L}$ is spanned by vectors [ $\left.\delta^{i}\right]$ with $i=1, \ldots, j+1$. A direct inspection shows that each qubit $e \in \mathcal{O}$ belongs to exactly two vectors $\left[\delta^{i}\right]$ and $\left[\delta^{k}\right]$ for some $i \neq k$, see Fig. 3.6 for an example. Thus one can identify $\mathcal{O}$ with the set of edges of the complete graph $K_{j+1}$, whereas the vectors $\left[\delta^{i}\right]$ can be identified with "vertex stabilisers" in $K_{j+1}$. In other words, the support of each vector $\left[\delta^{i}\right]$ coincides with the set of edges incident to some vertex of $K_{j+1}$. We conclude that parity checks of $\mathcal{L}$ corresponds to closed loops in $K_{j+1}$. Thus the top-level code coincides with the cycle code $\mathcal{C}_{j+1}$.

The above proves the theorem in the special case $j=k$. Consider now the general case $j \neq k$. Let us tile the surface code lattice by $t=j k / g^{2}$ tiles of size $g \times g$ as shown on Fig. 3.7. Note that each horizontal edge is fully contained in some tile. Let us say that a vertical edge is a boundary edge

## CHAPTER 3: TAILORING SURFACE CODES FOR HIGHLY BIASED NOISE

if it overlaps with the boundary of some adjacent tiles. If one ignores the boundary edges, each tile contains a single copy of the $g \times g$ surface code. For each tile define the diagonals $\delta^{1}, \delta^{2}, \ldots, \delta^{g+1}$ as


Figure 3.7: Partition of the $8 \times 12$ surface code into $4 \times 4$ tiles. Solid red circles: the extended diagonal $\Delta^{1}$ alternating between $\delta^{1}$ and $\delta^{5}$, see Fig. 3.4.
above. Let $\mathcal{G}$ be the codespace of the $Y$-code for the full $j \times k$ lattice. Recall that any codeword $y \in \mathcal{G}$ is is fully determined by its projection $\partial y$ onto the top horizontal row of edges. Using this property one can easily verify that the codespace $\mathcal{G}$ is spanned by "extended diagonals" $\Delta^{i}$ such that the restriction of $\Delta^{i}$ onto the top left tile coincides with $\delta^{i}$ and $\Delta^{i}$ alternates between $\delta^{i}$ and $\delta^{g+2-i}$ in a checkerboard fashion, see Fig. 3.8. An example of the extended diagonal $\Delta^{1}$ is shown on Fig. 3.7. By definition,


Figure 3.8: Extended diagonal $\Delta^{i}$.
$\Delta^{i}$ has no support on the boundary edges. This implies that the $Y$-code has a weight-1 parity check for each boundary edge. Ignoring such weight-1 checks, each codeword $\Delta^{i}$ consists of $t$ copies of the diagonal $\delta^{i}$ with some copies being reflected. Considering $t$ copies of each codeword instead of a single copy is equivalent to replacing the repetition codes $\operatorname{REP}(1), \operatorname{REP}(2), \operatorname{REP}(4)$ in the above analysis by $\operatorname{REP}(t), \operatorname{REP}(2 t), \operatorname{REP}(4 t)$, where $t=j k / g^{2}$ is the number of tiles.

## Decoding the cycle code

Here we consider the cycle code subject to random errors. We give a polynomial-time decoding algorithm that achieves the error threshold of $50 \%$. Fix some integer $m \geq 3$ and consider the cycle code $\mathcal{C}_{m}$ defined in Section 3.3.2. Recall that $\mathcal{C}_{m}$ has length $n=m(m-1) / 2$. We consider independent and identically distributed (i.i.d.) bit-flip errors such that each bit is flipped with probability $p \in[0,1 / 2)$. Define an error bias $\epsilon>0$ such that

$$
\begin{equation*}
2 p(1-p)=\frac{1}{2}-\epsilon \tag{3.4}
\end{equation*}
$$
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Lemma 3.1 (Cycle code decoder). Let $e \in\{0,1\}^{n}$ be a random iid error with a bias $\epsilon$. There exists an algorithm that takes as input the syndrome of e and outputs a bit string $e^{\prime} \in\{0,1\}^{n}$ such that

$$
\begin{equation*}
\operatorname{Prob}\left[e^{\prime}=e\right] \geq 1-2 m^{2} \cdot \exp \left(-2 \epsilon^{2} m\right) \tag{3.5}
\end{equation*}
$$

The algorithm has runtime $O\left(m^{3}\right)$.
Proof. Recall that the cycle code $\mathcal{C}_{m}$ is defined on the complete graph with $m$ vertices such that each bit of $\mathcal{C}_{m}$ is located on some edge $(i, j)$ of the graph. Let $e_{i, j}$ be the error bit associated with an edge $(i, j)$. We begin by giving a subroutine that identifies a single error bit $e_{i, j}$. Without loss of generality, consider the edge (1,2). This edge is contained in $m-2$ triangles that give rise to syndrome bits

$$
\begin{align*}
s_{3} & =e_{1,2} \oplus e_{2,3} \oplus e_{3,1}, \\
s_{4} & =e_{1,2} \oplus e_{2,4} \oplus e_{4,1} \\
& \ldots  \tag{3.6}\\
s_{m} & =e_{1,2} \oplus e_{2, m} \oplus e_{m, 1} .
\end{align*}
$$

Since errors on different edges of each triangle are independent, the conditional probability distributions of syndromes $s_{j}$ for a given error bit $e_{1,2}$ are

$$
\begin{aligned}
& \operatorname{Prob}\left[s_{j}=1 \mid e_{1,2}=0\right]=\frac{1}{2}-\epsilon \\
& \operatorname{Prob}\left[s_{j}=0 \mid e_{1,2}=0\right]=\frac{1}{2}+\epsilon \\
& \operatorname{Prob}\left[s_{j}=1 \mid e_{1,2}=1\right]=\frac{1}{2}+\epsilon \\
& \operatorname{Prob}\left[s_{j}=0 \mid e_{1,2}=1\right]=\frac{1}{2}-\epsilon
\end{aligned}
$$

Furthermore, since different triangles in Eq. (3.6) intersect only on the edge (1,2), we have

$$
\begin{equation*}
\operatorname{Prob}\left[s_{3}, \ldots, s_{m} \mid e_{1,2}\right]=\prod_{j=3}^{m} \operatorname{Prob}\left[s_{j} \mid e_{1,2}\right] . \tag{3.7}
\end{equation*}
$$

This is an iid distribution of $m-2$ bits which is $\epsilon$-biased towards $e_{1,2}$. Hoeffding's inequality gives

$$
\operatorname{Prob}\left[s_{3}+\ldots+s_{m} \geq m / 2 \mid e_{1,2}=0\right] \leq 4 \exp \left(-2 \epsilon^{2} m\right)
$$

and

$$
\operatorname{Prob}\left[s_{3}+\ldots+s_{m} \leq m / 2 \mid e_{1,2}=1\right] \leq 4 \exp \left(-2 \epsilon^{2} m\right) .
$$

The desired subroutine outputs $e_{1,2}=0$ if $s_{3}+\ldots+s_{m} \leq m / 2$ and $e_{1,2}=1$ otherwise. Clearly, the above calculations take time $O(m)$.

The full decoding algorithm applies the above subroutine independently to each edge of the graph learning error bits one by one. By the union bound, such algorithm misidentifies the error with probability at most $2 m^{2} \exp \left(-2 \epsilon^{2} m\right)$ since the complete graph $K_{m}$ has $m(m-1) / 2$ edges. The overall runtime of the algorithm is $O\left(m^{3}\right)$.

Note that the decoding algorithm of Lemma 3.1 can be viewed as a single round of the standard Belief Propagation algorithm, which is commonly used to decode classical low-density parity check (LDPC) codes. Also recall that the cycle code $\mathcal{C}_{m}$ has length $n \sim m^{2} / 2$. Thus the probability of a logical error in Eq. (3.5) decays exponentially with $\sqrt{n}$ (this scaling is unavoidable since the cycle code $\mathcal{C}_{m}$ has distance $O(m)$ ). As a consequence, the proposed decoder performs very poorly in the small bias regime. For example, reducing the error rate from $49 \%$ to $1 \%$ would require code length $n \approx 10^{17}$ (here we used Eq. (3.5) as a rough estimate of the logical error probability). In contrast, the logical error probability of the repetition code $\operatorname{REP}(n)$ decays exponentially with $n$.

### 3.3.3 Threshold of the surface code with pure $Y$ noise

The surface code with pure $Y$ noise is equivalent to a concatenation of two classical codes, as shown above, and both of these classical codes have thresholds of $50 \%$. These results lead directly to the fact that the threshold of the surface code with pure $Y$ noise is $50 \%$. Indeed, let us employ the level-by-level decoding strategy such that the bottom-level repetition codes are decoded first. Assume that the pure $Y$ noise has error rate $p<1 / 2$. Then the $j$-th repetition code makes a logical error with probability $p_{j} \leq p<1 / 2$. The effective error model for the top-level cycle code is a product of symmetric binary channels with error rates $p_{1}, \ldots, p_{m} \leq p$, where $m=g(g+1) / 2$ is the length of the cycle code. One can easily verify that the decoder of Lemma 3.1 corrects such random error with probability given by Eqs. (3.4) and (3.5). Finally, Theorem 3.1 implies that each parity check of the repetition or the cycle code is a linear combination (modulo two) of the plaquette and vertex parity checks of Eq. (3.2). The coefficients in this linear combination can be found by solving a suitable system of linear equations in time $O\left(n^{3}\right)$. This enables an efficient conversion between the surface code syndrome and the syndromes of the bottom-level and the top-level code. To conclude, Theorem 3.1 and Lemma 3.1 have the following corollary.

Corollary 3.1 ( $Y$-threshold). The error correction threshold for the surface code with pure $Y$ noise is $50 \%$. This error threshold can be achieved by a polynomial-time decoding algorithm.

A numerical demonstration of the $50 \%$ threshold of the surface code with pure $Y$ noise is given in Section 3.4.1.

In previous work [3.7], we used the BSV decoder [3.8] to estimate the error threshold of the surface code with a range of biases including with pure $Y$ noise (equivalently pure $Z$ noise on the modified surface code of Ref. [3.7]). The BSV decoder is tuned via an approximation parameter $\chi$, which defines the scale of correlations between syndrome bits. With $\chi$ exponentially large in the number of physical qubits, the approximation becomes exact but decoding becomes inefficient. In order to keep the simulations tractable, we used $\chi=48$ and found that the decoder performance saturated for large bias, $\eta \geq 300$, giving an estimate for the threshold with pure $Y$ noise of $43.7(1) \%$, where error bars correspond to fitting variance not decoder approximation. We noted that, although clear thresholding behavior was seen, the BSV decoder had not completely converged with $\chi=48$. Corollary 3.1 indicates that the saturation of the decoder performance was likely a side effect of having too small a value of $\chi$.

### 3.3.4 Y-type logical operators

The structure of surface codes with pure $Y$ noise, described in Section 3.3.2, also manifests itself in the structure and, consequently, the minimum weight and count of $Y$-type logical operators, i.e. logical operators consisting only of $Y$ and identity single-qubit Paulis. In this section, we give explicit formulas for the minimum weight and count of $Y$-type logical operators. Highlighting the cases of co-prime and square codes, as well as comparing the formulas to those for $X$ - and $Z$-type logical operators, we remark on how the minimum weight and count of $Y$-type logical operators contributes to the performance advantage with pure $Y$ noise and $Y$-biased noise seen in Ref. [3.7], for surface codes in general, and in Sections 3.4 and 3.5, for co-prime codes in particular.

## Logical operator minimum weight

We show that the minimum-weight $Y$-type logical operator is comparatively heavy. The $X$-distance, $d_{X}$, of a code is the weight of the minimum-weight $X$-type logical operator. Clearly, the minimumweight $X$-type logical operator on a $j \times k$ code is a full column of $X$ operators on horizontal edges, and hence $d_{X}=j$; similarly $d_{Z}=k$. It is also clear that the minimum-weight $Y$-type logical operator on a square $j \times j$ code is a full diagonal of $Y$ operators, and hence $d_{Y}=2 j-1$. From the proof of Theorem 3.1, it is apparent that, in the case of pure $Y$ noise, a $j \times k$ surface code can be viewed as a tiling of $j k / g^{2}$ copies of a square $g \times g$ code, where $g=\operatorname{gcd}(j, k)$. Therefore, the $Y$-distance of a general $j \times k$ surface code is given by the following corollary.

Corollary 3.2 ( $Y$-distance). For a $j \times k$ surface code, the weight of the minimum-weight $Y$-type logical operator, and hence the distance of the code to pure $Y$ noise, is

$$
d_{Y}=\frac{(2 g-1) j k}{g^{2}}
$$

where $g=\operatorname{gcd}(j, k)$.
The distances to pure noise for various surface code families are summarised in Table 3.1. We note that, for all code families, $Y$-distance exceeds $X$ - or $Z$-distance, which is consistent with the increase in error threshold of surface codes with biased noise seen in Ref. [3.7]. Furthermore, we note that the $Y$-distance of square codes is $d_{Y}=O(\sqrt{n})$ while that of a co-prime codes is $d_{Y}=O(n)$, where $n$ is the number of physical qubits in a $j \times k$ surface code. This feature contributes to the significant improvement in logical failure rate of co-prime codes over square codes with pure $Y$ noise and $Y$-biased noise, see Sections 3.4 and 3.5.

| Code family | $d_{X}$ | $d_{Y}$ | $d_{Z}$ |
| :--- | :--- | :--- | :--- |
| square | $j$ | $2 j-1$ | $j$ |
| co-prime | $j$ | $j k$ | $k$ |
| $\operatorname{gcd}(j, k)=g$ | $j$ | $(2 g-1)\left(j k / g^{2}\right)$ | $k$ |

Table 3.1: Distances to pure noise for $j \times k$ surface code families. ( $d_{P}$ refers to the distance to pure $P$ noise, where $P \in\{X, Y, Z\}$.)

## Logical operator count

We show that $Y$-type logical operators are comparatively rare. The number $c_{X}$ of $X$-type logical operators is equal to the number of ways the logical $\bar{X}$ operator can be deformed by $X$-type stabiliser generators. The number of $X$-type stabiliser generators (i.e. vertices) on a $j \times k$ surface code is $j(k-1)$, and hence $c_{X}=2^{j(k-1)}$; similarly $c_{Z}=2^{(j-1) k}$. From the proof of Theorem 3.1, it is apparent that the $g$ basis codewords of the Y-code correspond to a single logical operator and a full set of $g-1$ linearly independent $Y$-type stabilisers of a $j \times k$ surface code, where $g=\operatorname{gcd}(j, k)$. Therefore, the number of $Y$-type logical operators of a general $j \times k$ surface code is given by the following corollary.

Corollary 3.3 ( $Y$-count). For $a j \times k$ surface code, the number of $Y$-type logical operators is

$$
c_{Y}=2^{g-1}
$$

where $g=\operatorname{gcd}(j, k)$. The number of $Y$-type stabilisers is also $c_{Y}$.
The counts of pure noise logical operators for various surface code families are summarised in Table 3.2. We note that, for all code families, the number of logical operators for pure $Y$ noise is much lower than the number for pure $X$ or $Z$ noise, which is consistent with the increase in error threshold of surface codes with biased noise seen in Ref. [3.7]. Furthermore, we note that the number of $Y$-type logical operators for square codes is $c_{Y}=O\left(2^{\sqrt{n}}\right)$ while for co-prime codes it is $c_{Y}=O(1)$, where $n$ is the number of physical qubits in a $j \times k$ surface code. This feature contributes to the significant improvement in logical failure rate of co-prime codes over square codes with pure $Y$ noise and $Y$-biased noise, see Sections 3.4 and 3.5.

| Code family | $c_{X}$ | $c_{Y}$ | $c_{Z}$ |
| :--- | :--- | :--- | :--- |
| square | $2^{j^{2}-j}$ | $2^{j-1}$ | $2^{j^{2}-j}$ |
| co-prime | $2^{j(k-1)}$ | 1 | $2^{(j-1) k}$ |
| $\operatorname{gcd}(j, k)=g$ | $2^{j(k-1)}$ | $2^{g-1}$ | $2^{(j-1) k}$ |

Table 3.2: Counts of pure noise logical operators for $j \times k$ surface code families. ( $c_{P}$ refers to the number of $P$-type logical operators, where $P \in\{X, Y, Z\}$.)

### 3.4 Advantage of co-prime surface codes with pure Y noise

In Section 3.3, we presented our analytical results for surface codes with pure $Y$ noise, highlighting features that contribute to the ultra-high thresholds seen in Ref. [3.7] with $Y$-biased noise. Our analytical results also indicate that co-prime codes should achieve lower logical failure rates than square codes with pure $Y$ noise.

Here we present our numerical investigation into the performance of surface codes with different $g$ with pure $Y$ noise. In particular, we present results for co-prime, $g=4$ and square surface code families, confirming the $50 \%$ error threshold. We also demonstrate a significant reduction in the logical failure rate for co-prime codes compared to square codes. Specifically, quadratically fewer physical qubits may be used to achieve a target logical failure rate by using co-prime codes.


Figure 3.9: Logical failure rate $f$ as a function of physical error probability $p$ for $j \times k$ surface code families: square, $g=4$, and co-prime, where $g=\operatorname{gcd}(j, k)$, subject to pure $Y$ noise. Data points are sample means over 60000 runs using the $Y$-decoder described in Section 3.4.2. Dotted lines connect successive data points for a given code size.

We also define the exact optimal decoder for pure $Y$ noise that we used in order to achieve optimal results and avoid the limitations of an approximate (see Section 3.3.3) or non-optimal (see Section 3.3.2) decoder.

### 3.4.1 Performance of surface codes with pure Y noise

We investigate the performance of surface codes with pure $Y$ noise. Besides confirming the $50 \%$ threshold for the surface code, we demonstrate a significant reduction in logical failure rate for coprime surface codes compared to square surface codes such that a target logical failure rate may be achieved with quadratically fewer physical qubits using co-prime codes in place of square codes. That is, we demonstrate that logical failure rate decays exponentially with $Y$-distance for square and coprime codes but since, in accordance with Corollary 3.2, the $Y$-distance of these codes is $O(\sqrt{n})$ and $O(n)$ respectively, the logical failure rate decays quadratically faster with $n$ for co-prime codes, where


Figure 3.10: Exponential decay of the logical failure rate $f$ with respect to code distance $d_{Y}$ to pure $Y$ noise in the regime of physical error probability $p$ at and below the error threshold for $j \times k$ surface code families: square, $g=4$, and co-prime, where $g=\operatorname{gcd}(j, k)$, subject to pure $Y$ noise. Data points are sample means over 60000 runs using the $Y$-decoder described in Section 3.4.2. Dotted lines indicate least squares fit to data for a given $p$ and error bars indicate 1 standard deviation.
$n$ is the number of physical qubits.
In Fig. 3.9, we plot logical failure rate $f$ as a function of physical failure rate $p$ for $j \times k$ surface codes belonging to the following families: square, $g=4$, and co-prime codes, where $g=\operatorname{gcd}(j, k)$. For co-prime codes, we see clear evidence of an error threshold at $p_{c}=50 \%$, consistent with Corollary 3.1. For $g=4$ and square codes, the data is consistent with a threshold $p_{c}=50 \%$ but the evidence is less definitive. Within a code family, it is expected that smaller codes will perform worse than larger codes below threshold. However, comparing the performance of smaller co-prime codes to square codes, we see a significant improvement in logical failure rate across the full range of physical error probabilities. For example, the $20 \times 21$ co-prime code clearly outperforms the $21 \times 21$ square code. This can be seen as a qualitative demonstration of the effect of the features of surface codes with pure $Y$ noise identified in Section 3.3. For $g=4$ codes, we see logical failure rates intermediate between square codes and co-prime codes, as expected.

In Fig. 3.10, we plot logical failure rate $f$ as a function of code distance $d_{Y}$ to pure $Y$ noise at physical error probabilities $p$ at and below the threshold $p_{c}=50 \%$ for surface codes belonging to the following families: square, $g=4$, and co-prime codes. For each code family, we see exponential decay of the logical failure rate $f \sim \exp \left(-\alpha d_{Y}\right)$, where $\alpha$ is a function of $\left(p_{c}-p\right)$, which is consistent with the threshold $p_{c}=50 \%$ predicted by Corollary 3.1. Considering $j \times k$ surface codes, according to Corollary $3.2, d_{Y}=2 j-1$ for square codes and $d_{Y}=j k$ for co-prime codes. That is, $d_{Y}=O(\sqrt{n})$ for square codes and $d_{Y}=O(n)$ for co-prime codes. As a result, based on the observed exponential decay, quadratically fewer physical qubits are required to achieve a target logical failure rate for a given physical error rate by using co-prime codes in place of square codes.

To investigate the performance of different families of surface codes with pure $Y$ noise, we used the $Y$-decoder, defined in Section 3.4.2, to sample the logical failure rate across a full range of physical error probabilities for square, $g=4$ and co-prime codes. We used code sizes: $\{5 \times 5,9 \times 9,13 \times 13$, $17 \times 17,21 \times 21\}$ for square codes, $\{4 \times 8,8 \times 12,12 \times 16,16 \times 20,20 \times 24\}$ for $g=4$ codes, and $\{4 \times 5$, $8 \times 9,12 \times 13,16 \times 17,20 \times 21\}$ for co-prime codes, and 60000 runs per code size and physical error probability. In our implementation of the $Y$-decoder, we used the Python language with SciPy and NumPy libraries [3.23,3.24] for fast linear algebra and the mathmp library [3.25] for arbitrary-precision floating-point arithmetic, enabling up to 50 decimal places of precision.

### 3.4.2 Exact optimal Y-decoder

Here we define the exact optimal decoder for pure $Y$ noise that we used in our numerical simulations of Section 3.4.1. As mentioned in Section 3.3.2, it is possible to decode $Y$ noise on the planar code by treating it as the concatenation of a cycle code and repetition codes and decoding level-by-level. However, while efficient, such a decoder is not necessarily optimal. Also, as mentioned in Section 3.3.3, the performance of the approximate maximum likelihood decoder [3.8] used in previous studies [3.7] was found to saturate with pure $Y$ noise when tuned for efficiency. Here we explicitly define an exact maximum likelihood decoder for the surface code with pure $Y$ noise that is efficient for $j \times k$ surface code families with small $\operatorname{gcd}(j, k)$, such as co-prime codes, and tractable for moderate-sized square codes.

Consider a surface code with $n$ physical qubits and $m$ independent vertex and plaquette stabiliser generators. In the case of pure $Y$ noise, the only possible error configurations are $Y$-type Pauli operators, i.e. operators consisting only of $Y$ and identity single-qubit Paulis. Let $\mathcal{P}_{Y}$ denote the
group of $n$-qubit $Y$-type Pauli operators, let $\mathcal{G}_{Y}$ denote the group of $Y$-type stabilisers, and define the centraliser of $\mathcal{G}_{Y}$ as $\mathcal{C}\left(\mathcal{G}_{Y}\right)=\left\{f \in \mathcal{P}_{Y}: f g=g f \forall g \in \mathcal{G}_{Y}\right\}$. If the result of measuring the vertex and plaquette stabiliser generators is given by syndrome $s \in\{0,1\}^{m}$ and $f_{s} \in \mathcal{P}_{Y}$ is some fixed $Y$-type Pauli operator with syndrome $s$ then the set $f_{s} \mathcal{C}\left(\mathcal{G}_{Y}\right)$ of all $Y$-type Pauli operators with syndrome $s$ is the disjoint union $f_{s} \mathcal{C}\left(\mathcal{G}_{Y}\right)=f_{s} \mathcal{G}_{Y} \cup f_{s} \bar{L} \mathcal{G}_{Y}$, where $\bar{L}$ is one of the single class of logical operators possible with pure $Y$ noise.

For a given syndrome $s$ and probability distribution $\pi$ on the Pauli group, the maximum likelihood decoder for pure $Y$ noise can be implemented by constructing a candidate $Y$-type recovery operator $f_{s}$ consistent with $s$, and returning $\arg \max _{f} \pi\left(f \mathcal{G}_{Y}\right)$ where $f \in\left\{f_{s}, f_{s} \bar{L}\right\}$ and $\pi\left(f \mathcal{G}_{Y}\right)=\sum_{g \in \mathcal{G}_{Y}} \pi(f g)$.

On a $j \times k$ surface code, the size of the group of $Y$-type stabilisers is $\left|\mathcal{G}_{Y}\right|=c_{Y}=2^{g-1}$ where $g=\operatorname{gcd}(j, k)$, see Corollary 3.3. Therefore, for surface codes with small $g$, such as co-prime codes, the $Y$-decoder is efficient, provided that a candidate $Y$-type recovery operator $f_{s}$, the group of $Y$-type stabilisers $\mathcal{G}_{Y}$ and logical operator $\bar{L}$ can be constructed efficiently. In the next two subsections, we describe these constructions.

## Constructing Y-type stabilisers and logical operators

The construction of $Y$-type stabilisers and logical operators for a $j \times k$ code is illustrated in Fig. 3.11. A minimum-weight $Y$-type logical operator is constructed by applying $Y$ operators along a path starting at the top-left corner of the lattice and descending diagonally to the right, reflecting at boundaries, until another corner is encountered from within the lattice. We construct $Y$-type stabilisers similarly, starting at each of the next $\operatorname{gcd}(j, k)-1$ qubits of the top row and reflecting until the path cycles. Together these stabilisers generate the full group of $2^{g-1} Y$-type stabilisers, and combine with the minimum-weight logical operator to give the $2^{g-1} Y$-type logical operators of the $j \times k$ code.

## Constructing candidate Y-type recovery operators

The construction of a candidate $Y$-type recovery operator, consistent with a given syndrome, depends on whether the code is co-prime, square or neither.

For co-prime codes, it is possible to construct an operator, consisting only of $Y$ and identity singlequbit Paulis, that anticommutes with any single syndrome location. We refer to such operators as $Y$-type destabilisers. Given a complete syndrome, a candidate $Y$-type recovery operator is then simply constructed by taking the product of $Y$-type destabilisers for each syndrome location. One way to construct $Y$-type destabilisers for co-prime codes is illustrated in Fig. 3.12. For a given syndrome location, a partial recovery operator is constructed by applying seed $Y$ operators along a path starting directly below the syndrome location and descending diagonally to the right until a boundary is encountered; further $Y$ operators are applied along paths descending diagonally to the left of each of these seed $Y$ operators, reflecting at boundaries, until the bottom boundary is encountered. The partial recovery operator then anticommutes with the original syndrome location and residual syndrome locations on the bottom boundary. A residual recovery operator is constructed for each residual syndrome location by applying $Y$ operators along a line starting directly to the right of the syndrome location and ascending diagonally to the right, reflecting at boundaries, until a corner is encountered from within the lattice. The residual recovery operators then anticommute with the residual syndrome locations. The destabiliser for the original syndrome location is then simply the product of the partial


Figure 3.11: Examples of $Y$-type stabiliser and logical operator construction by applying $Y$ operators along the indicated path until a corner is encountered or the path cycles. Minimum weight $Y$-type logical operators (a) and (b) for square $4 \times 4$ and co-prime $3 \times 4$ codes, respectively, are constructed by starting at the top-left qubit. Generators of the group of $Y$-type stabilisers (c) for the square $4 \times 4$ code are constructed by starting at each of the next $\operatorname{gcd}(j, k)-1=3$ qubits of the top row. (For co-prime codes, there are no $Y$-type stabilisers other than the identity.)
and residual recovery operators.
For square codes, $Y$-type destabilisers do not exist in general, and hence a different approach to constructing a candidate $Y$-type recovery operator must be adopted. Given a complete syndrome for a square code, a candidate $Y$-type recovery operator can be constructed by taking the product of partial recovery operators for each syndrome location, since the residual boundary syndrome locations cancel in the case of square codes, see Fig. 3.13.

For surface codes that are neither co-prime nor square, a candidate $Y$-type recovery operator is constructed by dividing the lattice into a co-prime region and square regions. Partial recovery operators are constructed for each region leaving residual syndrome locations only on plaquettes between regions. Residual syndrome locations can then be moved off the lattice using $Y$-type stabilisers on the square regions.

### 3.5 Advantage of co-prime surface codes with biased noise

In Section 3.4, we gave a demonstration that co-prime surface codes outperform square surface codes with pure $Y$ noise in terms of logical failure rate. It is natural to ask if co-prime codes also outperform square codes with $Y$-biased noise, i.e., when $X$ and $Z$ errors may also occur. We demonstrate that a significant reduction in logical failure rate against biased noise can be achieved using a smaller co-prime ( $j-1) \times j$ code compared to a $j \times j$ square code.

Our results are summarised in Fig. 3.1. With standard depolarising noise, i.e., $\eta=0.5$, and


Figure 3.12: Example of $Y$-type destabiliser construction for a co-prime code. (a) Single syndrome location. (b) Partial recovery operator is constructed by applying $Y$ operators, from below the syndrome location along a diagonal to any boundary, then from that diagonal along perpendicular diagonals, until the bottom boundary is encountered. (c) Residual recovery operators are constructed by applying $Y$ operators, from right of each residual boundary syndrome location along a diagonal away, until a corner is encountered. (d) Destabiliser is product of partial and residual recovery operators.


Figure 3.13: Example of candidate $Y$-type recovery operator construction for a square code using partial recovery operators. (a) Original error and complete syndrome. (b) Partial recovery operators with residual boundary syndrome locations. (c) Candidate recovery operator is the product of all partial recovery operators, since residual boundary syndrome locations cancel in the case of square codes.
with low bias, e.g. $\eta=10$ (where $Y$ errors are 10 times more likely than both $X$ and $Z$ ), we see similar performance for the co-prime $7 \times 8$ and square $8 \times 8$ codes below the respective thresholds [3.7] of $18.9(3) \%$ and $28.2(2) \%$ for square codes with those biases. For bias as low as $\eta=30$, we see a clear improvement in logical failure rate below threshold. In the limit of pure $Y$ noise, we see the very large improvement, across the full range of physical error probabilities, that was already demonstrated in Section 3.4.1. Most interestingly, the improvement remains large through the intermediate bias regime, $\eta=100$, over a wide range of physical error probabilities, indicating that the advantage of co-prime codes over square codes persists with modest noise biases.

The advantage of co-prime codes with biased noise can be explained in terms of the features of surface codes with $Y$ noise identified in Section 3.3. The co-prime $7 \times 8$ code is only slightly more sensitive to $X$ noise, having $X$-distance, $d_{X}=7$, which is only slightly less than the $X$-distance, $d_{X}=8$, of the square $8 \times 8$ code. The $Z$-distance, $d_{Z}=8$, of both codes is identical. However, the co-prime code is much less sensitive to $Y$ noise, having a much larger $Y$-distance, $d_{Y}=56$, than the square code, $d_{Y}=15$, and having only one $Y$-type logical operator, $c_{Y}=1$, compared to many more
such operators, $c_{Y}=2^{7}=128$, on the square code. Therefore, for sufficient bias, we expect co-prime $(j-1) \times j$ codes to outperform square $j \times j$ codes. Importantly, we also expect the relative advantage to increase with code size, as the slight increase in $X$-noise sensitivity becomes relatively smaller and the decrease in $Y$-noise sensitivity becomes relatively larger.

To compare the performance of co-prime and square codes with $Y$-biased noise, we sampled the logical failure rate across a full range of physical error probabilities for a co-prime $7 \times 8$ code and a square $8 \times 8$ code with noise biases $\eta \in\{0.5,10,30,100,300, \infty\}$. Sample means were taken over 60000 runs per code, bias and physical error probability. To avoid any advantage being attributed to using a larger code, we chose the co-prime code to be smaller than the square code. Since the noise is biased, we could not use the $Y$-decoder for exact maximum likelihood decoding, so the natural choice was the BSV Decoder [3.8], which approximates maximum likelihood decoding. The BSV decoder is tuned via an approximation parameter $\chi$, which defines the scale of correlations between syndrome bits. With pure $Y$ noise, we observed that larger $\chi$ was required to achieve a performance close to that of the $Y$-decoder for co-prime codes than for square codes, which is consistent with the larger $Y$-distance of co-prime codes. For this reason we used relatively small codes with a large $\chi=96$ to achieve good convergence and keep the computational requirements to a reasonable level.

### 3.6 Discussion

In this paper, we have described the structure of the surface code with pure $Y$ noise and shown that this implies a $50 \%$ error threshold and a significant performance advantage in terms of logical failure rate with co-prime codes compared to square codes. Furthermore, we have provided numerics confirming our analytical results with pure $Y$ noise and demonstrating the performance advantage of co-prime codes with $Y$-biased noise. It is important to note that our results apply equally to pure $Z$ noise, i.e., dephasing noise, and the $Z$-biased noise prevalent in many quantum architectures, through the simple modification [3.7] of the surface code that exchanges the roles of $Z$ and $Y$ operators in stabiliser and logical operator definitions. We have, therefore, identified and characterised the features of surface codes that contribute to their ultra-high thresholds with $Z$-biased noise, seen in Ref. [3.7], and to the further improvement in logical failure rate with co-prime codes demonstrated in this paper.

In the limit of pure $Y$ noise, we have shown that the surface code is equivalent to a concatenation of classical codes: a single top-level cycle code and a number of bottom-level repetition codes. We have shown that this implies the surface code with pure $Y$ noise has a threshold of $50 \%$ and, for $j \times k$ surface codes with small $g=\operatorname{gcd}(j, k)$, the more effective repetition code dominates leading to a reduction in logical failure rate. In terms of logical operators, we have shown that $Y$-type logical operators are rarer and heavier than $X$ - or $Z$-type equivalents, and co-prime surface codes, in particular, have only one $Y$-type logical operator and its weight is $O(n)$.

We have confirmed, numerically, the $50 \%$ error threshold of the surface code with pure $Y$ noise, and demonstrated that co-prime codes with pure $Y$-noise significantly outperform similar-sized square codes in terms of logical failure rates such that a target logical failure rate may be achieved with quadratically fewer physical qubits using co-prime codes. Furthermore, we have demonstrated that this advantage persists with $Y$-biased noise. In particular, we found that a smaller co-prime code outperforms a square code, over a wide range of physical error probabilities, for biases as low as $\eta=30$, where $Y$ errors are 30 times more likely that $X$ or $Z$ errors. We argued that the relative
advantage of co-prime codes over square codes increases with code size.
Although our analytical results focus on features of the surface code with pure $Y$ noise, it is interesting to put our observations of the performance of surface codes with biased noise in the context of other proposals to adapt quantum codes to biased noise [3.4,3.10-3.21]. Several proposals have been made for constructing asymmetric quantum codes for biased noise from classical codes [3.10-3.13] (see Ref. [3.12] for an extensive list of references) but of particular interest here are approaches that can be applied to topological codes. A significant increase in threshold with biased noise has been demonstrated by concatenating repetition codes at the bottom-level with another, possibly topological, code at the top-level $[3.4,3.14,3.15]$; interestingly, this mirrors the structure we have found to be inherent to the surface code. Performance improvements with biased noise have also been demonstrated by modifying the size and shape of stabilisers in Bacon-Shor codes [3.16-3.18] and surface / compass codes [3.19], by randomising the lattice of the toric code [3.20], or by concatenating a small $Z$-error detection code to the surface code [3.21]. These approaches are distinct from the use of co-prime codes (with the modification of Ref. [3.7]), which maintains the size and locality of surface code stabiliser generators, and so they could potentially be combined to yield further performance improvements.

Looking forward, the identified features of surface codes and the insights behind them suggest several interesting avenues of research. For the surface code, specifically, different geometries may be more robust to logical errors than co-prime codes in the high bias regime, where a few well-placed $X$ and $Z$ errors can combine with strings of $Y$ errors to produce more common and lighter logical operators. Similarly, certain geometries of surface code used to encode multiple qubits [3.26] may or may not maintain the high performance of simple surface codes with biased noise. For topological codes, more generally, one can ask which codes exhibit an increase in performance with biased noise and what are the family traits of such codes; we have seen, for example, that the standard triangular 6.6.6 colour code does not exhibit an increase in performance. (Although this colour code is equivalent, in some sense, to a folded surface code [3.27], the mapping that relates the two does not preserve the biased noise model.)

Finally, although this paper focuses on features of surface codes with $Y$ or $Y$-biased noise rather than the issue of efficient decoding, it may be possible to adapt the cycle code decoder or $Y$-decoder, defined herein, to implement a fast fault-tolerant decoder for biased noise. This would help to address the highly significant open question of whether the high performance of surface codes with biased noise can be preserved in the context of fault-tolerant quantum computing.
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## 3.A Color code thresholds with biased noise

We demonstrate that the threshold of the triangular 6.6.6 colour code [3.9] decreases when the noise is biased. This is in stark contrast to the surface code, which exhibits a significant increase in threshold with biased noise [3.7]. Our results are summarised in Fig. 3.14, in which, we contrast our new results for the colour code with those for the surface code reproduced from Ref. [3.7]. We note that the results for the surface code where originally presented in terms of $Z$-biased noise on a modified surface code but to simplify comparison with the colour code we restate the results in terms of $Y$ biased noise on the standard surface code. From statistical physics arguments, the optimal error threshold for the standard surface code with pure $Z$ noise is estimated to be $10.93(2) \%$ [3.3, 3.28], and with depolarising noise it is estimated to be $18.9(3) \%$ [3.29]. The colour code has similar error thresholds [3.29, 3.30] to the surface code with pure $Z$ noise and depolarising noise. Our results for the colour code, using an approximate maximum likelihood decoder, reveal a decrease in threshold with $Y$-biased noise; $18.7(1) \%$ with standard $(\eta=0.5)$ depolarising noise, $13.3(1) \%$ with bias $\eta=3$, $11.4(1) \%$ with bias $\eta=10,10.6(1) \%$ with bias $\eta=100$, and $10.6(2) \%$ in the limit of pure $Y$ noise. In contrast, previous results [3.7] for the surface code revealed a significant increase in threshold with $Y$ biased noise; $18.7(1) \%$ with standard $(\eta=0.5)$ depolarising noise, $22.3(1) \%$ with bias $\eta=3,28.2(2) \%$ with bias $\eta=10,40.3(8) \%$ with bias $\eta=100$, and $43.7(1) \%$ (analytically shown to be $50 \%$ assuming exact optimal decoding, see Section 3.3.3) in the limit of pure $Y$ noise. Our decoder implementation and numerics are described below. The features of surface codes that contribute to their exceptional performance with biased noise are discussed in the body of the paper.

Decoder. - In order to take account of correlations between $X$ - and $Z$-type stabiliser syndromes, we implemented a tensor network approximate maximum likelihood decoder for triangular 6.6.6 colour codes following the same principles as the BSV decoder [3.8] used in Ref. [3.7] for surface codes.

Consider a colour code with $n$ physical qubits and $m$ independent stabiliser generators. Let $\mathcal{P}$ denote the group of $n$-qubit Pauli operators, let $\mathcal{G}$ denote the stabiliser group, and recall that the centraliser of $\mathcal{G}$ is given by $\mathcal{C}(\mathcal{G})=\{f \in \mathcal{P}: f g=g f \forall g \in \mathcal{G}\}$. If the result of measuring the stabiliser generators is given by syndrome $s \in\{0,1\}^{m}$ and $f_{s} \in \mathcal{P}$ is some fixed Pauli operator with syndrome $s$ then the set $f_{s} \mathcal{C}(\mathcal{G})$ of all Pauli operators with syndrome $s$ is the disjoint union $f_{s} \mathcal{C}(\mathcal{G})=f_{s} \mathcal{G} \cup f_{s} \bar{X} \mathcal{G} \cup f_{s} \bar{Y} \mathcal{G} \cup f_{s} \bar{Z} \mathcal{G}$, where $\bar{X}, \bar{Y}$ and $\bar{Z}$ are the logical operators on the encoded qubit.

For a given syndrome $s$ and probability distribution $\pi$ on the Pauli group, the maximum likelihood decoder can be implemented by constructing a candidate recovery operator $f_{s}$ consistent with $s$, and returning $\arg \max _{f} \pi(f \mathcal{G})$ where $f \in\left\{f_{s}, f_{s} \bar{X}, f_{s} \bar{Y}, f_{s} \bar{Z}\right\}$ and $\pi(f \mathcal{G})=\sum_{g \in \mathcal{G}} \pi(f g)$.

By analogy with the BSV decoder [3.8] for the surface code, we define a tensor network whose exact contraction yields the coset probability $\pi(f \mathcal{G})$ for the colour code. Fig. 3.15 (a-b) illustrates a distance 5 colour code, whereas (c) illustrates a tensor network with the same layout of qubits and stabilisers. Bonds have dimension 4. Stabiliser tensors are defined such that each element has value 1 if all indices are identical, and value 0 otherwise. Qubit tensors are defined such that each element has the single-qubit probability $\pi$ of the product of the restriction of $f$ to that qubit with the Paulis associated with bond indices where indices map to Paulis as $0 \mapsto I, 1 \mapsto X, 2 \mapsto Y, 3 \mapsto Z$. In this way, all possible combinations of stabilisers are applied to $f$ and the exact contraction of such a tensor network yields the coset probability $\pi(f \mathcal{G})$.

The exact contraction of the tensor network is inefficient with a runtime exponential in the number
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Figure 3.14: Threshold error rate $p_{c}$ as a function of bias $\eta$. Red inverted triangles show threshold estimates for the triangular 6.6 .6 colour code. For comparison, blue triangles show threshold estimates for the surface code (reproduced from Ref. [3.7]), whose saturation at high bias is due to decoder approximation. Error bars indicate 1 standard deviation relative to the fitting procedure. The points at the largest bias value correspond to infinite bias, i.e. only $Y$ errors. The gray line is the zero-rate hashing bound for the associated Pauli error channel.
of qubits $n$. However, by merging neighbouring qubit tensors in pairs, the tensor network can be transformed into a square lattice, see Fig. 3.15 (d), so that techniques, used in the BSV decoder [3.8], can be applied to efficiently approximate the coset probability. The approximation is controlled by a parameter $\chi$ which defines the maximum bond dimension retained as the tensor network is contracted. We refer the reader to [3.8] for full details of the approximate contraction algorithm. We found that the performance of the decoder converged well for $\chi=36$ across all noise biases, see Numerics below.

Numerics. - We followed the general approach taken in Ref. [3.7]; we give a brief summary here and refer the reader to Ref. [3.7] for full details. We used triangular 6.6 .6 colour codes of distances $d=7,11,15,19$. We estimated the threshold for biases $\eta=0.5,1,3,10,30,100,300,1000, \infty$, where $\eta=p_{Y} /\left(p_{X}+p_{Z}\right)$ and $p_{X}=p_{Z}$, such that $\eta=0.5$ corresponds to standard depolarising noise and $\eta=\infty$ corresponds to pure $Y$ noise (see Section 3.2). We approximated maximum likelihood decoding using the decoder, described above, with approximation parameter $\chi=36$. The decoder converged well (generally better than in Ref. [3.7]) across the full range of biases with weakest convergence in the low bias regime, see Fig. 3.16. We ran 30000 simulations per code distance and physical error probability. As in Ref. [3.7], we used the critical exponent method of Ref. [3.31] to obtain threshold
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estimates with jackknife resampling over the code distances to determine error bounds.
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Figure 3.15: (a) Distance 5 triangular 6.6 .6 colour code with logical operators given by a product of $Z$ along the bottom edge and a product of $X$ along the left edge. (b) Color code stabilisers. (c) Tensor network corresponding to coset probability of distance 5 colour code; gray discs represent qubit tensors; white stars represent stabiliser tensors; lines represent bonds. (d) Equivalent tensor network as a square lattice.


Bias: $\eta$, (Physical error probability: $p$ )
Figure 3.16: Decoder convergence, represented by shifted logical failure rate $f_{\chi}-f_{36}$, as a function of $\chi$ near the threshold physical error probability $p$ for distance $d=19$ triangular 6.6.6 colour codes. Each data point corresponds to 60000 runs with identical errors generated across all $\chi$ for a given bias.
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#### Abstract

We explore the relationship between approximate symmetries of a gapped Hamiltonian and the structure of its ground space. We start by considering approximate symmetry operators, defined as unitary operators whose commutators with the Hamiltonian have norms that are sufficiently small. We show that approximate symmetry operators can be restricted to the ground space while approximately preserving certain mutual commutation relations. We generalise the Stone-von Neumann theorem to matrices that approximately satisfy the canonical (Heisenberg-Weyl-type) commutation relations, and use this to show that approximate symmetry operators can certify the degeneracy of the ground space even though they only approximately form a group. Importantly, the notions of "approximate" and "small" are all independent of the dimension of the ambient Hilbert space, and depend only on the degeneracy in the ground space. Our analysis additionally holds for any gapped band of sufficiently small width in the excited spectrum of the Hamiltonian, and we discuss applications of these ideas to topological quantum phases of matter and topological quantum error correcting codes. Finally, in our analysis we also provide an exponential improvement upon bounds concerning the existence of shared approximate eigenvectors of approximately commuting operators under an added normality constraint, which may be of independent interest.


### 4.1 Introduction

Given a quantum system described by a Hamiltonian $H$, a symmetry is simply an operator that commutes with $H$. The symmetry can be block diagonalised with respect to the energy eigenspaces, and
so the degeneracy within these blocks is constrained by the symmetry. In a system that possesses exact symmetries, a sufficiently weak perturbation will preserve the number of states of any band gapped away from the rest of the spectrum, but the symmetries will generally become only approximate.

In this work we consider a natural converse to this: suppose we know that a system has some approximate symmetries and a gapped band, such as the ground space band. Can we "unperturb" the symmetries into exact symmetries within the given band? Can we also use the approximate group structure of the approximate symmetries to count the degeneracy within the band? We answer these questions in the affirmative, giving quantitive bounds on when such a procedure can be performed, and thus when such approximate symmetries can be used as certificates of ground space degeneracy.

A related area of mathematical research with a long and rich history is the relationship between the properties of approximately and exactly commuting matrices. An exemplary problem which dates back as far as the 1950s [4.2-4.6] is whether a pair of approximately commuting matrices lie near an exactly commuting pair, i.e. whether there exists a dimension independent $\delta>0$ for each $\epsilon>0$ such that for all $H, S$ with $\|H\|,\|S\| \leq 1$,

$$
\|[H, S]\| \leq \delta \quad \Longrightarrow \quad \exists \tilde{H}, \tilde{S}:[\tilde{H}, \tilde{S}]=0, \text { where }\|H-\tilde{H}\|,\|S-\tilde{S}\| \leq \epsilon,
$$

where here and throughout the norm $\|\cdot\|$ is the operator norm. Interpreting $H$ as the Hamiltonian and $S$ as a symmetry, this problem can be interpreted as whether approximate symmetries are necessarily near exact symmetries of a perturbed system. It has been shown that just such a theorem holds if all matrices are Hermitian [4.7-4.10]. A physical consequence of this is that a pair approximately commuting observables can be approximately simultaneously measured [4.10].

For unitary matrices the above is however known to be generally false [4.11]. This is due to a K-theoretic obstruction [4.12-4.14], though it is true if this obstruction vanishes [4.7, 4.8, 4.15], or under the assumption of a spectral gap [4.16]. Imposing a form of self-duality analogous to timereversal symmetry the relevant K-theoretic obstruction reduces to the spin Chern number of a fermionic system [4.17], highlighting a link between the fields of topologically ordered quantum systems [4.18] and approximately commuting matrices.

Here we will consider Hamiltonians $H$ with multiple non-commuting approximate symmetries, and establish a connection to the ground space degeneracy. Ground space degeneracy is a property of a quantum system that plays a special role in several important applications, such as quantum coding theory and the study of phases of matter. Quantum codes, especially those encoded into ground spaces of local Hamiltonians, are the leading candidates for thermally stable quantum memories [4.19, 4.20]; in these models approximate symmetries constitute approximate logical operators and the ground space degeneracy corresponds to the code size. In the context of condensed matter systems, the link between symmetries and degeneracies plays an important role both in classical symmetry-breaking phases [4.21], and also in exotic quantum phases, such as those exhibited by topologically ordered models [4.18]. Unfortunately, determining the ground space degeneracy of (finite) systems is generally \#P-complete, even for gapped bands [4.22]. However, if we restrict to more structured examples such as 1D-local spin systems, then ground spaces can in fact be efficiently approximated [4.23, 4.24]. Our results show that when structure is present in the form of certain mutual commutation relations, one can obtain certifiable bounds on the degeneracy of a ground space by only knowing bounds on these relations. We go into more detail about these two applications in Section 4.5.

The form of non-commutation we will consider will involve twisted commutation relations.
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Definition 4.1 (Twisted commutator). For $\alpha \in[0,1)$, the twisted commutator is defined as

$$
[X, Y]_{\alpha}:=X Y-e^{2 i \pi \alpha} Y X
$$

We will refer to $\alpha$ as the twisting parameter, and for some unitarily invariant norm $\|\cdot\|$ we will refer to $\left\|[\cdot, \cdot]_{\alpha}\right\|$ as the twisted commutation value. When considering a pair of operators in tandem such that each has a small twisted commutation value we will refer to it as a twisted pair.

We note that the $\alpha=0$ and $\alpha=1 / 2$ cases correspond to the commutator and anti-commutator respectively.

Commuting operators exist in all dimensions, finite or infinite. Twisted commuting operators on finite-dimensional spaces, however, only exist in certain dimensions depending on the twisting parameter, e.g. no $\alpha \neq 0$ twisted commutator can non-trivially vanish in a one-dimensional space. For general operators, twisted commuting operators were studied in some detail in Ref. [4.25]. If we restrict to unitary operators however, the Stone-von Neumann Theorem ${ }^{1}$ [4.26, 4.27] classifies the dimensions in which twisted commutation can occur.

Theorem 4.1 (Finite-dimensional Stone-von Neumann theorem). Given $\alpha=p / q$ with $p, q$ coprime, then unitary operators $X$ and $Y$ which exactly twisted commute as

$$
[X, Y]_{\alpha}=0
$$

only exist in dimensions which are multiples of $q$.
In this paper we will generalise this connection into the regime of approximately twisted-commuting operators. Properties of both approximate commuting, and approximately twisted-commuting operators are reviewed in Ref. [4.28]. The rigidity of algebraic structures to small perturbations in the commutation relations that define them has been studied in several other settings, such as the soft torus $[4.29,4.30]$ and approximate representations of groups [4.31-4.33].

Suppose we have a physical system with a self-adjoint Hamiltonian $H$, acting on a possibly infinitedimensional Hilbert space. Let $\Pi$ be the orthogonal projector onto the finite-dimensional ground space, and $\bar{\Pi}:=I-\Pi$. For simplicity, take the ground state energy of $H$ to be zero, such that $\Pi H=0$. As well as this, we will assume that the excited states are gapped away from the ground space, such that they all have an energy at least $\Delta$, i.e. $H \geq \Delta \bar{\Pi}$. For such a system there exist two notions of symmetry we will discuss.

Definition 4.2 (Symmetry). We define a ground symmetry as an operator $U$ that commutes with the ground space projector

$$
[U, \Pi]=0
$$

and acts unitarily on the ground space $\Pi U^{\dagger} U \Pi=\Pi U U^{\dagger} \Pi=\Pi$. Moreover, we refer to a unitary as an $\epsilon$-approximate symmetry if it approximately commutes with the Hamiltonian with respect to a given unitarily invariant norm

$$
\|[U, H]\| \leq \epsilon
$$

[^4]Here we use $\|\cdot\|$ to denote any unitarily invariant norm.
The error thresholds we are going to consider will depend on the spectral gap $\Delta$ of the system in question. One way to improve the scaling with the gap would be to consider symmetries defined not by commutation with the Hamiltonian, but by commutation with functions of the Hamiltonian. For example we could consider commutation with an (unnormalised) Gibbs state

$$
\left\|\left[U, e^{-\beta H}\right]\right\| \leq \epsilon .
$$

Such a symmetry can be seen to be an $\epsilon$-approximate symmetry of $H^{\prime}=I-e^{-\beta H}$, which shares a ground space with $H$ and has a gap of $1-e^{-\beta \Delta}$. If we have some control over the temperature, such as in Monte Carlo simulations, then this gives a tradeoff we can use to improve the gap scaling. If for example we set $\beta=\ln (2) / \Delta$, then we get a fixed gap of $1 / 2$. A similar analysis could be performed with any function of $H$ which leaves the relevant band gapped.

### 4.1.1 Results

The main goal of this paper will be to establish a connection between twisted commuting symmetries and the ground space dimension, even when the relevant commutation relations are only approximate. A key feature of our bounds is that they can be expressed entirely in terms of the Hamiltonian, and do not require objects such as the ground space projector, which can often be prohibitively difficult to calculate, represent, or perform calculations with. Without access to the ground space projector, whether or not a unitary is a ground symmetry cannot be directly verified.

In Section 4.2 we will explore the relationship between approximate and ground symmetries, showing that an approximate symmetry is always near a ground symmetry. Extending this to the case of multiple symmetries, we will see that approximate symmetries can be restricted to the ground space with low distortion, implying the existence of unitaries on the ground space with certain twisted commutation relations. In showing these results, we will make repeated use of the following function and note some simple bounds on it,

$$
f:[0,1] \rightarrow[0,1], \quad f(x):=1-\sqrt{1-x}, \quad \frac{x}{2} \leq f(x) \leq x
$$

Then our first main result is the following.
Theorem 4.2 (Restriction to the ground space). For two $\epsilon$-approximate symmetries $U$ and $V$ which approximately twisted commute

$$
\left\|[U, V]_{\alpha}\right\| \leq \delta,
$$

then if $\xi:=\epsilon / \Delta<1$ there exist unitaries $u$ and $v$ acting on the ground space which also approximately twisted commute as

$$
\left\|[u, v]_{\alpha}\right\| \leq \delta+2 \xi^{2}+4 f\left(\xi^{2}\right) .
$$

Rather importantly, we note that the above theorem holds independent of the ground space dimension. This will allow us to use approximate symmetries alone as witnesses of ground space degeneracy, circumventing the need for direct access to the ground space, which is often inaccessible in non-exactly solvable models.

## CHAPTER 4: APPROXIMATE SYMMETRIES OF HAMILTONIANS

Note that for simplicity we will henceforth take the band in consideration to be an exactly degenerate ground space. We will see however that our proof will rely not on the bound $H \geq \Delta \bar{\Pi}$, but on its relaxation $H^{2} \geq \Delta^{2} \bar{\Pi}$, meaning that the band could be anywhere in the spectrum, so long as it is gapped on both sides by at least $\Delta$. Furthermore we can take $w:=\|H \Pi\| \geq 0$ when our band has a potentially non-zero width. By considering the new Hamiltonian $H^{\prime}:=H-H \Pi$, we get that our restricted result holds for more general bands once the necessary changes have been made.

Corollary 4.1 (Restriction to a general band). If there are two $\epsilon$-approximate symmetries $U$ and $V$ which approximately twisted commute

$$
\left\|[U, V]_{\alpha}\right\| \leq \delta,
$$

then if $\xi^{\prime}:=(\epsilon+w) / \Delta<1$ there exists unitaries $u$ and $v$ acting on band of gap $\Delta$ and width $w$ which also approximately twisted commute

$$
\left\|[u, v]_{\alpha}\right\| \leq \delta+2 \xi^{\prime 2}+4 f\left(\xi^{\prime 2}\right)
$$

Now that we have restricted our symmetries down to the ground space, by studying the relationship between dimensionality and approximate twisted commutation, we can hope to use these twisted symmetries as witnesses of ground space degeneracy. As above, we will henceforth adhere to the convention of upper case letters denoting operators which act on the system as a whole, and lower case operators which only act on the ground space.

In Section 4.3 we start by giving a proof of Theorem 4.1, and consider generalising this argument to the case of approximately twisted commuting operators. We consider a twisted pair of unitaries, and construct states which can be used to lower bound the number of eigenvalues these operators possess. By doing so we will show that if these operators have a sufficiently small twisted commutation value in the operator norm, then a lower bound on their degeneracy can be inferred.

Theorem 4.3. If $u$ and $v$ are unitaries such that for some $d \in \mathbb{N}$

$$
\left\|[u, v]_{1 / d}\right\|<\frac{2}{d-1}[1-\cos \pi / d],
$$

then the dimension of each operator is at least $d$.
While we do not have a closed form bound on the twisted commutation value required to certify other dimensions $(d \neq 1 / \alpha)$, in Section 4.B we discuss an algorithm to determine which degeneracies are certified by twisted pairs of given parameters. Using this we will plot the dimension that can be certified as a function of both the twisting parameter and the corresponding twisted commutation value.

In Section 4.A we strengthen existing results on shared approximate eigenvectors for approximately commuting operators when a normality condition is introduced, exponentially improving the dimension dependence of the bounds relative to known results [4.34]. Using this, in Section 4.3.3 we consider extending this procedure to the case of two pairs of twisted commuting unitaries. Here we will once again construct a set of ground states, showing that for sufficient parameters that they are linearly independent. Using this we can obtain a similar dimensionality lower bound.

Theorem 4.4. If $u_{1}, u_{2}, v_{1}$ and $v_{2}$ are unitaries such that they satisfy the commutation relations

$$
\left\|\left[u_{1}, u_{2}\right]\right\| \leq \gamma \quad\left\|\left[u_{1}, v_{2}\right]\right\| \leq \delta \quad\left\|\left[u_{2}, v_{1}\right]\right\| \leq \delta
$$

and twisted commutation relations

$$
\left\|\left[u_{1}, v_{1}\right]_{1 / d_{1}}\right\| \leq \delta \quad\left\|\left[u_{2}, v_{2}\right]_{1 / d_{2}}\right\| \leq \delta
$$

with $d_{1} \leq d_{2}$ and

$$
\sqrt{\gamma} d_{1} d_{2}+\left(d_{1}+d_{2}\right) \delta<\frac{\sin ^{2}\left(\pi / 2 d_{1}\right)}{\left(d_{1} d_{2}-1\right)^{2}}
$$

then the dimension of each operator is at least $d_{1} d_{2}$.
In Section 4.4 we provide a more comprehensive analysis for the case of a single twisted pair. Leveraging results from spectral perturbation theory, we find an explicit closed form for the minimum twisted commutation value for a class of norms known as the ( $p, k$ )-Schatten-Ky Fan norms. These are defined as the $p$-norm of the largest $k$ singular values, or more formally as

$$
\|X\|_{(p, k)}:=\sup _{A}\left\{\left(\operatorname{Tr}|A X|^{p}\right)^{1 / p} \mid\|A\| \leq 1, \operatorname{rank}(A) \leq k\right\} .
$$

For a $g$-dimensional operator, the special case $k=g$ reduces to the Schatten $p$-norm, and the case $p=1$ reduces to the Ky Fan $k$-norm. In particular, the $p=\infty$ and $(p, k)=(2, g)$ special cases reduce to the operator and Frobenius norms respectively.

Theorem 4.5 (Minimum twisted commutation value). Suppose that $u$ and $v$ are $g$-dimensional unitaries, then for any $p \geq 2$ the twisted commutator is lower bounded

$$
\left\|[u, v]_{\alpha}\right\|_{(p, k)} \geq 2 k^{1 / p} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right),
$$

where $\|\cdot\|_{(p, k)}$ is the $(p, k)$-Schatten-Ky Fan norm. Moreover this bound is tight, in that sense that there exist families of $g$-dimensional unitaries which saturate the above bounds and only depend on $\lfloor g \alpha\rceil$, the nearest integer to $g \alpha$.

For a given twisted pair, all dimensions for which the twisted commutation value falls below this minimum can therefore be ruled out as valid dimensions. As this bound is not monotonic as a function of $g$, it not only provides a lower bound, but a full classification of which dimensions are disallowed.

After giving proofs of the main results outlined above in Sections 4.2, 4.3, and 4.4, we turn to broader discussion and applications of these ideas. Section 4.5 is devoted to discussion of future directions for this work that add the additional constraint that the Hamiltonian is local, and we discuss the relationship to the notions of topological order and topological quantum codes. In particular we show how recent numerical methods for studying quantum many-body systems [4.35] could leverage the bounds presented here to provide certificates of the topological degeneracy of certain quantum systems.

### 4.2 Restriction to the ground space

In this section we will make precise the notion that approximate symmetries can be utilised as proxies of ground symmetries. We first establish a relationship between approximate symmetries and the ground symmetries that they imply. Then we consider operators with approximate twisted commutation relations, and we show that these can also be restricted faithfully to the ground space with low distortion.

Constructing a ground symmetry from an approximate symmetry will come in two steps. First we will pinch the symmetry $U$ with respect to $\Pi$, giving an operator $P$ for which $[P, \Pi]=0$. While this will render $P$ no longer unitary, we will see that its action upon the ground space will still be approximately unitary. Using this we will construct a nearby operator $\tilde{U}$ that retains commutation with the ground space projector, and acts unitarily on the ground space, thus constituting a ground symmetry.

We will start by showing that the off-diagonal blocks of an approximate symmetry are small, and then follow by showing that its action on the ground space is approximately unitary.

Lemma 4.2 (Small off-diagonal blocks). If $U$ is an $\epsilon$-approximate symmetry, then off-diagonal blocks of $U$ with respect to $\Pi$ have bounded norms, in particular $\|\bar{\Pi} U \Pi+\Pi U \bar{\Pi}\| \leq \epsilon / \Delta$. For Hamiltonians of the form $H=\Delta \bar{\Pi}$, this inequality is tight.

Proof. We start by noting that $|A|^{2} \geq|B|^{2}$ implies $|A X|^{2} \geq|B X|^{2}$ for any $X$, where $|M|:=\sqrt{M^{\dagger} M}$. Taking $X$ to be finite-rank, we have from Weyl's inequalities [4.1] that the singular values of $A X$ majorise those of $B X$. Unitarily invariant norms ${ }^{2}$ act as symmetric gauge functions on finite-rank operators [4.36-4.38], which implies from Refs. [4.36, Prop.IV.1.1, Thm.IV.2.2] that $\|A X\| \geq\|B X\|-$ a similar argument for the adjoint also gives $\|X A\| \geq\|X B\|$. Because $H$ has a gapped band with projector $\Pi$, we have that $H^{2} \geq \Delta^{2} \bar{\Pi}$. Using this, we can bound the off-diagonal blocks in terms of the commutator

$$
\begin{aligned}
\Delta\|\bar{\Pi} U \Pi+\Pi U \bar{\Pi}\| & =\|(\bar{\Pi} \Delta+\Pi)(\bar{\Pi} U \Pi+\Pi U \bar{\Pi})(\Delta \bar{\Pi}+\Pi)\| \\
& \leq\|(\bar{\Pi} H+\Pi)(\bar{\Pi} U \Pi+\Pi U \bar{\Pi})(H \bar{\Pi}+\Pi)\| \\
& =\|\bar{\Pi} H U \Pi+\Pi U H \bar{\Pi}\|
\end{aligned}
$$

where the inequality follows from the aforementioned monotonicity property. Now using the unitary invariance of the norm (since $\bar{\Pi}-\Pi$ is unitary), we find that

$$
\begin{aligned}
\|\bar{\Pi} H U \Pi+\Pi U H \bar{\Pi}\| & =\|\bar{\Pi} H U \Pi-\Pi U H \bar{\Pi}\| \\
& =\|\bar{\Pi}[H, U] \Pi+\Pi[H, U] \bar{\Pi}\| \\
& \leq\|[H, U]\| \leq \epsilon,
\end{aligned}
$$

where the second equality makes use of $H \Pi=0$ and the first inequality is the pinching inequality.
With regard to tightness, if we take $H=\Delta \bar{\Pi}$ then we can see $[H, U]$ has no on-diagonal blocks, and therefore $\Delta(\bar{\Pi} U \Pi-\Pi U \bar{\Pi})=[H, U]$. Taking norms of both sides of this equation give $\Delta\|\bar{\Pi} U \Pi+\Pi U \bar{\Pi}\|=$ $\|[H, U]\|$, meaning that $\|\|\bar{\Pi} U \Pi+\Pi U \bar{\Pi}\| \leq \epsilon / \Delta$ is tight.

[^5]
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Lemma 4.3 (Approximate unitarity on the ground space). For an $\epsilon$-approximate symmetry $U$ with $\xi:=\epsilon / \Delta \leq 1$, the action on the ground space is approximately unitary

$$
\|\Pi-|\Pi U \Pi|\| \leq f\left(\xi^{2}\right)
$$

where $f(x):=1-\sqrt{1-x}$. In the operator norm, this expression is tight.
Proof. First we can bound $|\Pi U \Pi|^{2}$ near $\Pi$ by using the unitarity of $U$ itself as

$$
\begin{aligned}
\Pi-|\Pi U \Pi|^{2} & =\Pi-\Pi U^{\dagger} \Pi U \Pi \\
& =\Pi U^{\dagger} U \Pi-\Pi U^{\dagger} \Pi U \Pi \\
& =\Pi U^{\dagger} \bar{\Pi} U \Pi \\
& =|\bar{\Pi} U \Pi|^{2} .
\end{aligned}
$$

Together with Lemma 4.2, the sub-multiplicativity of unitarily invariant norms on finite-rank operators let us conclude that $\left\|\Pi-|\Pi U \Pi|^{2}\right\| \leq \xi^{2}$. Next we need to use this bound on $\left\|\Pi-|\Pi U \Pi|^{2}\right\|$, and create a bound on $\|\Pi-|\Pi U \Pi|\|$.

Consider a function $f(x)=\sum_{n=1}^{\infty} a_{n} x^{n}$, where $a_{n}>0$ and $f(1)<\infty$. For any finite-rank operator $0 \leq X \leq 1$, we can use the triangle inequality and submultiplicativity of $\|\cdot\| \|$ to derive a Jensen-like inequality

$$
\|f(X)\|=\left\|\sum_{n=1}^{\infty} a_{n} X^{n}\right\| \leq \sum_{n=1}^{\infty} a_{n}\left\|X^{n}\right\| \leq \sum_{n=1}^{\infty} a_{n}\|X\|^{n}=f(\|X\|) .
$$

If we let $a_{n}=\Gamma(n-1 / 2) / 2 \sqrt{\pi} n!$, then we get $f(x)=1-\sqrt{1-x}$ for $x \in[0,1]$. If we let $X=\Pi-|\Pi U \Pi|$, then applying the above gives

$$
\begin{aligned}
\|\Pi-|\Pi U \Pi|\| & =\left\|f\left(\Pi-|\Pi U \Pi|^{2}\right)\right\| \\
& \leq f\left(\left\|\left|\Pi-|\Pi U \Pi|^{2} \|\right|\right)\right. \\
& \leq f\left(\xi^{2}\right) .
\end{aligned}
$$

We note that $x / 2 \leq f(x) \leq x$, which means that this bound improves upon the bound trivially given by the contractivity of $\Pi$ П,

$$
\|\Pi-|\Pi U \Pi|\| \leq\left\|\Pi-|\Pi U \Pi|^{2}\right\| \leq \leq \xi^{2}
$$

For the purposes of tightness, consider a two-dimensional Hilbert space, and a Hamiltonian $H$ and unitary $U$ given by

$$
H=\left(\begin{array}{ll}
0 & \\
& \Delta
\end{array}\right) \quad \text { and } \quad U=\left(\begin{array}{cc}
\cos \phi & \sin \phi \\
-\sin \phi & \cos \phi
\end{array}\right) .
$$

In the operator norm $\|[U, H]\|=\Delta \sin \phi$ and $\|\Pi-|\Pi U \Pi|\|=1-\cos \phi$, which saturates the above bound.
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Using these bounds we can now construct a ground symmetry $\tilde{U}$ by pinching $U$ with respect to $\Pi$, and then restoring unitarity on the ground space.

Lemma 4.4 (Approximate symmetries are nearly ground symmetries). For an $\epsilon$-approximate symmetry $U$ with $\xi:=\epsilon / \Delta \leq 1$, there exists a ground symmetry $\tilde{U}$ which is close to $U$

$$
\|U-\tilde{U}\| \leq \xi+f\left(\xi^{2}\right)
$$

and closer still in the ground space

$$
\|\Pi(U-\tilde{U}) \Pi\| \leq f\left(\xi^{2}\right) .
$$

The first inequality is tight to leading order in $\xi$, and the second is tight in the operator norm.
Proof. We start by considering the polar of decompositon $\Pi U \Pi=W|\Pi U \Pi|$. As the ground space $\operatorname{im}(\Pi)$ is an invariant subspace of $\Pi U \Pi$, we can take ${ }^{3} W$ to also leave the ground space invariant, $[W, \Pi]=0$. Given this, we define our ground symmetry to be $\tilde{U}:=\Pi W \Pi+\bar{\Pi} U \bar{\Pi}$.

We will now consider bounding the distance between $U$ and $\tilde{U}$ block-wise. The off-diagonal blocks are bounded by Lemma 4.2 as

$$
\|\Pi(\tilde{U}-U) \bar{\Pi}+\bar{\Pi}(\tilde{U}-U) \Pi\| \mid=\|\bar{\Pi} U \Pi+\bar{\Pi} U \Pi\| \leq \xi .
$$

The bound on the ground space however follows from Lemma 4.3

$$
\|\Pi(\tilde{U}-U) \Pi\||=\|W \Pi-W|\Pi U \Pi|\||=\|\Pi-|\Pi U \Pi|\| \leq f\left(\xi^{2}\right) .
$$

Finally the fact that $U$ was unchanged on the excited space trivially implies

$$
\|\bar{\Pi}(\tilde{U}-U) \bar{\Pi}\|=0 .
$$

Putting everything together, this gives the desired bound

$$
\begin{aligned}
\|\tilde{U}-U\| & =\|\bar{\Pi}(\tilde{U}-U) \Pi+\Pi(\tilde{U}-U) \bar{\Pi}+\Pi(\tilde{U}-U) \Pi+\bar{\Pi}(\tilde{U}-U) \bar{\Pi}\| \\
& \leq\|\bar{\Pi}(\tilde{U}-U) \Pi+\Pi(\tilde{U}-U) \bar{\Pi}\|+\|\Pi(\tilde{U}-U) \Pi\|+\|\bar{\Pi}(\tilde{U}-U) \bar{\Pi}\| \\
& \leq \xi+f\left(\xi^{2}\right) .
\end{aligned}
$$

As for tightness, Lemma 4.2 gives that $\|\bar{\Pi} U \Pi+\Pi U \bar{\Pi}\|\|=\|[H, U] \| / \Delta$ for Hamiltonians of the form $H=\Delta \bar{\Pi}$. If we assume that $\|[U, H]\|=\epsilon$, then applying the pinching inequality gives

$$
\|U-\tilde{U}\|\|\geq\| \bar{\Pi}(U-\tilde{U}) \Pi+\Pi(U-\tilde{U}) \bar{\Pi}\| \|=\|\bar{\Pi} U \Pi+\Pi U \bar{\Pi}\|=\xi
$$

which proves our bound on $\|U-\tilde{U}\| \|$ is tight to leading order in $\xi$. The tightness of the norm distance in the ground space follows directly from the tightness of Lemma 4.3.

[^6]
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We will now consider how the existence of nearby ground symmetries allows twisted commutation relations of approximate symmetries to be pulled down into the ground space.

Theorem 4.2 (Restriction to the ground space). For two $\epsilon$-approximate symmetries $U$ and $V$ which approximately twisted commute

$$
\left\|[U, V]_{\alpha}\right\| \leq \delta,
$$

then if $\xi:=\epsilon / \Delta \leq 1$ there exists unitaries $u$ and $v$ acting on the ground space which also approximately twisted commute as

$$
\left\|[u, v]_{\alpha}\right\| \leq \delta+2 \xi^{2}+4 f\left(\xi^{2}\right)
$$

Proof. Consider a $\tilde{U}$ and $\tilde{V}$ given by applying Lemma 4.4 to $U$ and $V$ respectively, such that

$$
\|\Pi U \Pi-\Pi \tilde{U} \Pi\|,\|\Pi \Pi \Pi-\Pi \tilde{V} \Pi\| \leq f\left(\xi^{2}\right)
$$

Next we consider the twisted commutator of $U$ and $V$, and that of $\tilde{U}$ and $\tilde{V}$, both projected into the ground space. By expanding out the twisted commutators we have

$$
\begin{aligned}
\Pi[U, V]_{\alpha} \Pi-\Pi[\tilde{U}, \tilde{V}]_{\alpha} \Pi= & {[\Pi U \Pi, \Pi V \Pi]_{\alpha}-[\Pi \tilde{U} \Pi, \Pi \tilde{V} \Pi]_{\alpha}+\Pi U \bar{\Pi} \cdot \bar{\Pi} V \Pi-e^{2 \pi i \alpha} \Pi V \bar{\Pi} \cdot \bar{\Pi} U \Pi, } \\
= & (\Pi U \Pi-\Pi \tilde{U} \Pi) \cdot \Pi V \Pi-e^{2 \pi i \alpha} \Pi \tilde{V} \Pi \cdot(\Pi U \Pi-\Pi \tilde{U} \Pi) \\
& +\Pi \tilde{U} \Pi \cdot(\Pi V \Pi-\Pi \tilde{V} \Pi)-e^{2 \pi i \alpha}(\Pi V \Pi-\Pi \tilde{V} \Pi) \cdot \Pi U \Pi \\
& +\Pi U \bar{\Pi} \cdot \bar{\Pi} V \Pi-e^{2 \pi i \alpha} \Pi V \bar{\Pi} \cdot \bar{\Pi} U \Pi .
\end{aligned}
$$

Using the triangle inequality, the contractivity of $\Pi \cup \Pi$ and $\Pi V \Pi$, and the bound on the off-diagonal blocks from Lemma 4.2, we can bound this as required:

$$
\begin{aligned}
\left\|\Pi[U, V]_{\alpha} \Pi-\Pi[\tilde{U}, \tilde{V}]_{\alpha} \Pi\right\| \leq & \| \\
& (\Pi U \Pi-\Pi \tilde{U} \Pi) \cdot \Pi V \Pi\|\mid\| \tilde{U}+\|\tilde{V} \Pi \cdot(\Pi U \Pi-\Pi \tilde{U} \Pi)\| \\
& +\| \| \Pi \bar{\Pi} \cdot(\Pi V \Pi-\Pi \tilde{\Pi} \Pi \Pi)\|+\|\|\Pi V \bar{\Pi} \cdot \bar{\Pi} U \Pi\| \\
\leq 2 \| & \Pi U \Pi-\Pi \tilde{U} \Pi\|+2\| \Pi V \Pi-\Pi \tilde{V} \Pi \| \\
& +\|\Pi U \bar{\Pi}\|\|\cdot\| \bar{\Pi} V \Pi\| \|+\|\Pi V \bar{\Pi}\| \cdot\|\bar{\Pi} U \Pi\| \\
\leq & 4 f\left(\xi^{2}\right)+2 \xi^{2} .
\end{aligned}
$$

Next we let $u$ and $v$ be the restriction of $\tilde{U}$ and $\tilde{V}$ to the ground space respectively. As each are ground symmetries, $u$ and $v$ are both unitaries. If we consider the embedding of operators on the ground space back into the larger Hilbert space, then we can use the above to bound the twisted
commutator of our ground space unitaries

$$
\begin{aligned}
\left\|[u, v]_{\alpha}\right\| & =\left\|[u \oplus 0, v \oplus 0]_{\alpha}\right\| \\
& =\left\|[\Pi \tilde{U} \Pi, \Pi \tilde{V} \Pi]_{\alpha}\right\| \\
& =\left\|\Pi[\tilde{U}, \tilde{V}]_{\alpha} \Pi\right\| \\
& \leq\left\|\Pi[U, V]_{\alpha} \Pi\right\|+2 \xi^{2}+4 f\left(\xi^{2}\right) \\
& \leq\left\|[U, V]_{\alpha}\right\|+2 \xi^{2}+4 f\left(\xi^{2}\right) \\
& \leq \delta+2 \xi^{2}+4 f\left(\xi^{2}\right) .
\end{aligned}
$$

Note that if we had a set of more than two unitaries, this additive growth in the twisted commutation value would hold equally for every pair separately.

### 4.3 Degeneracy lower bounds

In this section we show how twisted pairs of unitary operators can be used to give lower bounds on the degeneracy of the ground space. We start by considering an exact twisted pair and the Stonevon Neumann theorem. We will then show how this argument can be generalised to approximate twisted pairs, and how a lower bound on the degeneracy follows from an upper bound on the twisted commutator value. Finally we will see how this can also be extended to more general collections of twisted commuting operators through the example case of two twisted pairs that are approximately mutually commuting.

### 4.3.1 Stone-von Neumann Theorem

Consider a $u$ and $v$ which exactly twisted commute, so that $u v=e^{2 i \pi \alpha} v u$. Let $(\lambda,|\psi\rangle)$ be an eigenpair of $u$. Using the twisted commutation relation, we see that $\left|\psi^{\prime}\right\rangle:=v|\psi\rangle$ forms a $\lambda e^{2 i \pi \alpha}$-eigenvector. It follows that $v$ forms an isomorphism between the $\lambda$ and $\lambda e^{2 i \pi \alpha}$-eigenspaces of $u$, which allows us to conclude that their dimensions must be the same. Carrying this argument forward, we can see that any eigenspaces whose eigenvalues differ by any power of $e^{2 i \pi \alpha}$ must also be isomorphic.

Suppose we take $\alpha \in \mathbb{Q}$, with $\alpha=p / q$ with $p, q$ coprime. As we can see in Figure 4.1, a simple divisibility argument implies that the eigenspaces come in isomorphic multiples of $q$, which therefore implies that the overall dimension of $u$ and $v$ is a multiple of $q$ also.

We now generalise this connection between the twisted commutator and the spectrum of one of the operators to allow for only approximate twisted commutation.

### 4.3.2 One twisted pair

Let us first extend the above argument to the case of a single approximate twisted pair. For simplicity, we consider the case where $\alpha=p / q$ with $p=1$ and $q=d$, so the corresponding phase in the twisted commutator is $\eta:=e^{2 i \pi / d}$. This is not much of a restriction since if $p>1$ we can replace $v$ with $v^{\bar{p}}$ where $\bar{p}$ is the modular multiplicative inverse of $p$ such that $\bar{p} p=1 \bmod q$ and then apply the results of the $p=1$ case. Under this substitution the twisted commutator will grow by at most a factor of


Figure 4.1: The action of powers of $v$ on an eigenvector $|\psi\rangle$ of $u$. On the left $[u, v]_{1 / 7}=0$, in the centre $[u, v]_{2 / 7}=0$, and on the right $[u, v]_{3 / 7}=0$. Here the position of the circle represents the corresponding eigenvalue of $u$.
$\lfloor q / 2\rfloor$. However, in Appendix 4.B we will show an alternative method that in fact works for arbitrary $\alpha \in \mathbb{R}$ and gives tighter bounds than this simple reduction. We also consider without loss of generality the case where $u$ has at least one +1 eigenvalue, which can always be achieved by redefining $u$ by multiplying by a complex unit phase factor.

Suppose we have two unitaries $u$ and $v$ such that

$$
\left\|[u, v]_{1 / d}\right\|=\|u v-\eta v u\| \leq \delta .
$$

Our results will show that these operators must, for sufficiently small $\delta$, be at least $d$-dimensional. To do this we will explicitly show that $u$ has at least $d$ distinct eigenvalues.

Let $|\psi\rangle$ be a +1 eigenvector of $u$, i.e. $u|\psi\rangle=|\psi\rangle$. Consider the orbit of $|\psi\rangle$ under $v$, i.e. the states $|j\rangle:=v^{j}|\psi\rangle$ for $j=-\left\lfloor\frac{d-1}{2}\right\rfloor, \ldots,\left\lceil\frac{d-1}{2}\right\rceil$. These vectors are precisely the vectors depicted in Figure 4.1. We first show that these are approximate eigenstates of $u$.

Lemma 4.5 (Change in expectation value: One pair). The expectation value of $u$ with respect to $|j\rangle$ is approximately $\eta^{j}$, specifically

$$
|\langle j| u| j\rangle-\eta^{j}|\leq|j| \delta .
$$

Proof. This follows from the twisted commutator of $u$ and $v$ being small. By expanding the commutator and applying the triangle inequality we can see that $\|u v-\eta v u\| \leq \delta$ implies $\left\|u v^{j}-\eta^{j} v^{j} u\right\| \leq|j| \delta$. From this we can see that the expectation value of $|j\rangle$ lies close to $\eta^{j}$ :

$$
\begin{aligned}
|j| \delta & \geq\left\|u v^{j}-\eta^{j} v^{j} u\right\| \\
& =\left\|v^{-j} u v^{j}-\eta^{j} u\right\| \\
& \left.\geq\left|\langle\psi|\left[v^{-j} u v^{j}-\eta^{j} u\right]\right| \psi\right\rangle \mid \\
& \left.\geq\left|\langle\psi| v^{-j} u v^{j}\right| \psi\right\rangle-\eta^{j}\langle\psi| u|\psi\rangle \mid \\
& =|\langle j| u| j\rangle-\eta^{j} \mid .
\end{aligned}
$$



Figure 4.2: Lemma 4.6 gives that if there exists an expectation value in the blue region, there must exist an eigenvalue within the minor segment indicated by the dotted line.

So we can see that the $\{|j\rangle\}$ form a set of vectors with expectation values distributed approximately evenly around the unit circle, much like the states in the $\delta=0$ case as seen in Figure 4.1. To relate these states to the dimensions of $u$ and $v$, we will now show that there must exist an eigenvalue of $u$ near the expectation value of each state.
Lemma 4.6 (Existence of eigenvalues). If there exists a state $|x\rangle$ such that

$$
|\langle x| u| x\rangle-e^{i \theta} \mid \leq \zeta
$$

then $u$ possesses a nearby eigenvalue $e^{i \phi}$ such that

$$
|\phi-\theta| \leq \cos ^{-1}(1-\zeta)
$$

Proof. The bound on the expectation value with respect to $u$ implies

$$
\operatorname{Re}\langle x| e^{-i \theta} u|x\rangle \geq 1-\zeta
$$

As this expectation value is a convex combination of the eigenvalues of $u$, all of which lie on the unit circle, there must exists an eigenvalue of $e^{-i \theta} u$ with real value at least $1-\zeta$ (see Figure 4.2). This in turn implies that $u$ possesses an eigenvalue $e^{i \phi}$ such that

$$
\operatorname{Re} e^{i(\phi-\theta)}=\cos (\phi-\theta) \geq 1-\zeta
$$

Combining the two above lemmas, we can place a lower bound on the number of distinct eigenvalues of $u$.

Theorem 4.4. If $u$ and $v$ are unitaries such that

$$
\left\|[u, v]_{1 / d}\right\|<\frac{2}{d-1}[1-\cos \pi / d],
$$

then the dimension of each operator is at least $d$.
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Proof. From Lemma 4.5 we know that $|\langle j| u| j\rangle-e^{2 i \pi j / d}|\leq|j| \delta$. Applying Lemma 4.6 we therefore get that $u$ must have a corresponding eigenvalue $e^{i \phi_{j}}$ where

$$
\left|\phi_{j}-2 j \pi / d\right| \leq \cos ^{-1}(1-|j| \delta) .
$$

As such we can see that each eigenvalue is within some error of a $d$ th root of unity.
Next we want to find a bound for $\delta$ which ensures that these eigenvalues must be distinct, by bounding the regions in which these eigenvalues must exist away from each other. To do this we need $\left|\phi_{j}-\phi_{k}\right|>0$ for all $j \neq k$. Taking the worst case over $j \neq k$ :

$$
\begin{aligned}
\left|\phi_{j}-\phi_{k}\right| & =\left|\frac{2 \pi}{d}(j-k)+\left(\phi_{j}-\frac{2 j \pi}{d}\right)-\left(\phi_{k}-\frac{2 k \pi}{d}\right)\right| \\
& \geq \frac{2 \pi}{d}|j-k|-\left|\phi_{j}-\frac{2 j \pi}{d}\right|-\left|\phi_{k}-\frac{2 k \pi}{d}\right| \\
& \geq \frac{2 \pi}{d}-\cos ^{-1}\left(1-\left\lceil\left.\frac{d-1}{2} \right\rvert\, \delta\right)-\cos ^{-1}\left(1-\left\lfloor\frac{d-1}{2}\right\rfloor \delta\right) .\right.
\end{aligned}
$$

Here the last line follows from the fact that $j$ and $k$ cannot both saturate the worst-case distance of $\left\lceil\frac{d-1}{2}\right\rceil$. Therefore, the worst case can be chose without loss of generality to be $j=\left\lceil\frac{d-1}{2}\right\rceil$ and $k=-\left\lfloor\frac{d-1}{2}\right\rfloor$. Using the concavity of $\cos ^{-1}(z)$ over $z \in[0,1]$, we can loosen this to

$$
\left|\phi_{j}-\phi_{k}\right| \geq \frac{2 \pi}{d}-2 \cos ^{-1}\left(1-\frac{d-1}{2} \delta\right) .
$$

Clearly this step is trivial for odd $d$.
Thus we get that a sufficient condition for all of the eigenvalues to be distinct is that the right-hand side of this inequality is strictly positive, and therefore we have the equivalent condition

$$
\cos ^{-1}\left(1-\frac{d-1}{2} \delta\right)<\frac{\pi}{d} .
$$

Rearranging, we find the specified bound on $\delta$ of

$$
\delta<\frac{2}{d-1}[1-\cos (\pi / d)] .
$$

Above we have only considered the case $d=1 / \alpha$, similar analysis could be performed for bounds required to certify dimensions $d^{\prime} \neq 1 / \alpha$. In Section 4.B we describe an algorithm for calculating which dimensions can be certified for an arbitrary pair of parameters $\alpha$ and $\delta$ - running this algorithm gives Figure 4.3.

### 4.3.3 Two twisted pairs

Next we are going to argue that the above analysis can be extended to more general collections of twisted commuting symmetries. By way of example, we are going to consider the case of two twisted pairs

$$
\left\|\left[u_{1}, v_{1}\right]_{1 / d_{1}}\right\| \leq \delta, \quad\left\|\left[u_{2}, v_{2}\right]_{1 / d_{2}}\right\| \leq \delta,
$$



Figure 4.3: The dimension that can be certified, as a function of the twisted commutator value and twisting parameter, i.e. the minimum possible dimension of operators $u$ and $v$ for which $\left\|[u, v]_{\alpha}\right\| \leq \delta$ as a function of $\alpha$ and $\delta$. The blue crosses indicate the bounds corresponding to degeneracy $d$ and $\alpha=1 / d$, as considered in Theorem 4.3. The algorithm for calculating this figure is demonstrated in Section 4.B, by considering how the certification is calculated at the turquoise $\operatorname{dot}$ ( $\alpha=1 / 4$ and $\delta=1 / 2$ ).
each of which approximately commute

$$
\left\|\left[u_{1}, u_{2}\right]\right\| \leq \gamma, \quad\left\|\left[u_{1}, v_{2}\right]\right\| \leq \delta, \quad\left\|\left[u_{2}, v_{1}\right]\right\| \leq \delta
$$

The equivalent of Stone-von Neumann theorem laid our in Section 4.3.1 gives that for $\gamma=\delta=0$, the dimension of such operators must be a multiple of $d_{1} d_{2}$. We are going to give bounds on $\gamma$ and $\delta$ below which we can prove the dimension to be at least $d_{1} d_{2}$.

Previously we bounded the dimension from below by bounding the number of distinct eigenvalues. This is possible because these eigenvalues imply the existence of an orthonormal set of associated eigenvectors. As $u_{1}$ and $u_{2}$ do not commute, they will not necessarily possess an orthonormal set of shared eigenvectors. Instead we will have to address these vectors more directly, constructing approximate shared eigenvectors and proving their linear independence. First we will see that the approximate commutation of $u_{1}$ and $u_{2}$ can be used to demonstrate the existence of such a vector.

The existence of approximate shared eigenvectors of approximately commuting matrices was first proven in generality by Bernstein in Ref. [4.34]. Whilst Bernstein considers potentially non-normal matrices, in our case both $u_{1}$ and $u_{2}$ are unitary. In Section 4.A we leverage this additional structure to exponentially tighten the bounds on the approximate shared eigenvectors. One of the relevant bounds considered in Section 4.A gives the following immediate corollary.
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Lemma 4.7 (Approximate eigenvector). There exists a vector $|\psi\rangle$ such that, after multiplying $u_{1}$ and $u_{2}$ by appropriate phase factor, it is an approximate shared +1 -eigenvector of both, namely that

$$
\| u_{1}|\psi\rangle-|\psi\rangle\|,\| u_{2}|\psi\rangle-|\psi\rangle \| \leq \sqrt{\gamma} d_{1} d_{2} / 2 .
$$

Proof. Given an assumption that the dimension is at most $d_{1} d_{2}$, this is a direct application of Theorem 4.1, which we consider in detail in Section 4.A.

As in the case of a single pair, we will then consider the orbit of this vector under the action of products of $v_{1}$ and $v_{2}$. Let $|i, j\rangle:=v_{1}^{i} v_{2}^{j}|\psi\rangle$ for $i=-\left\lfloor\frac{d_{1}-1}{2}\right\rfloor, \ldots,\left\lceil\frac{d_{1}-1}{2}\right\rceil$ and $j=-\left\lfloor\frac{d_{2}-1}{2}\right\rfloor, \ldots,\left\lceil\frac{d_{2}-1}{2}\right\rceil$. For convenience once again let $\eta_{i}:=e^{2 i \pi / d_{i}}$.

Lemma 4.8 (Change in expectation value: two pair). The states $|i, j\rangle$ are shared approximate eigenstates of $u_{1}$ and $u_{2}$. Specifically their approximate eigenvalues are the corresponding powers of $\eta_{1}$ and $\eta_{2}$

$$
\left.\left|\langle i, j| u_{1}\right| i, j\right\rangle-\eta_{1}^{i}\left|,\left|\langle i, j| u_{2}\right| i, j\right\rangle-\eta_{2}^{j} \mid \leq \sqrt{\gamma} d_{1} d_{2} / 2+(|i|+|j|) \delta .
$$

Proof. From Lemma 4.7 we have

$$
\left.\left|\langle\psi| u_{1}\right| \psi\right\rangle-1 \mid \leq \sqrt{\gamma} d_{1} d_{2} / 2
$$

Applying an argument similar to that in Lemma 4.5 we can bound the change in eigenvalue under the action of $v_{c}$ as

$$
\left.\left|\langle i, 0| u_{1}\right| i, 0\right\rangle-\eta_{1}^{i}\langle\psi| u_{1}|\psi\rangle|\leq|i| \delta .
$$

Applying the same argument for $v_{2}$ gives

$$
\left.\left|\langle i, j| u_{1}\right| i, j\right\rangle-\langle i, 0| u_{1}|i, 0\rangle|\leq|j| \delta .
$$

The triangle inequality allows us to merge these three inequalities, giving the stated bound. A similar argument can be performed for $u_{2}$.

In the single pair case, we used the expectation values to imply the existence of nearby eigenvalues. Due to the lack of a shared eigenbasis of $u_{1}$ and $u_{2}$, we cannot do the same in the two pair case.

The reason that a set of distinct eigenvalues lower bounds the dimension is that, for normal operators such as unitaries, the eigenvalues imply the existence of an orthonormal eigenbasis. Instead of proving the existence of such vectors indirectly through the eigenvalues, we could instead prove our vectors $\{|i, j\rangle\}$ to be linearly independent - this is the approach we will take.

To this end, we will start by showing two approximate eigenvectors of a unitary with inconsistent expectation values are approximately orthogonal.

Lemma 4.9 (Low overlap). If two normalised vectors $|x\rangle$ and $|y\rangle$ have expectation values with some unitary $w$ such that

$$
\left.|\langle x| w| x\rangle-e^{i \theta_{x}} \mid \leq \zeta \quad \text { and } \quad|\langle y| w| y\right\rangle-e^{i \theta_{y}} \mid \leq \zeta
$$

then the two vectors have a bounded overlap

$$
|\langle x \mid y\rangle| \leq \sqrt{2 \zeta}\left|\csc \left(\frac{\theta_{y}-\theta_{x}}{4}\right)\right|
$$



Figure 4.4: A disc representing the expectation values of vectors with respect to $w$, as well as the three regions $X, Y, Z$ into which the disc is divided. The expectation values with respect to $|x\rangle$ and $|y\rangle$ lie in each of the blue regions.

Proof. Firstly, let $w^{\prime}:=e^{-i \theta_{x}} w$ and $\theta:=\theta_{y}-\theta_{x}$. Next consider splitting the unit circle into three $\operatorname{arcs} X, Y$, and $Z$. We let $X$ and $Y$ be centred on $\theta_{x}$ and $\theta_{y}$ respectively, and define them to be the largest possible regions such that they remain disjoint. We define $Z$ to be the remaining arc, as shown in Figure 4.4. Note that by convexity any linear combination of eigenvectors whose eigenvalues lie in $X$ will have an expectation value in the segment subtended by $X$, and similar for $Y$.

Now split $|x\rangle$ into two components

$$
|x\rangle=\sqrt{1-\lambda_{x}}\left|x_{X}\right\rangle+\sqrt{\lambda_{x}}\left|x_{Y Z}\right\rangle,
$$

where $\left|x_{X}\right\rangle$ is in the span of eigenvectors with values in $X$, and $\left|x_{Y Z}\right\rangle$ similar for $Y \cup Z$. By definition of $X$, we have

$$
\operatorname{Re}\left\langle x_{Y Z}\right| w^{\prime}\left|x_{Y Z}\right\rangle \leq \cos (\theta / 2) \leq \operatorname{Re}\left\langle x_{X}\right| w^{\prime}\left|x_{X}\right\rangle \leq 1
$$

Next we use the bound on the expectation value.

$$
\begin{aligned}
\zeta & \left.\geq\left|\langle x| w^{\prime}\right| x\right\rangle-1 \mid \\
& \geq 1-\operatorname{Re}\langle x| w^{\prime}|x\rangle \\
& =1-\left(1-\lambda_{x}\right) \operatorname{Re}\left\langle x_{X}\right| w^{\prime}\left|x_{X}\right\rangle-\lambda_{x} \operatorname{Re}\left\langle x_{Y Z}\right| w^{\prime}\left|x_{Y Z}\right\rangle \\
& \geq 1-\left(1-\lambda_{x}\right)-\lambda_{x} \cos (\theta / 2) \\
& =2 \lambda_{x} \sin ^{2}(\theta / 4)
\end{aligned}
$$

Thus we conclude that $\lambda_{x} \leq(\zeta / 2) \csc ^{2}(\theta / 4)$. Similarly if we were to have decomposed $|y\rangle$ into parts contained in $Y$ and $X Z$ as $|y\rangle=\sqrt{1-\lambda_{y}}\left|y_{Y}\right\rangle+\sqrt{\lambda_{y}}\left|y_{X Z}\right\rangle$ then $\lambda_{y} \leq(\zeta / 2) \csc ^{2}(\theta / 4)$.

Further decomposing

$$
\left|x_{Y Z}\right\rangle=\cos \varphi_{x}\left|x_{Y}\right\rangle+\sin \varphi_{x}\left|x_{Z}\right\rangle \quad\left|y_{X Z}\right\rangle=\cos \varphi_{y}\left|y_{X}\right\rangle+\sin \varphi_{y}\left|y_{Z}\right\rangle,
$$
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then the inner product has the form

$$
\begin{aligned}
|\langle x \mid y\rangle| & =\left|\sqrt{1-\lambda_{x}} \sqrt{\lambda_{y}} \cos \varphi_{y}\left\langle x_{X} \mid y_{X}\right\rangle+\sqrt{\lambda_{x}} \sqrt{1-\lambda_{y}} \cos \varphi_{x}\left\langle x_{Y} \mid y_{Y}\right\rangle+\sqrt{\lambda_{x}} \sqrt{\lambda_{y}} \sin \varphi_{x} \sin \varphi_{y}\left\langle x_{Z} \mid y_{Z}\right\rangle\right| \\
& \leq \sqrt{1-\lambda_{x}} \sqrt{\lambda_{y}} \cos \varphi_{y}+\sqrt{\lambda_{x}} \sqrt{1-\lambda_{y}} \cos \varphi_{x}+\sqrt{\lambda_{x}} \sqrt{\lambda_{y}} \sin \varphi_{x} \sin \varphi_{y} .
\end{aligned}
$$

Using the identity $|A \cos \phi+B \sin \phi|^{2} \leq|A|^{2}+|B|^{2}$, we can maximise over $\varphi_{x}$ to get

$$
|\langle x \mid y\rangle| \leq \sqrt{1-\lambda_{x}} \sqrt{\lambda_{y}} \cos \varphi_{y}+\sqrt{\lambda_{x}} \sqrt{1-\lambda_{y} \cos ^{2} \varphi_{y}}
$$

Using $\cos \varphi_{y} \leq 1$, we can simplify this bound to

$$
|\langle x \mid y\rangle| \leq \sqrt{\lambda_{y}}+\sqrt{\lambda_{x}}
$$

Applying the $\zeta$-dependent bounds on the $\lambda$ values, we get the stated bounds.
Now that we have a way of bounding the overlap between our vectors, we need to determine how low this overlap needs to be before linear independence can be ensured.

Lemma 4.10 (Overlap threshold). Take a set of normalised vectors $S=\left\{\left|v_{i}\right\rangle\right\}$ for $1 \leq i \leq n$. If the pairwise overlap between any two vectors is bounded $\left|\left\langle v_{i} \mid v_{j}\right\rangle\right|<1 /(n-1)$ for $i \neq j$, then $S$ is linearly independent.

Proof. Let $G$ be the Gram matrix associated with $S$. As each of the vectors is normalised $G_{i i}=1$ for all $i$. As all of the non-diagonal entries are strictly modulus-bounded by $1 /(n-1)$, this matrix is strictly diagonally dominant, i.e.

$$
\left|G_{i i}\right|>\sum_{j \neq i}\left|G_{i j}\right| \quad \text { for all } i \text {. }
$$

From the Geshgorin circle theorem, such matrices are non-singular and full rank, allowing us to conclude that $S$ is linearly independent.

Note that this analysis is tight, i.e. if $\left\langle v_{i} \mid v_{j}\right\rangle=-1 /(n-1)$ for all $i \neq j$ then $G$ is singular and $\sum_{i}\left|v_{i}\right\rangle=0$. By considering the eigenvectors of such a Gram matrix, a set of vectors satisfying this can be backed out.

Given this bound, we can finally find the condition for our vectors to be linearly independent and therefore lower bound the dimension of the space in which they reside.
Theorem 4.5. If $u_{1}, u_{2}, v_{1}$ and $v_{2}$ are unitaries such that they satisfy the commutation relations

$$
\left\|\left[u_{1}, u_{2}\right]\right\| \leq \gamma \quad\left\|\left[u_{1}, v_{2}\right]\right\| \leq \delta \quad\left\|\left[u_{2}, v_{1}\right]\right\| \leq \delta
$$

and twisted commutation relations

$$
\left\|\left[u_{1}, v_{1}\right]_{1 / d_{1}}\right\| \leq \delta \quad\left\|\left[u_{2}, v_{2}\right]_{1 / d_{2}}\right\| \leq \delta
$$

with $d_{1} \leq d_{2}$ and

$$
\sqrt{\gamma} d_{1} d_{2}+\left(d_{1}+d_{2}\right) \delta<\frac{\sin ^{2}\left(\pi / 2 d_{1}\right)}{\left(d_{1} d_{2}-1\right)^{2}}
$$

then the dimension of each operator is at least $d_{1} d_{2}$.

Proof. From Lemma 4.8 we have that our vectors have expectation values bounded near powers of $\eta_{1}$ and $\eta_{2}$

$$
\left.\left|\langle i, j| u_{1}\right| i, j\right\rangle-\eta_{1}^{i}\left|,\left|\langle i, j| u_{2}\right| i, j\right\rangle-\eta_{2}^{j} \mid \leq \sqrt{\gamma} d_{1} d_{2} / 2+(|i|+|j|) \delta .
$$

Take a pair of vectors $|i, j\rangle$ and $\left|i^{\prime}, j^{\prime}\right\rangle$ such that $i \neq i^{\prime}$. Applying Lemma 4.9 with $w=u_{1}$ we get that their overlap is bounded as

$$
\left|\left\langle i, j \mid i^{\prime}, j^{\prime}\right\rangle\right|^{2} \leq\left[\sqrt{\gamma} d_{1} d_{2}+2 \max \left\{|i|+|j|,\left|i^{\prime}\right|+\left|j^{\prime}\right|\right\} \delta\right] \cdot \csc ^{2}\left(\frac{\pi\left(i-i^{\prime}\right)}{2 d_{1}}\right)
$$

Combining this with a similar argument for $u_{2}$, and assuming $d_{1} \leq d_{2}$, we get that for $(i, j) \neq\left(i^{\prime}, j^{\prime}\right)$

$$
\left|\left\langle i, j \mid i^{\prime}, j^{\prime}\right\rangle\right|^{2} \leq\left[\sqrt{\gamma} d_{1} d_{2}+\left(d_{1}+d_{2}\right) \delta\right] \csc ^{2}\left(\frac{\pi}{2 d_{1}}\right)
$$

Thus we can see that

$$
\left[\sqrt{\gamma} d_{1} d_{2}+\left(d_{1}+d_{2}\right) \delta\right] \csc ^{2}\left(\frac{\pi}{2 d_{1}}\right)<\frac{1}{\left(d_{1} d_{2}-1\right)^{2}}
$$

implies $\left|\left\langle i, j \mid i^{\prime}, j^{\prime}\right\rangle\right|<1 /\left(d_{1} d_{2}-1\right)$ for all $(i, j) \neq\left(i^{\prime}, j^{\prime}\right)$. By Lemma 4.10 this means that the collection of vectors $\{|i, j\rangle\}_{i, j}$ are linearly independent, constructively proving the dimensionality of the operators in question to be at least $d_{1} d_{2}$. Rearranging this gives the specified bound.

### 4.4 Minimum twisted commutation value

In the previous section we considered finding lower bounds on the dimensions of approximately twisting commuting operators. In the exact case, the Stone-von Neumann theorem (c.f. Theorem 4.1) tell us that unitaries $x$ and $y$ for which

$$
[x, y]_{1 / d}=0
$$

are not only at least $d$-dimensional, but are a multiple of $d$-dimensional. We might therefore hope for a more comprehensive understanding of twisted commutation that provides more information than simply a lower bound on the dimension. In this section we will consider the twisted commutator in the Schatten-Ky Fan norms $\|\cdot\|:=\|\cdot\|_{(p, k)}$ with $p \geq 2$, and find the minimum possible twisted commutator value as a function of dimension.
Definition 4.3 (Minimum twisted commutator value). Let $\Lambda_{g, \alpha}^{(p, k)}$ be the minimum twisted commutator value, with respect to the Schatten-Ky Fan $(p, k)$-norm, over all pairs of unitary matrices of dimension $g$

$$
\Lambda_{g, \alpha}^{(p, k)}:=\min _{u, v \in U(g)}\left\|[u, v]_{\alpha}\right\|_{(p, k)}
$$

In this language, the Stone-von Neumann theorem gives that $\Lambda_{g, \alpha}^{(p, k)}=0$ if and only if $g \alpha \in \mathbb{Z}$. If we had an understanding of the values of $\Lambda_{g, \alpha}^{(p, k)}$ where $g \alpha \notin \mathbb{Z}$, then we could use twisted commutation value as a way of certifying dimension. In particular, if one thinks of $\alpha$ as fixed, and one knows the value $\left\|[u, v]_{\alpha}\right\|_{(p, k)}$ to be less than $\Lambda_{g, \alpha}^{(p, k)}$ for certain dimensions $g$, then these certain dimensions are ruled out as possible dimensions of $u$ and $v$. In this section we will explicitly evaluate $\Lambda_{g, \alpha}^{(p, k)}$ for $p \geq 2$.
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To lower bound $\Lambda_{g, \alpha}^{(p, k)}$, we will utilise techniques from spectral perturbation theory to bound a related quantity known as the spectral distance. By considering a family of operators which twisted commute, we will furthermore show this bound to be tight.

Definition 4.4 (Spectral distance). The spectral $(p, k)$-distance $d_{(p, k)}(a, b)$ between two matrices a and $b$ is the $(p, k)$-norm of the vector containing the differences between eigenvalues of the two matrices, minimised over all possible orderings. If we let $\lambda(x)$ denote the vector of eigenvalues of a $g \times g$ matrix $x$ then algebraically

$$
d_{(p, k)}(a, b):=\min _{\sigma \in S_{g}}\|\sigma[\lambda(a)]-\lambda(b)\|_{(p, k)}=\min _{\sigma \in S_{g}}\left(\sum_{j=1}^{k}\left|\lambda_{\sigma(j)}(a)-\lambda_{j}(b)\right|^{p}\right)^{1 / p}
$$

where the minimisation is over all elements $\sigma$ of the permutation group $S_{g}$ on $g$ symbols.

### 4.4.1 Frobenius spectral bound

Before attacking the spectral distance, we are first going to restrict ourselves to the case of the Frobenius norm ( $p=2, k=g$ ), where we shall denote the norm by $\|\cdot\|_{F}$, the corresponding spectral distance by $d_{F}(\cdot, \cdot)$, and the twisted commutator minimum by $\Lambda_{g, \alpha}^{(F)}$. In this special case, the spectral distance between two normal matrices is bounded by their norm difference.

Lemma 4.11 (Wielandt-Hoffman inequality [4.39]). For normal matrices a and $b, d_{F}(a, b) \leq\|a-b\|_{F}$.

Once again let $\eta:=e^{2 i \pi \alpha}$. Applying Wielandt-Hoffman to $\Lambda_{g, \alpha}^{(F)}$ we see that the corresponding spectral distance provides a lower bound,

$$
\Lambda_{g, \alpha}^{(F)}=\min _{u, v \in U(d)}\left\|v^{\dagger} u v-\eta u\right\|_{F} \geq \min _{u, v \in U(g)} d_{F}\left(v^{\dagger} u v, \eta u\right)=\min _{u \in U(g)} d_{F}(u, \eta u)
$$

Though $\left\|v^{\dagger} u v-\eta u\right\|_{F}$ depended on both $u$ and $v, d_{F}(u, \eta u)$ depends only on the spectrum of $u$, making for a much simpler optimisation. This inequality will turn out to be tight for matrices minimising the twisted commutator value.

Denote the eigenvalues of $u$ by $\left\{e^{i \theta_{j}}\right\}$, then the spectral distance in question is given by

$$
d_{F}^{2}(u, \eta u):=\min _{\sigma \in S_{g}} \sum_{j=1}^{g}\left|e^{i \theta_{\sigma(j)}}-e^{i\left(\theta_{j}+2 \pi \alpha\right)}\right|^{2}=\min _{\sigma \in S_{g}} \sum_{j=1}^{g} 4 \sin ^{2}\left(\frac{\theta_{\sigma(j)}-\theta_{j}-2 \pi \alpha}{2}\right) .
$$

Define $f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)$ to be the argument of the above optimisation

$$
\begin{equation*}
f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right):=\sum_{j=1}^{g} 4 \sin ^{2}\left(\frac{\theta_{\sigma(j)}-\theta_{j}-2 \pi \alpha}{2}\right) \tag{4.1}
\end{equation*}
$$

such that $d_{F}^{2}(u, \eta u)=\min _{\sigma} f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)$. The optimisation of $d_{F}^{2}(u, \eta u)$ can therefore be reduced to an optimisation of $f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)$.
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We can now break the optimisation of $f$ down into two parts. First we will show that for any assignment of permutation and angles, there exists a cyclic permutation, and adjusted angles, for which the value of $f$ is the same. This will allow us to consider a minimising permutation which has only a single cycle without loss of generality. Secondly we shall see that, for such a cyclic permutation, the set of angles which minimise $f$ are those that are equally distributed around the unit circle. Given these, we will find an explicit minimum for $f$, and thus for $d_{F}(u, \eta u)$.
Lemma 4.12 (Reduction to cyclic permutations). For a given multi-cycle permutation $\sigma$ and set of angles $\left\{\theta_{j}\right\}$, there exists a cyclic permutation $\sigma^{\prime}$ and set of adjusted angles $\left\{\theta_{j}^{\prime}\right\}$ such that

$$
f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)=f\left(\sigma^{\prime} ; \theta_{1}^{\prime}, \ldots, \theta_{g}^{\prime}\right)
$$

Proof. Firstly, our indices can be reordered such that the cycles of $\sigma$ are contiguous, i.e. in cycle notation

$$
\sigma=\left(1 \ldots k_{1}-1\right)\left(k_{1} \ldots k_{2}-1\right) \ldots\left(k_{n} \ldots g\right)
$$

for some $1<k_{1} \cdots<k_{n} \leq g$. (Note that the result is trivially true if $g=1$, so we restrict to $g>1$.) As $f$ only depends on the difference between angles whose indices are within the same cycle of $\sigma$, if we shift all the angles within the same cycle by the same amount, the value of $f$ will not change. For example if we take the change of angle

$$
\theta_{j}^{\prime}:=\left\{\begin{array}{cc}
\theta_{j}-\theta_{1} & 1 \leq j<k_{1} \\
\theta_{j}-\theta_{k_{1}} & k_{1} \leq j<k_{2} \\
\vdots & \\
\theta_{j}-\theta_{k_{n}} & k_{n} \leq j \leq g
\end{array}\right.
$$

then $f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)=f\left(\sigma ; \theta_{1}^{\prime}, \ldots, \theta_{g}^{\prime}\right)$. Notice that $\theta_{1}^{\prime}=\theta_{k_{1}}^{\prime}=\cdots=\theta_{k_{n}}^{\prime}=0$ by construction.
We now wish to merge the permutation $\sigma$ into a single cyclic permutation

$$
\begin{equation*}
\sigma^{\prime}:=(1 \ldots g) . \tag{4.2}
\end{equation*}
$$

To do this, the only entries of the permutation which need to be changed are those at the end of each cycle.

$$
\begin{array}{cccc}
\sigma\left(k_{1}-1\right)=1 & \rightarrow & \sigma^{\prime}\left(k_{1}-1\right)=k_{1} \\
\sigma\left(k_{2}-1\right)=k_{1} & & \rightarrow & \sigma^{\prime}\left(k_{2}-1\right)=k_{2} \\
\vdots & & \vdots \\
\sigma(g)=k_{n} & & \rightarrow & \sigma^{\prime}(g)=1 .
\end{array}
$$

By definition of the adjusted angles however, the only indices that change are those for which the angles have already been made identical in the previous step, i.e. $\theta_{\sigma(j)}^{\prime}=\theta_{\sigma^{\prime}(j)}^{\prime}$ for all $j$. As $f$ only depends on $\sigma$ through how it acts on the angles, this means that this doesn't alter the value of $f$, therefore $f\left(\sigma ; \theta_{1}^{\prime}, \ldots, \theta_{g}^{\prime}\right)=f\left(\sigma^{\prime} ; \theta_{1}^{\prime}, \ldots, \theta_{g}^{\prime}\right)$.

Now that we have addressed the nature of the optimal permutation, namely showing that it can be taken to be cyclic, we turn out attention to the optimal angles.
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Lemma 4.13. For a given single-cycle permutation $\sigma$, the sets of angles which optimise $f$, as defined in Equation (4.1), correspond to those evenly distributed around the unit circle, and the difference between adjacent angles $\theta_{j}$ and $\theta_{\sigma(j)}$ is $2 \pi\lfloor d \alpha\rceil / g$, where $\lfloor\cdot\rceil$ denotes integer rounding. Moreover the corresponding minimal value of $f$ is

$$
\min _{\left\{\theta_{j}\right\}_{j}} f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)=2 \sqrt{g} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right) .
$$

Proof. Denote both of the terms ${ }^{4}$ in $f$ which depend non-trivially on $\theta_{j}$ by $f_{j}\left(\theta_{j}\right)$. Using the double angle formula and the auxiliary angle method, we can reduce the $\theta_{j}$ dependence to a single sinusoidal term.

$$
\begin{aligned}
f_{j}\left(\theta_{j}\right) & =4 \sin ^{2}\left(\frac{\theta_{j}-\theta_{\sigma(j)}-2 \pi \alpha}{2}\right)+4 \sin ^{2}\left(\frac{\theta_{\sigma^{-1}(j)}-\theta_{j}-2 \pi \alpha}{2}\right) \\
& =4-4 \cos \left(2 \pi \alpha+\frac{\theta_{\sigma(j)}-\theta_{\sigma^{-1}(j)}}{2}\right) \cos \left(\theta_{j}-\frac{\theta_{\sigma(j)}+\theta_{\sigma^{-1}(j)}}{2}\right) .
\end{aligned}
$$

We can therefore see that the optimal $\theta_{j}$, leaving all other angles fixed, satisfies

$$
\theta_{j}=\left(\theta_{\sigma(j)}+\theta_{\sigma^{-1}(j)}\right) / 2 \quad \bmod \pi .
$$

This implies that $\theta_{\sigma(j)}-\theta_{j}=\theta_{j}-\theta_{\sigma^{-1}(j)} \bmod 2 \pi$, i.e. $\theta_{j}$ lies in at the 'midpoint' of its neighbours, as described by $\sigma$. By inducting the above argument we find that $\theta_{\sigma(j)}-\theta_{j}=\theta_{\sigma(k)}-\theta_{k} \bmod 2 \pi$ for all $j, k$ meaning that all adjacent angles are equally spaced around the unit circle. This means that if we have $g$ angles, and label our indices such that $\sigma(j)=j+1 \bmod g$, then for some fixed integer $m$, the optimal angles are of the form

$$
\begin{equation*}
\theta_{j}=\theta_{1}+2 \pi m(j-1) / g . \tag{4.3}
\end{equation*}
$$

The only free parameter left now is $m$, the spacing between adjacent points. Plugging these angles into the definition of $f$ we find

$$
f\left(\sigma ; \theta_{1}, \ldots, \theta_{g}\right)=2 \sqrt{g}|\sin (\pi[m / g-\alpha])|
$$

This is in turn minimised for $m=\lfloor g \alpha\rceil$, giving the stated spacing and minima.
As this minimum of $f$ is independent of the permutation $\sigma$, we get an overall minimum for $f$ for free.

Corollary 4.14. The minimum twisted commutator value (Definition 4.3) in the Frobenius norm $\Lambda_{g, \alpha}^{(F)}$ is lower bounded

$$
\Lambda_{g, \alpha}^{(F)} \geq 2 \sqrt{g} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right) .
$$

[^7]
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Proof. This result can be seen by recalling that the definition of $f$ in Equation (4.1) gives that

$$
\min _{u \in U(g)} d_{F}(u, \eta u)=\min _{\sigma,\left\{\theta_{j}\right\}_{j}} f\left(\sigma, \theta_{1}, \ldots, \theta_{g}\right) .
$$

As Lemma 4.12 tells us that we can consider cyclic permutations without loss of generality, we can apply the minimum found in Lemma 4.13, giving

$$
\min _{u \in U(g)} d_{F}(u, \eta u)=2 \sqrt{g} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right) .
$$

Applying the Wielandt-Hoffman theorem (Lemma 4.11), we get that the above minimum spectral distance lower bounds the twisted commutator in the Frobenius norm, as required.

### 4.4.2 Higher norms and tightness

With the above bound in hand, we now turn our attention to tightness. A canonical family of operators which exhibit twisted commutation is that of the generalised Pauli operators, also known as Sylvester's clock and shift matrices

$$
C:=\sum_{j} \omega^{j-1}|j\rangle\langle j|, \quad S:=\sum_{j}|j \oplus 1\rangle\langle j|
$$

where $\omega=e^{2 i \pi / g}$ is a primitive $g$ th root of unity, and $\oplus$ denotes addition modulo $g$. As $S$ simply cyclically permutes the eigenbasis of $C$, we can see that $S^{\dagger} C S=\omega C$, or $[C, S]_{1 / g}=0$. By taking appropriate powers these operators can also yield pairs which twisted commute with a phase that is any power of $\omega$, specifically we see $\left[C, S^{k}\right]_{k / g}=0$. Suppose we take such a pair and evaluate the twisted commutator at an arbitrary phase $\eta=e^{2 i \pi \alpha}$. We then find,

$$
\begin{aligned}
\left\|\left[C, S^{k}\right]_{\alpha}\right\|_{F} & =\left\|C S^{k}-\eta S^{k} C\right\|_{F} \\
& =\left\|\left(1-\omega^{k} \eta\right) C S^{k}\right\|_{F} \\
& =\sqrt{g}\left|1-\omega^{k} \eta\right| \\
& =2 \sqrt{g}|\sin (\pi(\alpha+k / g))| .
\end{aligned}
$$

If we now take $k=-\lfloor g \alpha\rceil$, then we saturate Corollary 4.14, proving tightness of the bound on $\Lambda_{g, \alpha}^{(F)}$, allowing us to conclude

$$
\Lambda_{g, \alpha}^{(F)}=2 \sqrt{g} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right) .
$$

For the above optimisations we restricted ourself to the $p=2$ case of the Frobenius norm. The nature of the minimisers found allows us to pull this analysis up into minima for the $p>2$ Schatten norms as well.

Theorem 4.6 (Minimum twisted commutation value). Suppose that $u$ and $v$ are $g$-dimensional unitaries, then for any $p \geq 2$ the twisted commutator is lower bounded

$$
\left\|[u, v]_{\alpha}\right\|_{(p, k)} \geq 2 k^{1 / p} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right)
$$

where $\|\cdot\|_{(p, k)}$ is the $(p, k)$-Schatten-Ky Fan norm. Moreover this bound is tight, in that sense that there exist families of $g$-dimensional unitaries which saturate the above bounds and only depend on $\lfloor g \alpha\rceil$, the nearest integer to $g \alpha$.

Proof. By the equivalence of Schatten-Ky Fan norms, the minimum Frobenius norm will also provide a lower bound for other $(p, k)$-norms as well. Specifically for $p \geq 2$ we have

$$
\|M\|_{(p, k)} \geq k^{1 / p} g^{-1 / 2}\|M\|_{F}
$$

Applying these to the definition of $\Lambda_{g, \alpha}^{(p, k)}$, this bound gives that $\Lambda_{g, \alpha}^{(p . k)} \geq k^{1 / p} g^{-1 / 2} \Lambda_{g, \alpha}^{(F)}$ for $p \geq 2$. It turns out that this inequality is saturated by matrices $M$ with flat spectra, i.e. those proportional to unitaries. It so happens that the clock and shift operators considered to demonstrate tightness have a twisted commutator with precisely this property, and therefore also saturate and demonstrate the tightness of the induced $p>2$ bounds. We therefore conclude that

$$
\Lambda_{g, \alpha}^{(p, k)}=k^{1 / p} g^{-1 / 2} \Lambda_{g, \alpha}^{(F)}=2 k^{1 / p} \sin \left(\pi\left|\frac{\lfloor g \alpha\rceil-g \alpha}{g}\right|\right) .
$$

Some plots of this bound are shown in Figure 4.5.

### 4.5 Applications and open questions

We now discuss several avenues for improvements, generalisations, refinements, and applications of these ideas.

### 4.5.1 Local Hamiltonians

In this paper the only assumption we made about our Hamiltonian $H$ was the presence of a spectral gap. A natural additional structure to impose is that $H$ be a many-body Hamiltonian: decompose our Hilbert space into a tensor product of many smaller Hilbert spaces, and let our Hamiltonian take the form

$$
H=\sum_{k} h_{k}
$$

where each term $h_{k}$ acts non-trivially on a constant number of these tensor factor spaces. Additional to this we could also impose that the factors on which it acts are geometrically local as well. Under this special case it may be that either the bounds on degeneracy certification might be able to be improved, or we might be able to prove the existence of degeneracy witnesses with additional structure, e.g. such witnesses might act in a geometrically local fashion.


Figure 4.5: The twisted commutator value minimum (in the operator norm, $p=\infty$ ) $\Lambda_{g, \alpha}^{(\mathrm{Op})}$. a) The dependence on the twisting parameter $\alpha$ for a few fixed dimensions $g$. The presence of roots at multiples of $1 / g$ are those predicted by Theorem 4.1. b) Now fixing the twisting parameter $\alpha$, the dependence on the dimension $g$ is shown. Note that $g$ can only take integer values, indicated by the circles and pluses, with the continuous lines simply intended to guide the eye. The dotted black line indicates an $\alpha$-independent upper bound on $\Lambda_{g, \alpha}^{(\mathrm{Op})}$ given by applying the bound $|x-\lfloor x\rceil| \leq 1 / 2$.

### 4.5.2 Topologically ordered systems

While the notions of approximate symmetry and degeneracy of a ground band are both robust to small perturbations, naïvely one can only consider perturbations of a strength no larger than the gap. For topologically ordered systems [4.18] however, we can afford much larger perturbations under certain locality assumptions.

Under the influence of local perturbations, the low-energy band structure, most notably the ground space degeneracy, is robust even if the overall strength of the perturbation is extensive [4.40, 4.41], for frustration-free Hamiltonians with local topological quantum order and a local gap. Moreover, any symmetries which witnesses this degeneracy can be quasi-adiabatically continued [4.42] into approximate symmetries which witness the degeneracy of the ground band in the perturbed system. It is in this sense that the existence of degeneracy witnesses can be considered robust to even rather strong perturbations, at least for the ground band.

The family of abelian quantum double models possess symmetries supported on quasi-1D regions which satisfy twisted commutation relations related to the braid and fusion rules of the underlying anyons [4.43]. More general models such as non-abelian/twisted quantum doubles [4.43-4.45], and Levin-Wen string net models [4.46] are all believed to possess symmetries which satisfy more general commutation-like relations based on more general notions of commutation. One possible example is the twist product [4.47] which only commutes the two operators on part of the system, braiding them together.

$$
\left(\sum_{i} A_{i} \otimes A_{i}^{\prime}\right) \infty\left(\sum_{j} B_{j} \otimes B_{j}^{\prime}\right):=\sum_{i j} A_{i} B_{j} \otimes B_{j}^{\prime} A_{i}^{\prime} .
$$



Figure 4.6: The twisted commutator value for ribbon operators on the $\mathbb{Z}_{5}$ quantum double model, as calculated using the algorithm of [4.35], as compared to the minimum possible twisted commutator value in 5 -dimensions. Note that the difference between the two plots is no more than $3 \times 10^{-13}$.

An obvious extension of this work is to take various properties of these underlying systems implied by this commutation-like relations, and see if they too carry through into the regime of approximate relations.

In a recent paper, Bridgeman et. al. sought to classify the phases of 2D topologically ordered spin systems belonging to the same phase as abelian quantum doubles [4.35]. This was done by numerically optimising twisted pairs of symmetries. This optimisation was done over a tensor network [4.48, 4.49] ansatz of quasi-1D operators known as matrix product operators. For two operators $L$ and $R$, supported on intersecting quasi-1D regions, the cost function takes the form

$$
C(L, R ; \alpha) \propto \epsilon_{L}^{2}+\epsilon_{R}^{2}+\delta^{2}
$$

where $\epsilon_{L}:=\|[L, H]\|_{F}, \epsilon_{R}:=\|[R, H]\|_{F}$, and $\delta=\left\|[L, R]_{\alpha}\right\|_{F}$.
Minimising $C(L, R ; \alpha)$ over $L$ and $R$ for a fixed $\alpha$, they found that in the abelian quantum doubles the minimisers were unitary, and that both $\epsilon_{L}$ and $\epsilon_{R}$ vanish to within numerical accuracy, leaving only the twisted commutator value $\delta$. By observing the values of $\alpha$ for which the minimum cost is low, they hoped to classify the topological phases of the underlying Hamiltonian. By Theorem 4.2 we know that, at least to within numerical accuracy, the ribbon operators found restrict down to ground symmetries with the same twisted commutation relations. In Figure 4.6 we compare, for the $\mathbb{Z}_{5}$ quantum double model, their numerically obtained values of this twisted commutator $\delta_{\text {min }}$ with the minimal possible twisted commutator $\Lambda_{5, \alpha}^{(F)}$, showing close agreement and lending support to the efficacy of this numerical method.

### 4.5.3 Quantum codes

One class of systems for which twisted commuting symmetries play a special role are quantum codes, in which they can be interpreted as logical operators [4.19, 4.50, 4.51]. For a quantum code encoding
$N$ codewords, the logical algebra must correspond to $\operatorname{Mat}_{N}(\mathbb{C})$, which necessarily contains a pair of operators $X$ and $Z$ such that $[X, Z]_{1 / N}=0$; indeed the algebra generated by any two such operators $X$ and $Z$ is itself $\operatorname{Mat}_{N}(\mathbb{C})$.

While the existence of logical operators which $\alpha=1 / N$ twisted commute can be ensured, we might only see and expect operators with twisted commutations characteristic of smaller ground spaces if we restrict the locality of these operators. Though the logical algebra is given by $\operatorname{Mat}_{N}(\mathbb{C})$, this space often naturally decomposes into a tensor product decomposition: the logical qudits. By geometrically restricting where on the system the operators can act, we can often restrict which factors the logical operators have nontrivial commutation relations with. This is the case for celebrated examples such as the toric code [4.43]. This can be seen above in Figure 4.6, where the logical operators are restricted to string-like regions that are only sensitive to one $\operatorname{Mat}_{5}(\mathbb{C})$ factor of the larger $\operatorname{Mat}_{25}(\mathbb{C})$ logical algebra; one of the two 5 -level qudits. In the same way that Ref. [4.35] sought to use the existence of twisted commuting symmetries to classify topological phases, how this existence varies with respect to the geometry imposed on these operators might provide a tool to probe what portion of the logical algebra is accessible on certain regions.

In the language of quantum codes, our results can be interpreted as bounds below which approximate logical operators imply the existence of a certain number of code words. A possible avenue for future work is whether there exists bounds below which not only can the number of codestates be bounded, but reliable encoding, decoding, and error correction can all be performed with these approximate logical operators. Understanding when information stored in such states is approximately preserved, as opposed to exactly preserved [4.52], could have interesting applications in approximate quantum error correction.
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## 4.A Approximate shared eigenvectors for approximately commuting matrices

In this section we will show that for two approximately commuting matrices, an approximate shared eigenvector exists. This problem has been considered before by Bernstein [4.34], who showed the following result.
Theorem 4.6 ([4.34]). Take $A$ and $B$ to be complex matrices of dimension $n \geq 2$. If $\|B\| \leq 1$, and for some $\delta>0$ we have

$$
\|[A, B]\| \leq \frac{\delta^{n}(1-\delta)}{1-\delta^{n-1}}
$$

then for each eigenvalue $\lambda$ of $A$, there exists a $\mu$ and normalised $|x\rangle$ such that

$$
\| A|x\rangle-\lambda|x\rangle\|,\| B|x\rangle-\mu|x\rangle \| \leq \delta .
$$
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Notice above the required bound on the commutator scales like $\mathcal{O}\left(\delta^{n}\right)$ for small $\delta$. Below we will improve this dimension scaling by adding the additional assumption that one of the matrices is normal, allowing us to bring this down to a $\mathcal{O}\left(\delta^{2} / n^{2}\right)$ dependence. First we will state the more general result, which only requires one of the matrices to be normal, followed by a more specialised result which applies when both matrices are normal.

The existence of an entire basis of shared approximate eigenvectors is closely related to approximate joint diagonalisation, a problem that has been widely considered and has found application in fields such as quantum chemistry [4.54], machine learning [4.55] and image processing [4.56]. This literature is too vast to review in this appendix, but see Ref. [4.53] for a discussion of the relationship between approximately commuting matrices and joint diagonalisation. Techniques similar to those used below have also been used in Ref. [4.57] to address the related problem of constructing nearby exactly commuting operators, in the case in which one matrix is Hermitian. Whilst this analysis gives better bounds than those presented below, it leverages a combinatorical construction [4.58] that explicitly uses the reality of the eigenvalues, and therefore cannot be directly applied to the case we will consider in which one matrix is normal, but not necessarily Hermitian.

Take $A$ and $B$ to be $n \times n$ matrices. Let $A$ be normal, with an eigenvalue decomposition $A=$ $\sum_{i} \lambda_{i}|i\rangle\langle i|$. Next take $\lambda$ to be a specific eigenvalue of $A$. Let $I_{0}$ be the singleton set containing the index corresponding to $\lambda$, or all these indices if $\lambda$ is degenerate. Define $I_{k}$ to be all the indices whose eigenvalues are within some radius $r>0$ in the complex plane (to be chosen later) of those in $I_{k-1}$, i.e.

$$
I_{k}:=\left\{i\left|\exists j \in I_{k-1}:\left|\lambda_{i}-\lambda_{j}\right| \leq r\right\} .\right.
$$

Clearly this sequence becomes fixed after at most $n$ terms, and so let $I:=I_{n}$ be this fixed point. Intuitively $I$ can be thought of as the indices corresponding to eigenvalues which form a cluster around $\lambda$ where every eigenvalue in the cluster is linked to at least one other by a disk of radius $r$ in the complex plane.

By construction this set has two properties we require. First it is bounded away from any other index,

$$
i \in I, j \notin I \Longrightarrow\left|\lambda_{i}-\lambda_{j}\right|>r
$$

Second, because all of the eigenvalues corresponding to elements in $I$ have nearby neighbours in $I$, this means that the diameter of the disk containing all of the eigenvalues in $I$ has a diameter bounded by at most $n r$,

$$
i \in I \Longrightarrow\left|\lambda_{i}-\lambda\right| \leq n r
$$

Next let $V$ be the space spanned by the eigenvectors whose indices lies in $I$,

$$
V:=\operatorname{Span}\{|i\rangle \mid i \in I\}
$$

Denoting the orthogonal complement of $V$ by $\bar{V}$, then we can decompose both $A$ and $B$ into blocks on $V \oplus \bar{V}$ as

$$
A=\left(\begin{array}{cc}
A_{V} & \\
& A_{\bar{V}}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
B_{V V} & B_{\bar{V} V} \\
B_{V \bar{V}} & B_{\bar{V} \bar{V}}
\end{array}\right) .
$$

Lemma 4.15. If $\|[A, B]\| \leq \epsilon$, with $A$ normal and decomposed as above, then $A_{V}$ is close to scalar,

$$
\left\|A_{V}-\lambda \mathbb{1}_{V}\right\| \leq n r
$$
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and the off-diagonal blocks of $B$ are bounded,

$$
\left\|B_{\bar{V} V}\right\| \leq n \epsilon / 2 .
$$

Proof. Given that $A$ is normal, we can see that $A_{V}$ is approximately scalar due to the bound between eigenvalues in $I$ :

$$
\left\|A_{V}-\lambda \mathbb{1}_{V}\right\|=\max _{i \in I}\left|\lambda_{i}-\lambda\right| \leq n r .
$$

Next, using the fact that the operator norm dominates any component of a matrix, we can simply evaluate the relevant component of the commutator to bound elements of $B$ :

$$
\begin{aligned}
\epsilon & \geq\|[A, B]\| \\
& \geq|\langle i|[A, B]| j\rangle \mid \\
& =|\langle i|[A B-B A]| j\rangle \mid \\
& \left.=\left|\lambda_{i}-\lambda_{j}\right| \cdot|\langle i| B| j\right\rangle \mid .
\end{aligned}
$$

In the eigenbasis of $A$, the components of $B_{\bar{V} V}$ correspond to $\langle i| B|j\rangle$ for $i \notin I, j \in I$. By construction of $I$ we have that $\left|\lambda_{i}-\lambda_{j}\right|>r$, and so

$$
|\langle i| B| j\rangle \left\lvert\, \leq \frac{\epsilon}{\left|\lambda_{i}-\lambda_{j}\right|}<\frac{\epsilon}{r} .\right.
$$

This implies therefore that $\left\|B_{\bar{V} V}\right\|_{\max }<\epsilon / r$, where $\|\cdot\|_{\max }$ denotes the elementwise max-norm. Using the fact that the operator norm exceeds the max-norm by at most the square root of the number of elements, we get

$$
\left\|B_{\bar{V} V}\right\| \leq\left\|B_{\bar{V} V}\right\|_{\max } \times \sqrt{\operatorname{dim} V \times \operatorname{dim} \bar{V}} .
$$

Given that $\operatorname{dim} V+\operatorname{dim} \bar{V}=n$, we have that $\operatorname{dim} V \times \operatorname{dim} \bar{V} \leq n^{2} / 4$, and so

$$
\left\|B_{\bar{V} V}\right\|<n \epsilon / 2 r .
$$

Using these bounds, we can now put bounds on an approximate shared eigenvector. Imposing normality on both matrices, we can even impose the stricter requirement that both of the approximate eigenvalues are in fact exact eigenvalues.

Theorem 4.1 (Shared approximate eigenvector). Suppose that $A$ and $B$ are $n \times n$ matrices, such that $A$ is normal and $\|[A, B]\| \leq \epsilon$. For any $\lambda$ which is an eigenvalue of $A$, there exists a normalised $|u\rangle$ and $\mu$ such that

$$
\| A|u\rangle-\lambda|u\rangle\|,\| B|u\rangle-\mu|u\rangle \| \leq n \sqrt{\epsilon / 2} .
$$

If $B$ is also normal, then for any $\lambda$ which is an eigenvalue of $A$, there exists a $\nu$ which is also an eigenvalue of $B$ and normalised $|w\rangle$ such that

$$
\| A|w\rangle-\lambda|w\rangle\|,\| B|w\rangle-\nu|w\rangle \| \leq n \sqrt{\epsilon} .
$$
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Proof. Take $|u\rangle$ to be a right eigenvector of $B_{V V}$ (contained within $V$ ), of eigenvalue $\mu$. By Lemma 4.15, this then gives that the relevant errors with respect to $A$ and $B$ behave as:

$$
\begin{aligned}
\| A|u\rangle-\lambda|u\rangle \| & =\| A_{V}|u\rangle-\lambda|u\rangle \| & \| B|u\rangle-\mu|u\rangle \| & =\| B_{V V}|u\rangle-\mu|u\rangle+B_{\bar{V} V}|u\rangle \| \\
& =\|\left(A_{V}-\lambda \mathbb{1}\right)|u\rangle \| & & =\| B_{\bar{V} V}|u\rangle \| \\
& \leq\left\|A_{V}-\lambda \mathbb{1}\right\| & & \leq\left\|B_{\bar{V} V}\right\| \\
& \leq n r & & <n \epsilon / 2 r .
\end{aligned}
$$

If we now let $r=\sqrt{\epsilon / 2}$, we get the stated overall bound of $n \sqrt{\epsilon / 2}$.
For the case of both matrices being normal, we can show that any approximate eigenvalue must lie near an exact eigenvalue. Taking $|w\rangle$ once again to be a right eigenvector of $B_{V V}$ with eigenvalue $\nu^{\prime}$ (for a different value of $r$ to $|u\rangle$ ), we can see that

$$
\| B|w\rangle-\nu^{\prime}|w\rangle \| \leq n \epsilon / 2 r \quad \Longrightarrow \quad\langle w|\left(B-\nu^{\prime}\right)^{\dagger}(B-\nu)|w\rangle \leq n^{2} \epsilon^{2} / 4 r^{2}
$$

As $\left(B-\nu^{\prime}\right)^{\dagger}\left(B-\nu^{\prime}\right)$ is positive semi-definite, the existence of such a $|w\rangle$ implies $\left(B-\nu^{\prime}\right)^{\dagger}\left(B-\nu^{\prime}\right)$ possesses an eigenvalue at most $n^{2} \epsilon^{2} / 4 r^{2}$. By the normality of $B$, this implies in turn that $B$ contains an eigenvalue $\nu$ such that $\left|\nu-\nu^{\prime}\right| \leq n \epsilon / 2 r$. Using this we can see that the error with respect to $B$ gains a factor of 2

$$
\| B|w\rangle-\nu|w\rangle\|\leq\| B|w\rangle-\nu^{\prime}|w\rangle \|+\left|\nu-\nu^{\prime}\right| \leq n \epsilon / r
$$

Now taking $r=\sqrt{\epsilon}$, we find the stated bound of $n \sqrt{\epsilon}$.

## 4.B An algorithm for the certifiable degeneracy of a twisted pair

In this appendix we sketch how, for a given pair of parameters $\alpha$ and $\delta$, we can calculate the minimum possible dimension of unitaries $u$ and $v$ such that $\left\|[u, v]_{\alpha}\right\| \leq \delta$. Lemmas 4.5 and 4.6 give that for all $j \in \mathbb{Z}$, there exists an eigenvalue $e^{i \phi_{j}}$ of $u$ such that

$$
\left|\phi_{j}-2 \pi \alpha j\right| \leq \cos ^{-1}(1-|j| \delta)
$$

The question now is to find the minimum number of eigenvalues such that at least one lies in each of the above arcs. This is known as the transversal number, and can be efficiently calculated by a greedy algorithm [4.59]. We now sketch this algorithm for the example parameters $\alpha=1 / 4$ and $\delta=1 / 2$ (indicated by the turquoise dot in Figure 4.3).

The first thing to note is that these arcs are trivial for $\delta|j| \geq 2$, in that they are the entire unit circle. For this reason we need only consider a finite number of arcs for $j=-\lfloor 2 / \delta\rfloor, \ldots,\lfloor 2 / \delta\rfloor$. In our case this corresponds $j=-3, \ldots, 3$. Below we have drawn these non-trivial arcs, omitting the trivial $j=0$ arc.


Next we note that the $j=0$ arc is simply a point, implying that $u$ must contain a +1 eigenvalue. Given this, any arc containing +1 can be thrown away (indicated in red below), allowing us to unfold our arcs on a circle into intervals on a line.


We then take the intervals to be sorted by end-point. Considering each interval in order, we place an eigenvalue at the end of each interval as necessary, indicated as a green line below. Note that any interval which already contains an included eigenvalue when we arrive at it can be ignored, indicated by the red interval below.


Including the already found eigenvalue at +1 , this gives us the minimum number of points necessary to satisfy each arc. Applying the algorithm for a large number of points, we can plot the certified degeneracy as in Figure 4.3.
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#### Abstract

We analyse families of codes for classical data transmission over quantum channels that have both a vanishing probability of error and a code rate approaching capacity as the code length increases. To characterise the fundamental tradeoff between decoding error, code rate and code length for such codes we introduce a quantum generalisation of the moderate deviation analysis proposed by Altŭg and Wagner as well as Polyanskiy and Verdú. We derive such a tradeoff for classical-quantum (as well as image-additive) channels in terms of the channel capacity and the channel dispersion, giving further evidence that the latter quantity characterises the necessary backoff from capacity when transmitting finite blocks of classical data. To derive these results we also study asymmetric binary quantum hypothesis testing in the moderate deviations regime. Due to the central importance of the latter task, we expect that our techniques will find further applications in the analysis of other quantum information processing tasks.
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### 5.1 Introduction

The goal of information theory is to find the fundamental limits imposed on information processing and transmission by the laws of physics. One of the early breakthroughs in quantum information theory was the characterisation of the capacity of a classical-quantum (c-q) channel to transmit classical information by Holevo [5.1,5.2] and Schumacher-Westmoreland [5.3]. The classical capacity of a quantum channel is defined as the maximal rate (in bits per channel use) at which we can transmit information such that the decoding error vanishes asymptotically as the length of the code increases. However, for many practical applications there are natural restrictions on the code length imposed, for example, by limitations on how much quantum information can be processed coherently. Therefore it is crucial to go beyond the asymptotic treatment and understand the intricate tradeoff between decoding error probability, code rate and code length.

For this purpose, we will study families of codes that have both a rate approaching the capacity and an error probability that vanishes asymptotically as the code length $n$ increases. The following tradeoff relation gives a rough illustration of our main result: if the code rate approaches capacity as $\Theta\left(n^{-t}\right)$ for some $t \in(0,1 / 2)$, then the decoding error cannot be smaller than $\exp \left(-\Theta\left(n^{1-2 t}\right)\right)$. In fact, we will show that the constants implicit in the $\Theta$ notation are determined by a second channel parameter beyond the capacity, called the channel dispersion. We will also show that this relation is tight, i.e., there exist families of codes achieving equality asymptotically.

Our work thus complements previous work on the boundary cases corresponding to $t \in\{0,1 / 2\}$. The error exponent (or reliability function) of c-q channels (see, e.g., Refs. [5.4-5.6]) corresponds to the case $t=0$ where the rate is bounded away from capacity and the error probability vanishes exponentially in $n$. This is also called the large deviations regime. Moreover, the second-order asymptotics of c-q channels were evaluated by Tomamichel and Tan [5.7]. They correspond to the case $t=1 / 2$ where the rate approaches capacity as $\Theta\left(n^{-1 / 2}\right)$ and the error probability is non-vanishing. This is also called the small deviations regime.

In the present work, we consider the entire regime in between, which is dubbed the moderate deviation regime. ${ }^{1}$ The different parameter regimes are illustrated in Fig. 5.1.

Main results. Before we present our main results, let us introduce the notion of a moderate sequence of real numbers, $\left\{x_{n}\right\}_{n}$ for $n \in \mathbb{N}$, whose defining properties are that $x_{n} \searrow 0$ and $\sqrt{n} x_{n} \rightarrow+\infty$ as $n \rightarrow \infty$. ${ }^{2}$ Our two main results concern binary asymmetric quantum hypothesis testing and c-q channel coding.

1. The first result, presented in detail in Sect. 5.3, concerns binary quantum hypothesis testing between a pair of quantum states $\rho$ and $\sigma$. We show that for any moderate sequence $x_{n}$, there exists a sequence of tests $\left\{Q_{n}\right\}_{n}$ such that the two kinds of errors satisfy

$$
\begin{equation*}
\operatorname{Tr} \rho^{\otimes n}\left(1-Q_{n}\right)=e^{-n x_{n}^{2}} \text { and } \operatorname{Tr} \sigma^{\otimes n} Q_{n}=\exp \left(-n\left(D(\rho \| \sigma)-\sqrt{2 V(\rho \| \sigma)} x_{n}+o\left(x_{n}\right)\right)\right), \tag{5.1}
\end{equation*}
$$
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|  | $(\mathrm{I})$ | (II) | $($ III $)$ | (IV) | (V) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| regime | error <br> $\operatorname{exponent}$ | moderate deviation <br> (below capacity) | constant error <br> (second-order) | moderate deviation <br> (above capacity) | strong converse <br> exponent |
| error prob. | $\exp (-\Theta(n))$ | $\exp (-o(n)) \& \omega(1)$ | $\Theta(1)$ | $1-\exp (-o(n)) \& 1-\omega(1)$ | $1-\exp (-\Theta(n))$ |
| code rate | $C-\Theta(1)$ | $C-o(1) \& C-\omega\left(n^{-\frac{1}{2}}\right)$ | $C-\Theta\left(n^{-\frac{1}{2}}\right)$ | $C+o(1) \& C+\omega\left(n^{-\frac{1}{2}}\right)$ | $C+\Theta(1)$ |

Figure 5.1: The figure shows the optimal error probability as a function of the rate, for different block lengths. Darker lines correspond to longer block lengths, and the capacity is denoted by $C$. The table shows the asymptotics in each region, as the blocklength $n$ goes to infinity. The functions of $n$ implicit in the $\Theta, o$, and $\omega$ notation are assumed to be positive-valued.
and another sequence of tests $\left\{Q_{n}^{\prime}\right\}_{n}$ such that the errors satisfy

$$
\begin{equation*}
\operatorname{Tr} \rho^{\otimes n}\left(1-Q_{n}^{\prime}\right)=1-e^{-n x_{n}^{2}} \text { and } \operatorname{Tr} \sigma^{\otimes n} Q_{n}^{\prime}=\exp \left(-n\left(D(\rho \| \sigma)+\sqrt{2 V(\rho \| \sigma)} x_{n}+o\left(x_{n}\right)\right)\right) \tag{5.2}
\end{equation*}
$$

where $D(\cdot \| \cdot)$ and $V(\cdot \| \cdot)$ denote the relative entropy [5.9] and relative entropy variance [5.10,5.11], respectively. (The reader is referred to the next section for formal definitions of all concepts discussed here.) Most importantly, we show that both of these tradeoffs are in fact optimal.
2. The main result, covered in Sect. 5.4, concerns coding over a memoryless classical-quantum channel $\mathcal{W}$. Let us denote by $M^{*}(\mathcal{W} ; n, \epsilon)$ the maximum $M \in \mathbb{N}$ such that there exists a code transmitting one out of $M$ messages over $n$ uses of the channel $\mathcal{W}$ such that the average probability of error does not exceed $\epsilon$. For any sequence of tolerated error probabilities $\left\{\epsilon_{n}\right\}_{n}$ vanishing sub-exponentially with $\epsilon_{n}=e^{-n x_{n}^{2}}$, we find that

$$
\begin{align*}
\frac{1}{n} \log M^{*}\left(\mathcal{W} ; n, \epsilon_{n}\right) & =C(\mathcal{W})-\sqrt{2 V_{\min }(\mathcal{W})} x_{n}+o\left(x_{n}\right),  \tag{5.3}\\
\frac{1}{n} \log M^{*}\left(\mathcal{W} ; n, 1-\epsilon_{n}\right) & =C(\mathcal{W})+\sqrt{2 V_{\max }(\mathcal{W})} x_{n}+o\left(x_{n}\right) \tag{5.4}
\end{align*}
$$
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|  | asymmetric binary <br> hypothesis testing | channel coding | quantum hypothesis <br> testing | classical-quantum <br> channel coding |
| :--- | :---: | :---: | :---: | :---: |
| large deviation $(<)$ | $[5.18]$ | $[5.19,5.20]$ | $[5.5,5.21]$ | unknown $^{3}$ |
| moderate deviation $(<)$ | $[5.22]$ | $[5.12,5.13]$ | this work | this work |
| small deviation | $[5.23]$ | $[5.23-5.25]$ | $[5.10,5.11]$ | $[5.7]$ |
| moderate deviation $(>)$ | this work | this work | this work | this work |
| large deviation $(>)$ | $[5.26,5.27]$ | $[5.28,5.29]$ | $[5.30,5.31]$ | $[5.32]$ |

Table 5.1: Exposition of related work on finite resource analysis of hypothesis testing and channel coding problems. The rows correspond to different parameter regimes, labelled by the deviation from the critical rate (i.e., the relative entropy for hypothesis testing and the capacity for channel coding problems).
where $C(\cdot)$ denotes the channel capacity and $V_{\min }(\cdot)$ and $V_{\max }(\cdot)$ denote the minimal and maximal channel dispersion as defined in Ref. [5.7], respectively. This result holds very generally for channels with arbitrary input alphabet and without restriction on the channel dispersion, strengthening also the best known results for classical channels. Moreover, as in Ref. [5.7], this generality allows us to lift the above result to a statement about coding classical information over image-additive quantum channels and general channels as long as the encoders are restricted to prepare separable states.

Since quantum hypothesis testing underlies many other quantum information processing tasks such as entanglement-assisted classical communication as well as private and quantum communication, we expect that our techniques will have further applications in quantum information theory.

Related work. For classical channels, Altŭg and Wagner [5.12] first established the best decay rate of the average error probability for a class of discrete memoryless channels (DMCs) when the code rate approaches capacity at a rate slower than $\Theta\left(n^{-1 / 2}\right)$. Shortly after the conference version of Ref. [5.12], Polyanskiy and Verdú [5.13] (see Refs. [5.14, 5.15] for applications of their techniques to the quantum setting) relaxed some of the conditions on the class of DMCs and also established the moderate deviations asymptotics for other important classical channels such as the additive white Gaussian noise channel. The other main contributions to the analysis of hypothesis testing, channel coding, quantum hypothesis testing, and c-q channel coding in the different parameter regimes are summarised in Table 5.1.

From a technical perspective the moderate deviations regime can be approached via a refined large deviations analysis (as was done in Ref. [5.12]) or via a variation of second-order analysis via the information spectrum method (as was proposed in Ref. [5.13]). In our work, we mostly follow the latter approach, interspersed with ideas from large deviation theory. In particular, we build on bounds from one-shot information theory by Wang and Renner [5.16] and use techniques developed for the second-order asymptotics in Ref. [5.7]. In concurrent work, Cheng and Hsieh [5.17] provide a moderate deviation analysis for $\mathrm{c}-\mathrm{q}$ channels via a refined error exponent analysis. Their result holds for $\mathrm{c}-\mathrm{q}$ channels with finite input alphabets and their techniques are complementary to ours.
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### 5.2 Preliminaries

### 5.2.1 Notation and classical coding over quantum channels

Let $\mathcal{H}$ be a finite-dimensional Hilbert space and denote by $\mathcal{S}:=\{\rho \in \mathcal{H} \mid \operatorname{Tr} \rho=1, \rho \geq 0\}$ the quantum states on $\mathcal{H}$. We take $\exp (\cdot)$ and $\log (\cdot)$ to be in an arbitrary but compatible base (such that they are inverses), and denote the natural logarithm by $\ln (\cdot)$. For convenience, we will consider the dimension of this Hilbert space to be a fixed constant, and omit any dependence constants may have on this dimension. For $\rho, \sigma \in \mathcal{S}$ we write $\rho \ll \sigma$ if the support of $\rho$ is contained in the support of $\sigma$. For any closed subset $\mathcal{S}_{\circ} \subseteq \mathcal{S}$, we will denote by $\mathcal{P}\left(\mathcal{S}_{\circ}\right)$ the space of probability distributions supported on $\mathcal{S}_{\circ}$. We equip $\mathcal{S}$ with the trace metric $\delta_{\operatorname{Tr}}\left(\rho, \rho^{\prime}\right):=\frac{1}{2}\left\|\rho-\rho^{\prime}\right\|_{1}$ and $\mathcal{P}(\mathcal{S})$ with a weak-convergence metric ${ }^{4}$ $\delta_{\mathrm{wc}}$, such that both are compact metric spaces with

$$
\begin{equation*}
f: \mathcal{S} \rightarrow \mathbb{R} \text { continuous } \quad \Longrightarrow \quad \mathbb{P} \mapsto \int \mathrm{d} \mathbb{P}(\rho) f(\rho) \text { continuous. } \tag{5.5}
\end{equation*}
$$

We will use the cumulative standard normal distribution function $\Phi$ is defined as

$$
\begin{equation*}
\Phi(a):=\int_{-\infty}^{a} \frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}} \mathrm{~d} x . \tag{5.6}
\end{equation*}
$$

Following Ref. [5.7], we consider a general classical-quantum channel $\mathcal{W}: \mathcal{X} \rightarrow \mathcal{S}$ where $\mathcal{X}$ is any set (without further structure). We define the image of the channel as the set $\operatorname{im} \mathcal{W} \subset \mathcal{S}$ of all quantum states $\rho$ such that $\rho=\mathcal{W}(x)$ for some $x \in \mathcal{X}$. For convenience we assume that our Hilbert space satisfies

$$
\begin{equation*}
\mathcal{H}=\operatorname{Span}_{\rho \in \operatorname{im} \mathcal{W}} \operatorname{supp}(\rho) \tag{5.7}
\end{equation*}
$$

such that $\sigma>0$ is equivalent to $\rho \ll \sigma$ for all $\rho \in \operatorname{im} \mathcal{W}$.
For $M, n \in \mathbb{N}$, an $(n, M)$-code for a classical-quantum channel $\mathcal{W}$ is comprised of an encoder and a decoder. The encoder is a map $E:\{1,2, \ldots, M\} \rightarrow \mathcal{X}^{n}$ and the decoder is a positive operator-valued measure $\left\{D_{m}\right\}_{m=1}^{M}$ on $\mathcal{H}^{\otimes n}$. Moreover, an $(n, M, \epsilon)$-code is an $(n, M)$-code that satisfies

$$
\begin{equation*}
\frac{1}{M} \sum_{m=1}^{M} \operatorname{Tr}\left(\bigotimes_{i=1}^{n} \mathcal{W}\left(E_{i}(m)\right) D_{m}\right) \geq 1-\epsilon \tag{5.8}
\end{equation*}
$$

i.e. the average probability of error does not exceed $\epsilon$. The finite blocklength achievable region for a channel $\mathcal{W}$ is the set of triples $(n, M, \epsilon)$ for which there exists an $(n, M, \epsilon)$-code on $\mathcal{W}$. We are particularly interested in the boundary

$$
\begin{equation*}
M^{*}(\mathcal{W} ; n, \epsilon):=\max \{M \in \mathbb{N}: \exists \mathrm{a}(n, M, \epsilon) \text {-code for } \mathcal{W}\} \tag{5.9}
\end{equation*}
$$

Specifically we are going to be concerned with the behaviour of the maximum rate, which is defined as $R^{*}(\mathcal{W} ; n, \epsilon):=\frac{1}{n} \log M^{*}(\mathcal{W} ; n, \epsilon)$.
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### 5.2.2 Channel parameters

An important parameter of a channel is the largest rate such that there exists a code of vanishing error probability in the large blocklength limit. This critical rate is known as the capacity of a channel $C(\mathcal{W})$, which is defined as

$$
\begin{equation*}
C(\mathcal{W}):=\inf _{\epsilon>0} \liminf _{n \rightarrow \infty} R^{*}(\mathcal{W} ; n, \epsilon) . \tag{5.10}
\end{equation*}
$$

For classical-quantum channels there exists a strong converse bound, which states that the capacity described the asymptotic rate not just for vanishing error probability, but those for non-zero fixed error probabilities as well [5.34, 5.35]. Together with the original channel coding theorem [5.1,5.36], this yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty} R^{*}(\mathcal{W} ; n, \epsilon)=C(\mathcal{W}) \quad \text { for all } \epsilon \in(0,1) \tag{5.11}
\end{equation*}
$$

In essence the strong converse tells us that the capacity entirely dictates the asymptotic behaviour of the maximum rate at a fixed error probability. How quickly the rate approaches this asymptotic value for arbitrarily low and high error probabilities are described by the channel min-dispersion $V_{\min }(\mathcal{W})$ and max-dispersion $V_{\max }(\mathcal{W})$, which are defined respectively as

$$
\begin{align*}
V_{\min }(\mathcal{W}) & :=\inf _{\epsilon>0} \limsup _{n \rightarrow \infty}\left(\frac{C(\mathcal{W})-R^{*}(\mathcal{W} ; n, \epsilon)}{\Phi^{-1}(\epsilon) / \sqrt{n}}\right)^{2}  \tag{5.12}\\
V_{\max }(\mathcal{W}) & :=\sup _{\epsilon<1} \limsup _{n \rightarrow \infty}\left(\frac{C(\mathcal{W})-R^{*}(\mathcal{W} ; n, \epsilon)}{\Phi^{-1}(\epsilon) / \sqrt{n}}\right)^{2} \tag{5.13}
\end{align*}
$$

As with the strong converse, the min and max-dispersions also describe the dispersion at other fixed error probabilities [5.7]:

$$
\lim _{n \rightarrow \infty}\left(\frac{C(\mathcal{W})-R^{*}(\mathcal{W} ; n, \epsilon)}{\Phi^{-1}(\epsilon) / \sqrt{n}}\right)^{2}= \begin{cases}V_{\min }(\mathcal{W}) & \epsilon \in(0,1 / 2)  \tag{5.14}\\ V_{\max }(\mathcal{W}) & \epsilon \in(1 / 2,1)\end{cases}
$$

### 5.2.3 Information quantities

Classically, for two distributions $P$ and $Q$, the relative entropy $D(P \| Q)$ and relative entropy variance $V(P \| Q)$ are both defined as the mean and variance of the $\log$-likelihood ratio $\log (P / Q)$ with respect to the distribution $P$. In the non-commutative case, for $\rho, \sigma \in \mathcal{S}$ with $\rho \ll \sigma$, these definitions are generalised as [5.9-5.11]

$$
\begin{align*}
& D(\rho \| \sigma):=\operatorname{Tr} \rho(\log \rho-\log \sigma)  \tag{5.15}\\
& V(\rho \| \sigma):=\operatorname{Tr} \rho(\log \rho-\log \sigma-D(\rho \| \sigma) \cdot \mathrm{id})^{2} \tag{5.16}
\end{align*}
$$

If $\rho \ll \sigma$ both quantities are set to $+\infty$.
Following Ref. [5.7], for a closed set $\mathcal{S}_{\circ} \in \mathcal{S}$, the divergence radius ${ }^{5} \chi\left(\mathcal{S}_{\circ}\right)$ is given by

$$
\begin{equation*}
\chi\left(\mathcal{S}_{0}\right)=\sup _{\mathbb{P} \in \mathcal{P}\left(\mathcal{S}_{\circ}\right)} \int \mathrm{d} \mathbb{P}(\rho) D\left(\rho \| \int \mathrm{d} \mathbb{P}\left(\rho^{\prime}\right) \rho^{\prime}\right) . \tag{5.17}
\end{equation*}
$$
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where $\mathcal{P}\left(\mathcal{S}_{\circ}\right)$ denotes the space of distributions on $\mathcal{S}_{\circ}$. If we let $\Pi\left(\mathcal{S}_{\circ}\right)$ denote the distributions which achieve the above supremum, we also define the minimal and maximal peripheral variance, $v_{\min }\left(\mathcal{S}_{0}\right)$ and $v_{\text {max }}\left(\mathcal{S}_{\circ}\right)$, as

$$
\begin{align*}
v_{\min }\left(\mathcal{S}_{\circ}\right) & :=\inf _{\mathbb{P} \in \Pi\left(\mathcal{S}_{\circ}\right)} \int \mathrm{d} \mathbb{P}(\rho) V\left(\rho \| \int \mathrm{d} \mathbb{P}\left(\rho^{\prime}\right) \rho^{\prime}\right),  \tag{5.18}\\
v_{\max }\left(\mathcal{S}_{\circ}\right) & :=\sup _{\mathbb{P} \in \Pi\left(\mathcal{S}_{\circ}\right)} \int \mathrm{d} \mathbb{P}(\rho) V\left(\rho \| \int \mathrm{d} \mathbb{P}\left(\rho^{\prime}\right) \rho^{\prime}\right) . \tag{5.19}
\end{align*}
$$

For the image of a quantum channel, the above three information quantities correspond exactly to the three previously defined channel parameters [5.7]. Specifically, for $\mathcal{S}_{\circ}=\overline{\operatorname{im\mathcal {W}}}$, we have

$$
\begin{equation*}
C(\mathcal{W})=\chi\left(\mathcal{S}_{\circ}\right), \quad V_{\min }(\mathcal{W})=v_{\min }\left(\mathcal{S}_{\circ}\right), \quad V_{\max }(\mathcal{W})=v_{\max }\left(\mathcal{S}_{\circ}\right) \tag{5.20}
\end{equation*}
$$

### 5.2.4 Moderate deviation tail bounds

We now discuss the relevant tail bounds we will require in the moderate deviation regime. Let $\left\{X_{i, n}\right\}_{i \leq n}$ be independent zero-mean random variables, and define the average variance as

$$
\begin{equation*}
V_{n}:=\frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[X_{i, n}\right] . \tag{5.21}
\end{equation*}
$$

Recall that a sequence $\left\{t_{n}\right\}_{n}$ is moderate if $x_{n} \searrow 0$ and $\sqrt{n} x_{n} \rightarrow+\infty$ as $n \rightarrow \infty$. Given certain bounds on the moments and cumulants of these variables, which we will make explicit below, we will see that the probability that the average variable $\frac{1}{n} \sum_{i=1}^{n} X_{i, n}$ deviates from the mean by a moderate sequence $\left\{t_{n}\right\}_{n}$ decays asymptotically as

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right]=-(1+o(1)) \frac{n t_{n}^{2}}{2 V_{n}} . \tag{5.22}
\end{equation*}
$$

Lemma 5.1 (Moderate deviation lower bound). If there exist constants $\nu>0$ and $\tau$ such that $\nu \leq V_{n}$ and

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{i, n}\right|^{3}\right] \leq \tau \tag{5.23}
\end{equation*}
$$

for all $n$, then for any $\eta>0$ there exists a constant $N\left(\left\{t_{i}\right\}, \nu, \tau, \eta\right)$ such that, for all $n \geq N$, the probability of a moderate deviation is lower bounded as

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right] \geq-(1+\eta) \frac{n t_{n}^{2}}{2 V_{n}} . \tag{5.24}
\end{equation*}
$$

Lemma 5.2 (Moderate deviation upper bound). If there exists a constant $\gamma$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \sup _{s \in[0,1 / 2]}\left|\frac{\mathrm{d}^{3}}{\mathrm{~d} s^{3}} \ln \mathbb{E}\left[e^{s X_{i, n}}\right]\right| \leq \gamma, \tag{5.25}
\end{equation*}
$$
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for all $n$, then for any $\eta>0$ there exists a constant $N\left(\left\{t_{i}\right\}, \gamma, \eta\right)$ such that, for all $n \geq N$, the probability of a moderate deviation is upper bounded as

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right] \leq-\frac{n t_{n}^{2}}{2 V_{n}+\eta} . \tag{5.26}
\end{equation*}
$$

If $V_{n}$ has a uniform lower bound, then as $\eta \searrow 0$ the above two bounds sandwich together, giving the two-sided asymptotic scaling of Eq. 5.22. In this case we can see that

$$
\begin{equation*}
\sigma\left[\frac{1}{n} \sum_{i=1}^{n} X_{i}\right]=\sqrt{V_{n} / n}=\Theta(1 / \sqrt{n}) \quad \text { and } \quad \sqrt{\frac{1}{n} \sum_{i=1}^{n} \sigma^{2}\left[X_{i}\right]}=\sqrt{V_{n}}=\Theta(1) \tag{5.27}
\end{equation*}
$$

where $\sigma[\cdot]$ denotes the standard deviation. If we interpret the standard deviation as setting the 'lengthscale' on which a distribution decays, then the above two quantities - the deviation of the average, and average ${ }^{6}$ of the deviation - set the length-scales of small and large deviation bounds respectively. Using this intuition, we can generalise moderate deviation bounds to give tight two-sided bounds for distributions with arbitrary normalisation, in which $V_{n}$ is no longer bounded. To do this we will tail bound for deviations which are moderate, in units of $\sqrt{V_{n}}$.
Corollary 5.3 (Dimensionless moderate deviation bound). If there exists a $\gamma$ such that

$$
\begin{equation*}
\frac{1}{n V_{n}^{3 / 2}} \sum_{i=1}^{n} \sup _{s \in[0,1 / 2]}\left|\frac{\mathrm{d}^{3}}{\mathrm{~d} s^{3}} \ln \mathbb{E}\left[e^{s X_{i, n}}\right]\right| \leq \gamma, \tag{5.28}
\end{equation*}
$$

for all $n$, then there exists a constant $N\left(\left\{t_{i}\right\}, \gamma\right)$ such that, for all $n \geq N$, we have the two-sided bound

$$
\begin{equation*}
-(1+\eta) \frac{n t_{n}^{2}}{2} \leq \ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n} \sqrt{V_{n}}\right] \leq-(1-\eta) \frac{n t_{n}^{2}}{2} . \tag{5.29}
\end{equation*}
$$

We present proofs of these lemmas in Section 5.A.

### 5.2.5 Reversing lemma

Intuitively one might expect that moderate deviation bounds can be 'reversed' e.g. that the bound on the probability given the deviation (see Lemmas 5.1 and 5.2) of the form

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{V_{n}}{n t_{n}^{2}} \ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t_{n}\right]=-\frac{1}{2} \tag{5.30}
\end{equation*}
$$

is equivalent to a bound on the deviation given the probability

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \inf \left\{t \in \mathbb{R} \left\lvert\, \frac{V_{n}}{n t_{n}^{2}} \ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t\right] \leq-\frac{1}{2}\right.\right\}= \tag{5.31}
\end{equation*}
$$

We will now see that such an ability to 'reverse' moderate deviation bounds is generic. We do this by considering two quantities $A$ and $B$ defined on the same domain, and considering the infimum value of each quantity for a fixed value of the other.
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Lemma 5.4 (Reversing Lemma). Let $\left\{A_{i}\right\}_{i}$ and $\left\{B_{i}\right\}_{i}$ be sequences of real functions with $\inf _{t} A_{i}(t) \leq 0$ and $\inf _{t} B_{i}(t) \leq 0$ for all $i$. If we define

$$
\begin{equation*}
\hat{A}_{n}(b):=\inf _{t}\left\{A_{n}(t) \mid B_{n}(t) \leq b\right\} \quad \text { and } \quad \hat{B}_{n}(a):=\inf _{t}\left\{B_{n}(t) \mid A_{n}(t) \leq a\right\} \tag{5.32}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\hat{A}_{n}\left(b_{n}\right)}{b_{n}}=1, \quad \forall\left\{b_{n}\right\} \text { moderate } \Longleftrightarrow \quad \lim _{n \rightarrow \infty} \frac{\hat{B}_{n}\left(a_{n}\right)}{a_{n}}=1, \quad \forall\left\{a_{n}\right\} \text { moderate } . \tag{5.33}
\end{equation*}
$$

Proof. See Section 5.B.

### 5.3 Hypothesis testing

Whilst the divergence radius characterises the channel capacity, one-shot channel bounds are characterised by a quantity known as the $\epsilon$-hypothesis testing divergence [5.16]. As the name suggests, as well as being relevant to one-shot channel coding bounds, the hypothesis testing divergence also has an operational interpretation in the context of hypothesis testing of quantum states. We will start by considering a moderate deviation analysis of this quantity.

### 5.3.1 Hypothesis testing divergence

Consider a hypothesis testing problem, in which $\rho$ and $\sigma$ correspond to the null and alternative hypotheses respectively. A test between these hypotheses will take the form of a POVM $\{Q, I-Q\}$, where $0 \leq Q \leq I$. For a given $Q$, the type-I and type-II error probabilities are given by

$$
\begin{equation*}
\alpha(Q ; \rho, \sigma):=\operatorname{Tr}(I-Q) \rho, \quad \beta(Q ; \rho, \sigma):=\operatorname{Tr} Q \sigma \tag{5.34}
\end{equation*}
$$

If we define the smallest possible type-II error given a type-I error at most $\epsilon$ as

$$
\begin{equation*}
\beta_{\epsilon}(\rho \| \sigma):=\min _{0 \leq Q \leq \mathbb{I}}\{\beta(Q ; \rho, \sigma) \mid \alpha(Q ; \rho, \sigma) \leq \epsilon\}, \tag{5.35}
\end{equation*}
$$

then the $\epsilon$-hypothesis testing divergence is defined as

$$
\begin{equation*}
D_{\mathrm{h}}^{\epsilon}(\rho \| \sigma):=-\log \frac{\beta_{\epsilon}(\rho \| \sigma)}{1-\epsilon} \tag{5.36}
\end{equation*}
$$

We note that the denominator of $1-\epsilon$ follows the normalisation in [5.37] such that $D_{\mathrm{h}}^{\epsilon}(\rho \| \rho)=0$ for all $\rho$.

An obvious extension of this hypothesis problem is to the case of $n$ copies of each state, i.e. a hypothesis test between $\rho^{\otimes n}$ and $\sigma^{\otimes n}$, or more generally between two product states $\otimes_{i=1}^{n} \rho_{i}$ and $\otimes_{i=1}^{n} \sigma_{i}$. A second-order analysis of the $\epsilon$-hypothesis testing divergence for a non-vanishing $\epsilon$ was given in [5.10, 5.11].

Theorem 5.1 (Moderate deviation of the hypothesis testing divergence). For any moderate sequence $\left\{a_{n}\right\}_{n}$ and states $\left\{\rho_{n}\right\}_{n}$ and $\left\{\sigma_{n}\right\}_{n}$ such that both $\lambda_{\min }\left(\sigma_{i}\right)$ and $V\left(\rho_{i} \| \sigma_{i}\right)$ are both uniformly bounded
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away from zero, the $\epsilon_{n}$ - and $\left(1-\epsilon_{n}\right)$-hypothesis testing divergences of non-uniform product states for $\epsilon_{n}=e^{-n a_{n}^{2}}$ scale as

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right)=D_{n}-\sqrt{2 V_{n}} a_{n}+o\left(a_{n}\right)  \tag{5.37}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right)=D_{n}+\sqrt{2 V_{n}} a_{n}+o\left(a_{n}\right) \tag{5.38}
\end{gather*}
$$

where $D_{n}:=\frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma_{i}\right)$ and $V_{n}:=\frac{1}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma_{i}\right)$. More specifically for any $\rho$ and $\sigma$ such that $\rho \ll \sigma$, the hypothesis testing divergences of uniform product states scale as

$$
\begin{align*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right) & =D(\rho \| \sigma)-\sqrt{2 V(\rho \| \sigma)} a_{n}+o\left(a_{n}\right)  \tag{5.39}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right) & =D(\rho \| \sigma)+\sqrt{2 V(\rho \| \sigma)} a_{n}+o\left(a_{n}\right) \tag{5.40}
\end{align*}
$$

In Sect. 5.3.3 we will bound the regularised hypothesis testing divergences towards the relative entropy (the inward bound), and in Sect. 5.3 .4 we will bound them away (the outward bound).

Remark 1. For sequences $\epsilon_{n}$ bounded away from zero and one the second-order expansion in Refs. [5.10, 5.11] yields

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right)=D(\rho \| \sigma)+\sqrt{\frac{V(\rho \| \sigma)}{n}} \Phi^{-1}\left(\epsilon_{n}\right)+O\left(\frac{\log n}{n}\right) \tag{5.41}
\end{equation*}
$$

where $\Phi$ denotes the cumulative distribution function of the standard normal. As already pointed out in Ref. [5.13], for small $\epsilon_{n}$ we have $\Phi^{-1}\left(\epsilon_{n}\right) \approx \sqrt{-2 \ln \epsilon_{n}}$. Ignoring all higher order terms, the substitution $\epsilon_{n}=e^{-n a_{n}^{2}}$ into (5.41) then recovers the expression in (5.39). In this sense the two results thus agree at the boundary between small and moderate deviations.

Remark 2. A similar argument can be sketched at the boundary between moderate and large deviations. The quantum Hoeffding bound [5.5, 5.21] states that if $\frac{1}{n} D_{h}^{\epsilon_{n}}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right) \leq D(\rho \| \sigma)-r$ for some small $r>0$ then $\epsilon_{n}$ drops exponentially in $n$ with the exponent given by

$$
\begin{equation*}
\sup _{0 \leq \alpha<1} \frac{\alpha-1}{\alpha}\left[D(\rho \| \sigma)-r-D_{\alpha}(\rho \| \sigma)\right] \tag{5.42}
\end{equation*}
$$

where $D_{\alpha}(\rho \| \sigma)$ is the Petz' quantum Rényi relative entropy [5.38]. For sufficiently small $r$, the expression in (5.42) attains its supremum close to $\alpha=1$ and we can thus approximate $D_{\alpha}(\rho \| \sigma) \approx$ $D(\rho \| \sigma)+\frac{\alpha-1}{2} V(\rho \| \sigma)$ by its Taylor expansion [5.39]. Evaluating this approximate expression yields

$$
\begin{equation*}
\epsilon_{n}=e^{-n \frac{r^{2}}{2 V(\rho \| \sigma)}} \tag{5.43}
\end{equation*}
$$

up to leading order in $r$. Substituting $r=\sqrt{2 V(\rho \| \sigma)} a_{n}$ into (5.43) then recovers (5.39). An essentially equivalent argument is also applicable to the strong converse exponent derived in Ref. [5.30].
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### 5.3.2 Nussbaum-Szkoła distributions

To allow us to apply a moderate deviation analysis to the quantum hypothesis testing divergence, we leverage the results of Ref. [5.10] which allow us to reduce the hypothesis testing divergence of quantum states to a quantity known as the information spectrum divergence of certain classical distributions, known as the Nussbaum-Szkoła distributions.

Definition 5.1 (Nussbaum-Szkoła distributions [5.40]). The Nussbaum-Szkoła distributions for a pair of states $\rho$ and $\sigma$ are given by

$$
\begin{equation*}
P^{\rho, \sigma}(a, b)=r_{a}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2} \quad \text { and } \quad Q^{\rho, \sigma}(a, b)=s_{b}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2} \tag{5.44}
\end{equation*}
$$

where the states are eigendecomposed as $\rho=\sum_{a} r_{a}\left|\phi_{a}\right\rangle\left\langle\phi_{a}\right|$ and $\sigma=\sum_{b} s_{b}\left|\psi_{b}\right\rangle\left\langle\psi_{b}\right|$.
The power of the Nussbaum-Szkoła distributions lies in their ability to reproduce both the divergence and variance of the underlying quantum states

$$
\begin{equation*}
D(\rho \| \sigma)=D\left(P^{\rho, \sigma} \| Q^{\rho, \sigma}\right), \quad \text { and } \quad V(\rho \| \sigma)=V\left(P^{\rho, \sigma} \| Q^{\rho, \sigma}\right) \tag{5.45}
\end{equation*}
$$

As well as capturing these asymptotic quantities, the hypothesis testing relative entropy, which arises one-shot channel coding bounds, can also be captured by the Nussbaum-Szkoła distributions. Specifically this is done via the information spectrum divergence, which is defined for two classical distributions $P$ and $Q$ by a tail bound on the log-likelihood ratio as

$$
\begin{equation*}
D_{\mathrm{s}}^{\epsilon}(P \| Q):=\sup \left\{R \left\lvert\, \underset{X \leftarrow P}{\operatorname{Pr}}\left[\log \frac{P(X)}{Q(X)} \leq R\right] \leq \epsilon\right.\right\} . \tag{5.46}
\end{equation*}
$$

Inserting the Nussbaum-Skzoła distributions, we find that the (classical) information spectrum divergence approximates the (quantum) hypothesis testing divergence.
Lemma 5.5 (Thm. 14, Ref. [5.10]). There exists a universal constant $K$ such that for any states $\rho$ and $\sigma$ with $\lambda_{\min }(\sigma) \geq \lambda$ and $\epsilon<1 / 2$, we find that $D_{\mathrm{h}}^{\epsilon}(\rho \| \sigma)$ is bounded as

$$
\begin{align*}
& D_{\mathrm{h}}^{\epsilon}(\rho \| \sigma) \leq D_{\mathrm{s}}^{2 \epsilon}\left(P^{\rho, \sigma} \| Q^{\rho, \sigma}\right)+\log \frac{1-\epsilon}{\epsilon^{3}(1-2 \epsilon)}+\log K\lceil\ln (1 / \lambda)\rceil  \tag{5.47}\\
& D_{\mathrm{h}}^{\epsilon}(\rho \| \sigma) \geq D_{\mathrm{s}}^{\epsilon / 2}\left(P^{\rho, \sigma} \| Q^{\rho, \sigma}\right)-\log \frac{1}{\epsilon(1-\epsilon)}-\log K\lceil\ln (1 / \lambda)\rceil \tag{5.48}
\end{align*}
$$

and $D_{\mathrm{h}}^{1-\epsilon}(\rho \| \sigma)$ is bounded as

$$
\begin{align*}
& D_{\mathrm{h}}^{1-\epsilon}(\rho \| \sigma) \leq D_{\mathrm{s}}^{1-\epsilon / 2}\left(P^{\rho, \sigma} \| Q^{\rho, \sigma}\right)+\log \frac{1-\epsilon / 2}{\epsilon^{4}}+\log K\lceil\ln (1 / \lambda)\rceil  \tag{5.49}\\
& D_{\mathrm{h}}^{1-\epsilon}(\rho \| \sigma) \geq D_{\mathrm{s}}^{1-2 \epsilon}\left(P^{\rho, \sigma} \| Q^{\rho, \sigma}\right)-\log \frac{1}{\epsilon^{2}}-\log K\lceil\ln (1 / \lambda)\rceil . \tag{5.50}
\end{align*}
$$

As the information spectrum divergence is defined in terms of a tail bound, we will bound these quantities using the moderate deviation tail bounds of Sect. 5.2.4. To do this, we will start by showing that the log-likelihood ratio of Nussbaum-Skzoła distributions is sufficiently well behaved, specifically that its cumulant generating function has bounded derivatives.
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Lemma 5.6 (Bounded cumulants). For $\lambda>0$, there exists constants $C_{k}(\lambda)$ such that the cumulant generating function $h(t):=\ln \mathbb{E}\left[e^{t Z}\right]$ of the log-likelihood ratio $Z:=\log P^{\rho, \sigma} / Q^{\rho, \sigma}$ for $\lambda_{\min }(\sigma) \geq \lambda$ is smooth and has uniformly bounded derivatives in a neighbourhood of the origin

$$
\begin{equation*}
\sup _{|t| \leq 1 / 2}\left|\frac{\partial^{k}}{\partial t^{k}} h(t)\right| \leq C_{k} . \tag{5.51}
\end{equation*}
$$

We present a proof of this lemma in Section 5.C.

### 5.3.3 Inward bound

Proposition 5.7 (Inward bound). For any constants $\lambda, \eta>0$, there exists a constant $N\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that, for $n \geq N$, the hypothesis testing divergence can be bounded for any states $\left\{\rho_{i}\right\}_{i}$ and $\left\{\sigma_{i}\right\}_{i}$ with $\lambda_{\min }\left(\sigma_{i}\right) \geq \lambda$ as

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}-\sqrt{2 V_{n}} a_{n}-\eta a_{n}  \tag{5.52}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}+\sqrt{2 V_{n}} a_{n}+\eta a_{n} \tag{5.53}
\end{gather*}
$$

where $D_{n}:=\frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma_{i}\right)$ and $V_{n}:=\frac{1}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma_{i}\right)$.
Proof. Firstly, let $Z_{i}$ be the log-likelihood ratios

$$
\begin{equation*}
Z_{i}:=\log \frac{P^{\rho_{i}, \sigma_{i}}\left(A_{i}, B_{i}\right)}{Q^{\rho_{i}, \sigma_{i}}\left(A_{i}, B_{i}\right)}, \quad\left(A_{i}, B_{i}\right) \leftarrow P^{\rho_{i}, \sigma_{i}} . \tag{5.54}
\end{equation*}
$$

In terms of these $\log$-likelihood ratios, the lower and upper bound on the $\epsilon_{n^{-}}$and $\left(1-\epsilon_{n}\right)$-hypothesis testing divergences respectively from Lemma 5.5 become

$$
\begin{gather*}
D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq \sup \left\{R \mid \operatorname{Pr}\left[\sum_{i=1}^{n} Z_{i} \leq R\right] \leq \epsilon_{n} / 2\right\}-\log \frac{1}{\epsilon_{n}\left(1-\epsilon_{n}\right)}-\log K n\lceil\ln (1 / \lambda)\rceil, \\
D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq \sup \left\{R \mid \operatorname{Pr}\left[\sum_{i=1}^{n} Z_{i} \leq R\right] \leq 1-\epsilon_{n} / 2\right\}+\log \frac{1-\epsilon_{n} / 2}{\epsilon_{n}^{4}}+\log K n\lceil\ln (1 / \lambda)\rceil . \tag{5.55}
\end{gather*}
$$

Recalling that $\epsilon_{n}:=e^{-n a_{n}^{2}}$, we can see that in both cases the error terms scale like $\Theta\left(n a_{n}^{2}\right)$ and $\Theta(\log n)$ respectively, which are both $o\left(n a_{n}\right)$. As such, there must exist an $N_{1}\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that, for $n \geq N_{1}$, these error terms are bounded by $\eta n a_{n} / 2$ as

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq \frac{1}{n} \sup \left\{R \mid \operatorname{Pr}\left[\sum_{i=1}^{n} Z_{i} \leq R\right] \leq \epsilon_{n} / 2\right\}-\eta a_{n} / 2  \tag{5.57}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq \frac{1}{n} \sup \left\{R \mid \operatorname{Pr}\left[\sum_{i=1}^{n} Z_{i} \leq R\right] \leq 1-\epsilon_{n} / 2\right\}+\eta a_{n} / 2 \tag{5.58}
\end{gather*}
$$

Next we want to apply the tail bounds of Sect. 5.2.4. To this end, we will start by defining zero-mean variables $X_{i}:=Z_{i}-D\left(\rho_{i} \| \sigma_{i}\right)$. In terms of these variables, the above bounds take the form

$$
\begin{array}{r}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}-\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left(-X_{i}\right) \geq t\right] \leq \epsilon_{n} / 2\right.\right\}-\eta a_{n} / 2 \\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}+\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left(+X_{i}\right) \geq t\right] \leq \epsilon_{n} / 2\right.\right\}+\eta a_{n} / 2 \tag{5.60}
\end{array}
$$

By Lemma 5.6 there exists constants $\bar{V}(\lambda)$ and $\gamma(\lambda)$, such that $V_{i} \leq \bar{V}$ and

$$
\begin{equation*}
\sup _{t \in[0,1 / 2]}\left|\frac{\mathrm{d}^{3}}{\mathrm{~d} s^{3}} \ln \mathbb{E}\left[e^{s\left( \pm X_{i}\right)}\right]\right| \leq \gamma \tag{5.61}
\end{equation*}
$$

for all $i$. If we let $t_{n}:=\left(\sqrt{2 V_{n}}+\eta / 2\right) a_{n}$, then Lemma 5.2 gives an $N_{2}\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that, for $n \geq N_{2}$, the tail probability is bounded as

$$
\begin{align*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t_{n}\right] & \leq \frac{-n t_{n}^{2}}{2 V_{n}+\eta^{2} / 3}  \tag{5.62}\\
& \leq-\frac{\left(\sqrt{2 V_{n}}+\eta / 2\right)^{2}}{2 V_{n}+\eta^{2} / 5} n a_{n}^{2}  \tag{5.63}\\
& \leq-\frac{2 V_{n}+\eta^{2} / 4}{2 V_{n}+\eta^{2} / 5} n a_{n}^{2}  \tag{5.64}\\
& =-\left(1+\frac{\eta^{2}}{40 V_{n}+4 \eta^{2}}\right) n a_{n}^{2}  \tag{5.65}\\
& \leq-\left(1+\frac{\eta^{2}}{40 \bar{V}+4 \eta^{2}}\right) n a_{n}^{2} \tag{5.66}
\end{align*}
$$

As $\eta^{2} /(40 \bar{V}+4 \eta)$ is a constant and $n a_{n}^{2} \rightarrow \infty$, there must exist a constant $N_{3}\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such $n \geq N_{3}$ implies

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t_{n}\right] \leq-n a_{n}^{2}-1=\ln \left(\epsilon_{n} / 2\right) \tag{5.67}
\end{equation*}
$$

and therefore that

$$
\begin{equation*}
\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t\right] \leq \epsilon_{n} / 2\right.\right\} \leq t_{n} \tag{5.68}
\end{equation*}
$$

Putting everything together, we get that for any $n \geq N\left(\left\{a_{i}\right\}, \lambda, \eta\right):=\max \left\{N_{1}, N_{2}, N_{3}\right\}$ we have

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}-\sqrt{2 V_{n}} a_{n}-\eta a_{n}  \tag{5.69}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}+\sqrt{2 V_{n}} a_{n}+\eta a_{n} \tag{5.70}
\end{gather*}
$$

as required.

### 5.3.4 Outward bound

Proposition 5.8 (Outward bound). For any constants $\lambda, \eta>0$, there exists a constant $N\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that, for $n \geq N$, the hypothesis testing divergence can be bounded for any states $\left\{\rho_{i}\right\}_{i}$ and $\left\{\sigma_{i}\right\}_{i}$ with $\lambda_{\text {min }}\left(\sigma_{i}\right) \geq \lambda$ as

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}+\eta a_{n}  \tag{5.71}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}-\eta a_{n} \tag{5.72}
\end{gather*}
$$

where $D_{n}:=\frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma_{i}\right)$. Moreover, if we let $V_{n}:=\frac{1}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma_{i}\right)$, and there also exists a constant $\nu>0$ such that $V_{i} \geq \nu$ for all $i$, then there exists an $N^{\prime}\left(\left\{a_{i}\right\}, \lambda, \nu, \eta\right)$ such that, for $n \geq N^{\prime}$, the hypothesis testing divergence is more tightly bounded as

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}-\sqrt{2 V_{n}} a_{n}+\eta a_{n}  \tag{5.73}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}+\sqrt{2 V_{n}} a_{n}-\eta a_{n} \tag{5.74}
\end{gather*}
$$

Proof. Similar to Proposition 5.7, we will start by taking the upper and lower bounds on the $\epsilon_{n}$ - and $\left(1-\epsilon_{n}\right)$-hypothesis testing divergences respectively from Lemma 5.5. This gives that there exists an $N_{1}\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that, for $n \geq N_{1}$, we have

$$
\begin{array}{r}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}-\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left(-X_{i}\right) \geq t\right] \leq 2 \epsilon_{n}\right.\right\}+\eta a_{n} / 2 \\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}+\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left(+X_{i}\right) \geq t\right] \leq 2 \epsilon_{n}\right.\right\}-\eta a_{n} / 2 . \tag{5.76}
\end{array}
$$

where $X_{i}:=Z_{i}-D\left(\rho_{i} \| \sigma_{i}\right)$.
Firstly, applying Chebyshev's inequality two standard deviations below the mean gives us that

$$
\begin{equation*}
\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq-2 \sqrt{V_{n} / n}\right] \geq 3 / 4 \geq 2 \epsilon_{n} \tag{5.77}
\end{equation*}
$$

and so we conclude that

$$
\begin{equation*}
\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t\right] \leq 2 \epsilon_{n}\right.\right\} \geq-2 \sqrt{V_{n} / n} \tag{5.78}
\end{equation*}
$$

By Lemma 5.6, $V_{n}$ must be bounded $V_{n} \leq \bar{V}(\lambda)$, and thus $\sqrt{V_{n} / n}=\mathcal{O}(1 / \sqrt{n})=o\left(a_{n}\right)$. As such, there must exist an $N_{2}\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that $n \geq N_{2}$ implies $2 \sqrt{V_{n} / n} \leq \eta a_{n} / 2$. Inserting this tail bound, we
get that for any $n \geq N\left(\left\{a_{i}\right\}, \lambda, \eta\right):=\max \left\{N_{1}, N_{2}\right\}$ that

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}-\eta a_{n}  \tag{5.79}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}+\eta a_{n} \tag{5.80}
\end{gather*}
$$

as required.
If there also exists an $\nu>0$ such that $V_{i} \geq \nu$, then we can use a more refined moderate deviation bound. Specifically, Lemma 5.6 gives us a bound on the absolute third moment of $X_{i}$, which allows us to apply Lemma 5.1. If we let $t_{n}:=\left(\sqrt{2 V_{n}}-\eta / 2\right) a_{n}$ and assume $\eta<\sqrt{8 \nu}$ such that $\left\{t_{n}\right\}_{n}$ is moderate, then this gives us that there exists an $N_{3}\left(\left\{a_{i}\right\}, \lambda, \nu, \eta\right)$ such that, for any $n \geq N_{3}$, the tail probabilities are bounded

$$
\begin{align*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t_{n}\right] & \geq-(1+\eta / \sqrt{2 \bar{V}}) \frac{n t_{n}^{2}}{2 V_{n}}  \tag{5.81}\\
& \geq-\frac{(1+\eta / \sqrt{2 \bar{V}})\left(\sqrt{2 V_{n}}-\eta / 2\right)^{2}}{2 V_{n}} n a_{n}^{2}  \tag{5.82}\\
& \geq-\frac{\left(1+\eta / \sqrt{2 V_{n}}\right)\left(\sqrt{2 V_{n}}-\eta / 2\right)^{2}}{2 V_{n}} n a_{n}^{2}  \tag{5.83}\\
& \geq-\left(1-\frac{5 \eta^{2}}{8 \bar{V}}\right) n a_{n}^{2} \tag{5.84}
\end{align*}
$$

Once again, the second term in the parenthesis is a non-zero constant, and thus there must exist an $N_{4}\left(\left\{a_{i}\right\}, \lambda, \eta\right)$ such that

$$
\begin{equation*}
\log \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t_{n}\right] \geq-n a_{n}^{2}+1=\ln 2 \epsilon_{n} \tag{5.85}
\end{equation*}
$$

allowing us to conclude $\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n}\left( \pm X_{i}\right) \geq t_{n}\right] \geq 2 \epsilon_{n}$, and therefore

$$
\begin{equation*}
\inf \left\{t \left\lvert\, \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t\right] \leq 2 \epsilon_{n}\right.\right\} \geq t_{n} \tag{5.86}
\end{equation*}
$$

Inserting this into the above bounds, we find that for any $n \geq N^{\prime}\left(\left\{a_{i}\right\}, \lambda, \nu, \eta\right):=\max \left\{N_{1}, N_{3}, N_{4}\right\}$, we have the desired final bound

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \leq D_{n}-\sqrt{2 V_{n}} a_{n}+\eta a_{n}  \tag{5.87}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \bigotimes_{i=1}^{n} \sigma_{i}\right) \geq D_{n}+\sqrt{2 V_{n}} a_{n}-\eta a_{n} \tag{5.88}
\end{gather*}
$$
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### 5.4 Channel Coding

We are now going to show how the above moderate deviation bounds can be applied to the capacity of a classical-quantum channel.

Theorem 5.2 (Moderate deviation of c-q channels). For any moderate sequence $\left\{a_{n}\right\}_{n}$ and memoryless $c-q$ channel $\mathcal{W}$ with capacity $C(\mathcal{W})$ and min-dispersion $V_{\min }(\mathcal{W})$, being operated at error probability no larger than $\epsilon_{n}:=e^{-n a_{n}^{2}}$, the optimal rate deviates below the capacity as

$$
\begin{equation*}
R^{*}\left(\mathcal{W} ; n, \epsilon_{n}\right)=C(\mathcal{W})-\sqrt{2 V_{\min }(\mathcal{W})} a_{n}+o\left(a_{n}\right) \tag{5.89}
\end{equation*}
$$

Conversely, if the channel has max-dispersion $V_{\max }$ and is operated at error probability no larger than $1-\epsilon_{n}$, then the optimal rate deviates above the capacity as

$$
\begin{equation*}
R^{*}\left(\mathcal{W} ; n, 1-\epsilon_{n}\right)=C(\mathcal{W})+\sqrt{2 V_{\max }(\mathcal{W})} a_{n}+o\left(a_{n}\right) \tag{5.90}
\end{equation*}
$$

If either the min- or max-dispersion is non-zero, an application of Lemma 5.4 gives an equivalent formulation in terms of the minimal error probability at a given rate.

Corollary 5.9. For any moderate sequence $\left\{s_{n}\right\}_{n}$, the error probability for a code with min-dispersion $V_{\min }>0$ deviating below capacity by $s_{n}$ scales as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n s_{n}^{2}} \ln \epsilon^{*}\left(\mathcal{W} ; n, C-s_{n}\right)=-\frac{1}{2 V_{\min }} \tag{5.91}
\end{equation*}
$$

Similarly, for a code with max-dispersion $V_{\max }>0$ deviating above capacity by $s_{n}$, the error probability scales

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n s_{n}^{2}} \ln \left(1-\epsilon^{*}\left(\mathcal{W} ; n, C+s_{n}\right)\right)=-\frac{1}{2 V_{\max }} \tag{5.92}
\end{equation*}
$$

Remark 3. Recall that our definition of $c-q$ channels does not put any restriction on the input set. In particular, this set may be comprised of quantum states itself such that the c-q channel is just a representation of a quantum channel. Hence, as pointed out in Ref. [5.7], our results immediately also apply to classical communication over general image-additive channels [5.41] as well as classical communication over quantum channels with encoders restricted to prepare separable states. We refer the reader to Corollaries 6 and 7 of Ref. [5.7] for details.

We will split the proof of Theorem 5.2 in two, in Sect. 5.4.1 we will prove a lower bound on the maximum rate ('achievability'), followed in Sect. 5.4 .2 by a corresponding the upper bound ('optimal$\left.i^{\prime} y^{\prime}\right)$. For the rest of this section, we will fix the channel $\mathcal{W}$, and omit any dependencies on $\mathcal{W}$ from here on for notational convenience.

### 5.4.1 Achievability

For achievability, we will use a lower bound on the $\epsilon$-one-shot rate that is essentially due to Hayashi and Nagaoka [5.42] who analysed the coding problem using the information spectrum method.
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Lemma 5.10 (Theorem 1 of Ref. [5.16]). If we have a $c-q$ channel which maps from a finite message space $Y$ as $y \mapsto \rho^{(y)}$, then the maximum rate with error probability at most $\epsilon$ and $1-\epsilon, R^{*}(\epsilon)$ and $R^{*}(1-\epsilon)$ respectively, are lower bounded

$$
\begin{align*}
R^{*}(\epsilon) & \geq \sup _{P_{Y}} D_{\mathrm{h}}^{\epsilon / 2}\left(\pi_{Y Z} \| \pi_{Y} \otimes \pi_{Z}\right)-\log \frac{8(2-\epsilon)}{\epsilon}  \tag{5.93}\\
R^{*}(1-\epsilon) & \geq \sup _{P_{Y}} D_{\mathrm{h}}^{1-2 \epsilon}\left(\pi_{Y Z} \| \pi_{Y} \otimes \pi_{Z}\right)-\log \frac{8(1-\epsilon)}{\epsilon} \tag{5.94}
\end{align*}
$$

where $\pi_{Y Z}$ is the joint state of the input and output, with inputs chosen according to the distribution $P_{Y}$

$$
\begin{equation*}
\pi_{Y Z}:=\sum_{y \in Y} P_{Y}(y)|y\rangle\left\langle\left. y\right|_{Y} \otimes \rho_{Z}^{(y)}\right. \tag{5.95}
\end{equation*}
$$

Proposition 5.11 (Channel coding: Achievability). For any moderate sequence $\left\{a_{n}\right\}_{n}$ and error probability $\epsilon_{n}:=e^{-n a_{n}^{2}}$, the rate is at least

$$
\begin{equation*}
R^{*}\left(n, \epsilon_{n}\right) \geq C-\sqrt{2 V_{\min }} a_{n}+o\left(a_{n}\right) \tag{5.96}
\end{equation*}
$$

Similarly, at error probability $1-\epsilon_{n}$, the rate is at least

$$
\begin{equation*}
R^{*}\left(n, 1-\epsilon_{n}\right) \geq C+\sqrt{2 V_{\max }} a_{n}+o\left(a_{n}\right) \tag{5.97}
\end{equation*}
$$

Proof. Let $X$ be our, possibly infinite, message space. By Lemma 3 of Ref. [5.7], there exists a finite subset $Y \subseteq X$, and a distribution $Q_{Y}$ thereon, such that $D(\rho \| \sigma)=C$ and $V(\rho \| \sigma)=V_{\text {min }}$ for states

$$
\begin{equation*}
\rho:=\sum_{y \in Y} Q_{Y}(y)|y\rangle\langle y| \otimes \rho^{(y)} \quad \text { and } \quad \sigma:=\sum_{y \in Y} Q_{Y}(y)|y\rangle\langle y| \otimes \sum_{y^{\prime} \in Y} Q_{Y}\left(y^{\prime}\right) \rho^{\left(y^{\prime}\right)} . \tag{5.98}
\end{equation*}
$$

Clearly by restricting the message space we can only ever decrease the rate. By applying Lemma 5.10 to the restriction of the message space to $Y$, we can lower bound the maximum rate of the full code. Applying this reasoning to $n$ memoryless applications of our channel we find

$$
\begin{equation*}
n R^{*}\left(n, \epsilon_{n}\right) \geq \sup _{P_{Y n}} D_{\mathrm{h}}^{\epsilon_{n} / 2}\left(\pi_{Y^{n} Z^{n}} \| \pi_{Y^{n}} \otimes \pi_{Z^{n}}\right)-\log \frac{8\left(2-\epsilon_{n}\right)}{\epsilon_{n}} . \tag{5.99}
\end{equation*}
$$

Substituting in both the error probability, which is no larger than $\epsilon_{n}=e^{-n a_{n}^{2}}$, and a product distribution $Q_{Y^{n}}(\vec{y}):=\prod_{i=1}^{n} Q_{Y}\left(y_{i}\right)$ then we get

$$
\begin{equation*}
R^{*}\left(n, \epsilon_{n}\right) \geq \frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n} / 2}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right)+\mathcal{O}\left(a_{n}^{2}\right) \tag{5.100}
\end{equation*}
$$

Applying Proposition 5.7, we get an overall bound on the rate of

$$
\begin{equation*}
R^{*}\left(n, \epsilon_{n}\right) \geq C-\sqrt{2 V_{\min }} a_{n}+o\left(a_{n}\right) . \tag{5.101}
\end{equation*}
$$

If instead we were to take a distribution $Q_{Y}$ such that $V(\rho \| \sigma)=V_{\max }$, then the same arguments would allow us to use Proposition 5.8 to analogously give

$$
\begin{equation*}
R^{*}\left(n, 1-\epsilon_{n}\right) \geq C+\sqrt{2 V_{\max }} a_{n}+o\left(a_{n}\right) \tag{5.102}
\end{equation*}
$$
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### 5.4.2 Optimality

Similar to the second-order analysis of Ref. [5.7], we are going to do this by relating the capacity and one-shot maximum rates to geometric quantities known as the divergence radius and divergence centre.

Definition 5.2 (Divergence radius and centre). For some set of states $\mathcal{S}_{0} \subseteq \mathcal{S}$, the divergence radius $\chi\left(\mathcal{S}_{0}\right)$ and divergence centre $\sigma^{*}\left(\mathcal{S}_{0}\right)$ are defined as

$$
\begin{equation*}
\chi\left(\mathcal{S}_{0}\right):=\inf _{\sigma \in \mathcal{S}} \sup _{\rho \in \mathcal{S}_{0}} D(\rho \| \sigma), \quad \quad \sigma^{*}\left(\mathcal{S}_{0}\right):=\underset{\sigma \in \mathcal{S}}{\arg \min } \sup _{\rho \in \mathcal{S}_{0}} D(\rho \| \sigma) . \tag{5.103}
\end{equation*}
$$

Similarly the $\epsilon$-hypothesis testing divergence radius $\chi_{\mathrm{h}}^{\epsilon}\left(\mathcal{S}_{0}\right)$ is defined as

$$
\begin{equation*}
\chi_{\mathrm{h}}^{\epsilon}\left(\mathcal{S}_{0}\right):=\inf _{\sigma \in \mathcal{S}} \sup _{\rho \in \mathcal{S}_{0}} D_{h}^{\epsilon}(\rho \| \sigma) . \tag{5.104}
\end{equation*}
$$

Whilst we have seen that the divergence radius captures the capacity of a channel, the $\epsilon$-hypothesis testing divergence radius approximates the one-shot capacity.
Lemma 5.12 (Proposition 5 of [5.7]). For $\mathcal{I}:=\overline{\operatorname{im\mathcal {W}}}$, the maximum rate with error probability at most $\epsilon, R^{*}(\epsilon)$, is upper bounded as

$$
\begin{equation*}
R^{*}(\epsilon) \leq \chi_{\mathrm{h}}^{2 \epsilon}(I)+\log \frac{2}{1-2 \epsilon} \tag{5.105}
\end{equation*}
$$

Similarly for an error probability $1-\epsilon$, the maximum rate is upper bounded as

$$
\begin{equation*}
R^{*}(1-\epsilon) \leq \chi_{\mathrm{h}}^{1-\epsilon / 2}(I)+\log \frac{2(2-\epsilon)}{\epsilon^{2}} \tag{5.106}
\end{equation*}
$$

If we take $\mathcal{I}_{n}:=\overline{\operatorname{im} \mathcal{W}^{\otimes n}}$ to be the closure of the image of $n$ uses of this channel, then we can extend this bound on the one-shot rate to the $n$-shot rate as

$$
\begin{align*}
n R^{*}\left(n, \epsilon_{n}\right) & \leq \chi_{\mathrm{h}}^{2 \epsilon_{n}}\left(\mathcal{I}_{n}\right)+\log \frac{2}{1-\epsilon_{n}},  \tag{5.107}\\
n R^{*}\left(n, 1-\epsilon_{n}\right) & \leq \chi_{\mathrm{h}}^{2 \epsilon_{n}}\left(\mathcal{I}_{n}\right)+\log \frac{2\left(2-\epsilon_{n}\right)}{\epsilon_{n}^{2}} . \tag{5.108}
\end{align*}
$$

As we are considering memoryless c-q channels, $\mathcal{I}_{n}$ simply consists of elementwise tensor products of I

$$
\begin{equation*}
\mathcal{I}_{n}=\left\{\bigotimes_{i=1}^{n} \rho_{i} \mid \rho_{i} \in \mathcal{I}\right\} . \tag{5.109}
\end{equation*}
$$

Once again we are going to take $a_{n}$ to be an arbitrary moderate sequence, and $\epsilon_{n}:=e^{-n a_{n}^{2}}$. Expanding this out, this gives bounds on the rate of

$$
\begin{gather*}
R^{*}\left(n, \epsilon_{n}\right) \leq \inf _{\sigma^{n}} \sup _{\left\{\rho_{i}\right\} \subseteq \mathcal{I}} \frac{1}{n} D_{\mathrm{h}}^{2 \epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{n}\right)+\frac{1}{n} \log \frac{2}{1-\epsilon_{n}},  \tag{5.110}\\
R^{*}\left(n, 1-\epsilon_{n}\right) \leq \inf _{\sigma^{n}} \sup _{\left\{\rho_{i}\right\} \subseteq \mathcal{I}} \frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n} / 2}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{n}\right)+\frac{1}{n} \log \frac{2(2-\epsilon)}{\epsilon_{n}^{2}} . \tag{5.111}
\end{gather*}
$$
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A standard approach now is to pick a state $\sigma^{n}$, such that we can bound the above quantities for arbitrary sequences $\left\{\rho_{i}\right\}$ using the moderate deviation analysis of the hypothesis testing divergence presented in Sect. 5.3. To do this we need to consider two cases. The high cases are those in which the empirical relative entropy corresponding to $\left\{\rho_{i}\right\}_{i=1}^{n}$ is close to capacity, and the low cases are those in which the empirical relative entropy corresponding to $\left\{\rho_{i}\right\}_{i=1}^{n}$ is far from capacity. Specifically, for some constant $\gamma$ that will be chosen later, the $n$ which correspond to high and low cases are denoted by $H\left(\left\{\rho_{i}\right\}, \gamma\right)$ and $L\left(\left\{\rho_{i}\right\}, \gamma\right)$, respectively. They are defined as

$$
\begin{equation*}
H\left(\left\{\rho_{i}\right\}, \gamma\right):=\left\{n \left\lvert\, \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \bar{\rho}_{n}\right) \geq C-\gamma\right.\right\} \quad \text { and } L\left(\left\{\rho_{i}\right\}, \gamma\right):=\left\{n \left\lvert\, \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \bar{\rho}_{n}\right)<C-\gamma\right.\right\} \tag{5.112}
\end{equation*}
$$

such that $H\left(\left\{\rho_{i}\right\}, \gamma\right)$ and $L\left(\left\{\rho_{i}\right\}, \gamma\right)$ bipartition $\mathbb{N}$ for all $\gamma$.
Before employing a moderate deviation bound, we are going to construct a separable state $\sigma^{n}$ that will allow us two different moderate deviation analyses for low and high sequences, such that we can obtain the required bounds in both cases. A convenient choice of $\sigma^{n}$ would be $\sigma^{n}=\bar{\rho}_{n}^{\otimes n}$ where $\bar{\rho}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \rho_{i}$, but the order of the infimum and supremum require $\sigma^{n}$ to be chosen to be independent of the sequence $\left\{\rho_{i}\right\}$. Instead we are going to construct $\sigma^{n}$ from a mixture of states that lie in a covering of $\mathcal{S}$, and the divergence centre $\sigma^{*}(\mathcal{I})$.

The following lemma is based on a construction in Lemma II. 4 of Ref. [5.43].
Lemma 5.13 (Lemma 18 of Ref. [5.7]). For every $\delta \in(0,1)$, there exists a set $\mathcal{C}^{\delta} \subset \mathcal{S}$ of size

$$
\begin{equation*}
\left|\mathcal{C}^{\delta}\right| \leq\left(\frac{20(2 d+1)}{\delta}\right)^{2 d^{2}}\left(\frac{8 d(2 d+1)}{\delta}+2\right)^{d-1} \leq\left(\frac{90 d}{\delta^{2}}\right)^{2 d^{2}} \tag{5.113}
\end{equation*}
$$

such that, for every $\rho \in \mathcal{S}$ there exists a state $\tau \in \mathcal{C}^{\delta}$ such that

$$
\begin{equation*}
D(\rho \| \tau) \leq \delta \quad \text { and } \quad \lambda_{\min }(\tau) \geq \frac{\delta}{8 d(2 d+1)+\delta} \geq \frac{\delta}{25 d^{2}} \tag{5.114}
\end{equation*}
$$

Given this covering upon states, we now want to take $\sigma^{n}$ to be the separable state given by a mixture over such a covering, and the divergence centre

$$
\begin{equation*}
\sigma^{n}(\gamma):=\frac{1}{2} \sigma^{*}(I)^{\otimes n}+\frac{1}{2\left|\mathcal{C}^{\gamma / 4}\right|} \sum_{\tau \in \mathcal{C}^{\gamma / 4}} \tau^{\otimes n} \tag{5.115}
\end{equation*}
$$

Using the inequality

$$
\begin{equation*}
D_{\mathrm{h}}^{\epsilon}\left(\rho \| \mu \sigma+(1-\mu) \sigma^{\prime}\right) \leq D_{\mathrm{h}}^{\epsilon}(\rho \| \sigma)-\log \mu \tag{5.116}
\end{equation*}
$$

we will be able to bound divergences with respect to $\sigma^{n}$ by those divergences with respect to either elements of $\mathcal{C}^{\gamma / 4}$, or $\sigma^{*}$.

We will start by considering the low case. We will see that this case only accounts for hypothesis testing relative entropies which are below the capacity by a constant amount.

Lemma 5.14 (Low case). For any $\gamma>0$, there exists a constant $N\left(\left\{a_{i}\right\}, \gamma\right)$ such that

$$
\begin{gather*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq C-\gamma / 4  \tag{5.117}\\
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq C-\gamma / 4 \tag{5.118}
\end{gather*}
$$

for any $\left\{\rho_{i}\right\}_{i} \subset I, n \in L\left(\left\{\rho_{i}\right\}, \gamma\right)$ and $n \geq N$.
Proof. We are going to start by considering the $\epsilon_{n}$-hypothesis testing divergence. Take $\tau_{n}$ to be the closest element in $\mathcal{C}^{\gamma / 4}$ to $\bar{\rho}_{n}$, such that $D\left(\bar{\rho}_{n} \| \tau_{n}\right) \leq \gamma / 4$. Splitting out the $\tau_{n}$ term from $\sigma_{n}(\gamma)$, we have

$$
\begin{align*}
D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) & \leq D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \tau_{n}^{\otimes n}\right)+\log 2\left|\mathcal{C}^{\gamma}\right|  \tag{5.119}\\
& \leq D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \tau_{n}^{\otimes n}\right)+2 d^{2} \log \left(\frac{120 d}{\gamma^{2}}\right) \tag{5.120}
\end{align*}
$$

As the final term depending on $\left|\mathcal{C}^{\gamma / 4}\right|$ is independent of $n$, there must exist a constant $N_{1}(\gamma)$ such that $2 d^{2} \log \left(120 d / \gamma^{2}\right) \leq n \gamma / 4$ for any $n \geq N_{1}$, and thus that

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq \frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \tau_{n}^{\otimes n}\right)+\gamma / 4 \tag{5.121}
\end{equation*}
$$

Applying Proposition 5.8 to the $\epsilon_{n}$-hypothesis testing relative entropy with respect to $\tau_{n}$ we get that there exists an $N_{2}\left(\left\{a_{i}\right\}, \gamma\right)$ such that

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \tau_{n}^{\otimes}\right) \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \tau_{n}\right)+\gamma / 4 \tag{5.122}
\end{equation*}
$$

for any $n \geq N_{2}$. As for the divergence terms given with respect to $\tau_{n}$, we can rearrange them in terms of divergences relative to the sequence mean $\bar{\rho}_{n}$ using the information geometric Pythagorean theorem, yielding

$$
\begin{align*}
\sum_{i=1}^{n} D\left(\rho_{i} \| \tau_{n}\right) & =\sum_{i=1}^{n} \operatorname{Tr} \rho_{i}\left(\log \rho_{i}-\log \bar{\rho}_{n}\right)+\sum_{i=1}^{n} \operatorname{Tr} \rho_{i}\left(\log \bar{\rho}_{n}-\log \tau_{n}\right)  \tag{5.123}\\
& =\sum_{i=1}^{n} D\left(\rho_{i} \| \bar{\rho}_{n}\right)+n D\left(\bar{\rho}_{n} \| \tau_{n}\right)  \tag{5.124}\\
& \leq \sum_{i=1}^{n} D\left(\rho_{i} \| \bar{\rho}_{n}\right)+n \gamma / 4 \tag{5.125}
\end{align*}
$$

If we let $N\left(\left\{a_{i}\right\}, \gamma\right):=\max \left\{N_{1}, N_{2}\right\}$, then pulling the above results together we see that for any $n \geq N$

$$
\begin{align*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) & \leq \frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \tau_{n}^{\otimes n}\right)+\gamma / 4  \tag{5.126}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \tau_{n}\right)+2 \gamma / 4  \tag{5.127}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \bar{\rho}_{n}\right)+3 \gamma / 4 \tag{5.128}
\end{align*}
$$

Finally, since $n \in L\left(\left\{\rho_{i}\right\}, \gamma\right)$ the average relative entropy is bounded away from capacity, and we arrive at the bound:

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq C-\gamma / 4 \tag{5.129}
\end{equation*}
$$

As we only relied on Proposition 5.8 to bound the regularised hypothesis testing divergence to within a constant of the average relative entropy, we could perform a similar analysis for the $\left(1-\epsilon_{n}\right)$ hypothesis testing divergence using Proposition 5.7 instead, which gives

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq C-\gamma / 4 \tag{5.130}
\end{equation*}
$$

Now that we have dealt with cases far from capacity, we turn our attention to the high cases.
Lemma 5.15 (High case). For any $\eta>0$, there exist constants $\Gamma(\eta)$ and $N\left(\left\{a_{i}\right\}, \eta\right)$, such that

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\Gamma)\right) \leq C-\sqrt{2 V_{\min }} a_{n}+\eta a_{n} \tag{5.131}
\end{equation*}
$$

for any $\left\{\rho_{i}\right\}_{i} \subset I, n \in H\left(\left\{\rho_{i}\right\}, \Gamma\right)$ and $n \geq N$. Similarly, the $\left(1-\epsilon_{n}\right)$-hypothesis testing relative entropy is bounded

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\Gamma)\right) \leq C+\sqrt{2 V_{\max }} a_{n}+\eta a_{n} \tag{5.132}
\end{equation*}
$$

Proof. Splitting out the $\sigma^{*}$ factor within $\sigma_{n}(\gamma)$ gives

$$
\begin{align*}
D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) & \leq D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{* \otimes n}\right)+\log 2,  \tag{5.133}\\
D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) & \leq D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{* \otimes n}\right)+\log 2 . \tag{5.134}
\end{align*}
$$

As $\frac{1}{n} \log 2=o\left(a_{n}\right)$, there exists an $N_{1}\left(\left\{a_{i}\right\}\right)$ such that $n \geq N_{1}$ implies

$$
\begin{gather*}
D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{* \otimes n}\right)+\eta a_{n} / 3,  \tag{5.135}\\
D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{* \otimes n}\right)+\eta a_{n} / 3 . \tag{5.136}
\end{gather*}
$$

We now wish to employ a moderate deviation result. We will start by addressing the $\epsilon_{n}$-hypothesis testing divergence. For the weaker bound of Proposition 5.8 we will have no required bounds on $\frac{1}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma^{*}\right)$, but for the stronger bound we will need a uniform lower bound.

If $V_{\min } \leq \eta^{2} / 18$, then the weakened bound of Proposition 5.8 is sufficient, giving an $N_{2}\left(\left\{a_{n}\right\}, \eta\right)$ such that $n \geq N_{2}$ implies

$$
\begin{align*}
D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) & \leq \frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{* \otimes n}\right)+\eta a_{n} / 3  \tag{5.137}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma^{*}\right)+2 \eta a_{n} / 3  \tag{5.138}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma^{*}\right)-\sqrt{2 V_{\min }} a_{n}+\eta a_{n}  \tag{5.139}\\
& \leq C-\sqrt{2 V_{\min }} a_{n}+\eta a_{n} \tag{5.140}
\end{align*}
$$

Next we need to consider the case where $V_{\min }>\eta^{2} / 18$. To do this, we will need to establish a lower bound on $\frac{1}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma^{*}\right)$, which places it near $V_{\min }$. The min-dispersion is defined for distributions which exactly achieve capacity; we will now consider an analogous quantity for distributions which are near capacity. Specifically

$$
\begin{equation*}
V_{\min }(\gamma):=\inf _{P \in \mathcal{P}(\mathcal{I})}\left\{\int \mathrm{d} P(\rho) V\left(\rho \| \sigma^{*}\right) \mid \int \mathrm{d} P(\rho) D\left(\rho \| \int \mathrm{d} P\left(\rho^{\prime}\right) \rho^{\prime}\right) \geq C-\gamma\right\} \tag{5.141}
\end{equation*}
$$

By definition of the channel dispersion we have that $V_{\min }(0)=V_{\min }$. By Lemma 22 of Ref. [5.7] we can strengthen this to $\lim _{\gamma \rightarrow 0^{+}} V_{\min }(\gamma)=V_{\min }$, and so for any $\eta>0$ there must exist a constant $\Gamma(\eta)$ such that

$$
\begin{equation*}
\sqrt{2 V_{\min }(\Gamma)} \geq \sqrt{2 V_{\min }}-\eta / 3 \tag{5.142}
\end{equation*}
$$

As $V_{\min } \geq \eta^{2} / 18$, this implies that $V_{\min }(\Gamma)>0$.
Next, let $P_{n}$ be the empirical distribution corresponding to the set $\left\{\rho_{i}\right\}_{i=1}^{n}$, i.e. $P_{n}(\rho):=\frac{1}{n} \sum_{i=1}^{n} \delta\left(\rho-\rho_{i}\right)$. For all $n \in H\left(\left\{\rho_{i}\right\}, \Gamma\right)$, these distributions are near capacity

$$
\begin{equation*}
\int \mathrm{d} P_{n}(\rho) D\left(\rho \| \int \mathrm{d} P_{n}\left(\rho^{\prime}\right) \rho^{\prime}\right)=\frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \bar{\rho}_{n}\right) \geq C-\Gamma \tag{5.143}
\end{equation*}
$$

and so we can lower bound the average variance with respect to the divergence centre

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma^{*}\right)=\int \mathrm{d} P(\rho) V\left(\rho \| \sigma^{*}\right) \geq V_{\min }(\Gamma)>0 \tag{5.144}
\end{equation*}
$$

Using this lower bound, we can apply the stronger bound from Proposition 5.8 to give a constant $N_{3}\left(\left\{a_{i}\right\}, \eta\right)$, such that, for every $n \in H\left(\left\{\rho_{i}\right\}, \Gamma\right)$ and $n \geq N_{3}$, the hypothesis testing divergence is upper bounded

$$
\begin{align*}
D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) & \leq \frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{* \otimes n}\right)+\eta a_{n} / 3  \tag{5.145}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma^{*}\right)-\sqrt{\frac{2}{n} \sum_{i=1}^{n} V\left(\rho_{i} \| \sigma^{*}\right)} a_{n}+2 \eta a_{n} / 3  \tag{5.146}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} D\left(\rho_{i} \| \sigma^{*}\right)-\sqrt{2 V_{\min }(\Gamma)} a_{n}+2 \eta a_{n} / 3  \tag{5.147}\\
& \leq C-\sqrt{2 V_{\min }} a_{n}+\eta a_{n} . \tag{5.148}
\end{align*}
$$

Performing a similar argument for $V_{\max }$, we construct a function

$$
\begin{equation*}
V_{\max }(\gamma):=\sup _{P \in \mathcal{P}(\mathcal{I})}\left\{\int \mathrm{d} P(\rho) V\left(\rho \| \sigma^{*}\right) \mid \int \mathrm{d} P(\rho) D\left(\rho \| \int \mathrm{d} P\left(\rho^{\prime}\right) \rho^{\prime}\right) \geq C-\gamma\right\} \tag{5.149}
\end{equation*}
$$

and define a $\Gamma$ such that

$$
\begin{equation*}
\sqrt{2 V_{\max }(\Gamma)} \leq \sqrt{2 V_{\max }}+\eta / 3 . \tag{5.150}
\end{equation*}
$$

Following through the rest of the argument, and employing Proposition 5.7, we also get a bound on the ( $1-\epsilon_{n}$ )-hypothesis testing divergence

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{1-\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\gamma)\right) \leq C+\sqrt{2 V_{\max }} a_{n}+\eta a_{n} \tag{5.151}
\end{equation*}
$$

Proposition 5.16 (Channel coding: Optimality). For any moderate sequence $\left\{a_{n}\right\}_{n}$ and error probability $\epsilon_{n}:=e^{-n a_{n}^{2}}$, the rate is upper bounded as

$$
\begin{equation*}
R^{*}\left(n, \epsilon_{n}\right) \leq C-\sqrt{2 V_{\min }} a_{n}+o\left(a_{n}\right) . \tag{5.152}
\end{equation*}
$$

For error probability $\left(1-\epsilon_{n}\right)$ the rate is similarly upper bound as

$$
\begin{equation*}
R^{*}\left(n, 1-\epsilon_{n}\right) \leq C+\sqrt{2 V_{\max }} a_{n}+o\left(a_{n}\right) \tag{5.153}
\end{equation*}
$$
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Proof. Applying Lemmas 5.14 and 5.15 , we get that there exist constants $\Gamma(\eta)$ and $N_{1}\left(\left\{a_{i}\right\}, \eta\right)$ such that

$$
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\Gamma)\right) \leq \begin{cases}C-\Gamma / 4 & n \in L\left(\left\{\rho_{i}\right\}, \Gamma\right)  \tag{5.154}\\ C-\sqrt{2 V_{\min }} a_{n}+\eta a_{n} & n \in H\left(\left\{\rho_{i}\right\}, \Gamma\right)\end{cases}
$$

for any $n \geq N_{1}$. As $\Gamma$ is a constant, there must exist some $N_{2}\left(\left\{a_{i}\right\}, \eta\right)$ such that $\Gamma / 4 \geq \sqrt{2 V_{\min }} a_{n}$. As such, for any $n \geq \max \left\{N_{1}, N_{2}\right\}$, high or low, we have

$$
\begin{equation*}
\frac{1}{n} D_{\mathrm{h}}^{\epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma_{n}(\Gamma)\right) \leq C-\sqrt{2 V_{\min }} a_{n}+\eta a_{n} \tag{5.155}
\end{equation*}
$$

Pulling this bound back to Eq. 5.110, we have

$$
\begin{align*}
R^{*}\left(n, \epsilon_{n}\right) & \leq \sup _{\left\{\rho_{i}\right\} \subseteq I} \frac{1}{n} D_{\mathrm{h}}^{2 \epsilon_{n}}\left(\bigotimes_{i=1}^{n} \rho_{i} \| \sigma^{n}(\Gamma)\right)+\frac{1}{n} \log \frac{2}{1-\epsilon_{n}}  \tag{5.156}\\
& \leq C-\sqrt{2 V_{\min }} a_{n}+\eta a_{n}+\frac{1}{n} \log \frac{2}{1-\epsilon_{n}} \tag{5.157}
\end{align*}
$$

Finally, noting that $1 / n=o\left(a_{n}\right)$, there must exist a constant $N_{3}\left(\left\{a_{i}\right\}, \eta\right)$ such that $n \geq N_{3}$ implies

$$
\begin{equation*}
\frac{1}{n} \log \frac{2}{1-\epsilon_{n}} \leq \eta a_{n} \tag{5.158}
\end{equation*}
$$

We can therefore conclude that, for $n \geq \max \left\{N_{1}, N_{2}, N_{3}\right\}$, we get the overall upper bound

$$
\begin{equation*}
R^{*}\left(n, \epsilon_{n}\right) \leq C-\sqrt{2 V_{\min }} a_{n}+2 \eta a_{n} \tag{5.159}
\end{equation*}
$$

As this is true for arbitrary $\eta>0$, we can take $\eta \searrow 0$ and conclude

$$
\begin{equation*}
R^{*}\left(n, \epsilon_{n}\right) \leq C-\sqrt{2 V_{\min }} a_{n}+o\left(a_{n}\right) \tag{5.160}
\end{equation*}
$$

as required. A similar analysis for the $\left(1-\epsilon_{n}\right)$-error regime shows

$$
\begin{equation*}
R^{*}\left(n, 1-\epsilon_{n}\right) \leq C+\sqrt{2 V_{\max }} a_{n}+o\left(a_{n}\right) \tag{5.161}
\end{equation*}
$$

### 5.5 Conclusion

The main result of this paper is to give a second order approximation of the non-asymptotic fundamental limit for classical information transmission over a quantum channel in the moderate deviations regime, as in Eqs. 5.3 and 5.4:

$$
\begin{align*}
\frac{1}{n} \log M^{*}\left(\mathcal{W} ; n, \epsilon_{n}\right) & =C(\mathcal{W})-\sqrt{2 V_{\min }(\mathcal{W})} x_{n}+o\left(x_{n}\right)  \tag{5.162}\\
\frac{1}{n} \log M^{*}\left(\mathcal{W} ; n, 1-\epsilon_{n}\right) & =C(\mathcal{W})+\sqrt{2 V_{\max }(\mathcal{W})} x_{n}+o\left(x_{n}\right) \tag{5.163}
\end{align*}
$$
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Along the lines of third and fourth order approximations for classical channel coding in the fixed error regime (see, e.g., Refs. [5.44-5.46]), a natural question to ask is whether we can expand this further and resolve the term $o\left(x_{n}\right)$. A preliminary investigation suggests the conjecture that $o\left(x_{n}\right)=$ $O\left(x_{n}^{2}\right)+O(\log n)$ and that at least some of the implicit constants can be determined precisely. We leave this for future work.

Due to the central importance of binary asymmetric quantum hypothesis testing we expect our techniques to have applications also to other quantum channel coding tasks. In particular, source coding [5.47,5.48], entanglement-assisted classical coding [5.49] as well as quantum [5.50] and private coding [5.51] over quantum channels have recently been analysed in the small deviations regime by relating the problem to quantum hypothesis testing. An extension of these results to moderate deviations using our techniques thus appears feasible.
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## 5.A Moderate deviation tail bounds

## 5.A. 1 Lower bound

Here we apply the lower bound of Ref. [5.52], which gives a Berry-Esseen-type inequality with multiplicative error.

Lemma 5.17 (Theorem B2, Ref. [5.52]). There exists universal constants $\kappa_{1}, \kappa_{2}$ such that, for independent zero-mean variables $X_{1}, \ldots, X_{n}$ with

$$
\begin{equation*}
V_{n}:=\frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[X_{i}\right] \quad \text { and } \quad T_{n}:=\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{i}\right|^{3}\right], \tag{5.164}
\end{equation*}
$$

and a $t_{n}$ bounded

$$
\begin{equation*}
\sqrt{\frac{V_{n}}{n}} \leq t_{n} \leq \frac{V_{n}^{2}}{T_{n}} \tag{5.165}
\end{equation*}
$$

the probability that the average variable $\frac{1}{n} \sum_{i=1}^{n} X_{i}$ deviates above the mean by $t_{n}$ is lower bounded

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t_{n}\right] \geq \ln \Phi\left(-\sqrt{\frac{n t_{n}^{2}}{V_{n}}}\right)-\frac{\kappa_{1} T_{n} n t_{n}^{3}}{V_{n}^{3}}+\ln \left(1-\frac{\kappa_{2} T_{n} t_{n}}{V_{n}^{2}}\right) . \tag{5.166}
\end{equation*}
$$

Given this Lemma, we can now prove the desired lower bound on the moderately deviating tail.

Proof of Lemma 5.1. First we note that the bound on the average third absolute moment also imposes a bound on the average variance

$$
\begin{align*}
V_{n} & =\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[X^{2}\right]  \tag{5.167}\\
& <\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[|X|^{3}+1\right]  \tag{5.168}\\
& =T_{n}+1  \tag{5.169}\\
& \leq \tau+1 \tag{5.170}
\end{align*}
$$

As $\left\{t_{i}\right\}_{i}$ is moderate, and the moments are bounded $\nu \leq V_{n} \leq \tau+1$ and $T_{n} \leq \tau$, there must exist an $N_{1}\left(\left\{t_{i}\right\}, \nu, \tau\right)$ such that

$$
\begin{equation*}
\sqrt{\frac{\tau+1}{n}} \leq t_{n} \leq \frac{\nu^{2}}{\tau} \tag{5.171}
\end{equation*}
$$

for $n \geq N_{1}$. Applying Lemma 5.17, we have that for $n \geq N_{1}$

$$
\begin{equation*}
\ln \operatorname{Pr}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t\right) \geq \ln \Phi\left(-\sqrt{\frac{n t_{n}^{2}}{V_{n}}}\right)-\frac{\kappa_{1} \tau}{\nu^{3}} n t_{n}^{3}+\ln \left(1-\frac{\kappa_{2} \tau}{\nu^{3 / 2}} t_{n}\right) \tag{5.172}
\end{equation*}
$$

As $n t_{n}^{2} \rightarrow \infty$ and $V_{n} \leq \tau+1$, there must exist a constant $N_{2}\left(\left\{t_{i}\right\}, \tau\right)$ such that $n \geq N_{2}$ implies $n t_{n}^{2} / V_{n} \geq 1$. Using the standard bound $\ln \Phi(-x) \geq-x^{2} / 2-\ln \sqrt{8 \pi} x$ for $x \geq 1$, we find

$$
\begin{equation*}
\ln \operatorname{Pr}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t\right) \geq-\frac{n t_{n}^{2}}{2 V_{n}}-\ln \sqrt{8 \pi \frac{n t_{n}^{2}}{V_{n}}}-\frac{\kappa_{1} \tau}{\nu^{3}} n t_{n}^{3}+\ln \left(1-\frac{\kappa_{2} \tau}{\nu^{3 / 2}} t_{n}\right) \tag{5.173}
\end{equation*}
$$

As $t_{n}$ is moderate, we have that the first term $-n t_{n}^{2} / 2 V_{n}$ dominates as $n \rightarrow \infty$ in the above. As such, for any $\eta>0$, there must exist an $N_{3}\left(\left\{t_{n}\right\}, \nu, \tau, \eta\right)$ such that, for all $n \geq N_{3}$, the other terms are smaller than this dominant term by a multiplicative factor of $\eta>0$, such that

$$
\begin{equation*}
\ln \sqrt{8 \pi \frac{n t_{n}^{2}}{V_{n}}}+\frac{\kappa_{1} \tau}{V_{n}^{3}} n t_{n}^{3}-\ln \left(1-\frac{\kappa_{2} \tau}{V_{n}^{3 / 2}} t_{n}\right) \leq \eta \frac{n t_{n}^{2}}{2 V_{n}} \tag{5.174}
\end{equation*}
$$

We conclude that for $n \geq N\left(\left\{t_{i}\right\}, \nu, \tau, \eta\right):=\max \left\{N_{1}, N_{2}, N_{3}\right\}$

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right] \geq-(1+\eta) \frac{n t_{n}^{2}}{2 V_{n}} \tag{5.175}
\end{equation*}
$$
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## 5.A. 2 Upper bound

For the upper bound we are going to use a proof technique similar to that used to prove Cramér's and Gartner-Ellis theorems in the large deviation regime (see, e.g., Ref. [5.8]), and for Lemma 4 of Ref. [5.53] in the iid moderate deviation regime. However, our approach differs from that in Ref. [5.53] because we do not want to assume that the average variance, $V_{n}$, is bounded away from zero.

Proof of Lemma 5.2. Let $h_{n}(s)$ be the average cumulant generating function

$$
\begin{equation*}
h_{n}(s):=\frac{1}{n} \sum_{i=1}^{n} \ln \mathbb{E}\left[e^{s X_{i, n}}\right], \tag{5.176}
\end{equation*}
$$

such that

$$
\begin{equation*}
h_{n}(0)=0, \quad h_{n}^{\prime}(0)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[X_{i, n}\right]=0, \quad h_{n}^{\prime \prime}(0)=\frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[X_{i, n}\right]=V_{n} . \tag{5.177}
\end{equation*}
$$

For our tail bound we are going to employ a Chernoff bound. Specifically for any $\alpha>0$, an application of the Markov inequality gives

$$
\begin{equation*}
\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right]=\operatorname{Pr}\left[e^{\alpha t_{n} \sum_{i=1}^{n} X_{i, n}} \geq e^{\alpha n t_{n}^{2}}\right] \leq \frac{\mathbb{E}\left[e^{\alpha t_{n} \sum_{i=1}^{n} X_{i, n}}\right]}{e^{\alpha n t_{n}^{2}}} . \tag{5.178}
\end{equation*}
$$

Using the independence of $\left\{X_{i}\right\}$, the above bound can be expressed in terms of the average cumulant generating function as

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right] \leq-n\left(\alpha t_{n}^{2}-h_{n}\left(\alpha t_{n}\right)\right) \tag{5.179}
\end{equation*}
$$

In general our choice of $\alpha$ will depend on $n$. If we assume for the moment that $\alpha$ is bounded then, as $t_{n} \rightarrow 0$, there exists a constant $N_{1}\left(\left\{t_{i}\right\}, \alpha\right)$ such that $n \geq N_{1}$ implies $\alpha t_{n} \leq 1 / 2$. Applying Taylor's theorem for such $n$, specifically a second-order expansion with the error in Lagrange form, gives that there exists an $s \in\left[0, \alpha t_{n}\right] \subseteq[0,1 / 2]$ such that

$$
\begin{align*}
h_{n}(s) & =h_{n}(0)+\alpha t_{n} h_{n}^{\prime}(0)+\alpha^{2} t_{n}^{2} h_{n}^{\prime \prime}(0) / 2+\alpha^{3} t_{n}^{3} h_{n}^{\prime \prime \prime}(s) / 6  \tag{5.180}\\
& \leq \alpha^{2} t_{n}^{2} V_{n} / 2+\alpha^{3} t_{n}^{3} \gamma / 6 \tag{5.181}
\end{align*}
$$

Plugging this Taylor expansion in to our Chernoff bound above gives

$$
\begin{equation*}
\frac{1}{n t_{n}^{2}} \ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right] \leq\left(\alpha^{2} V_{n} / 2-\alpha\right)+\alpha^{2} \gamma t_{n} / 6 \tag{5.182}
\end{equation*}
$$

We now need to choose our value of $\alpha$. An obvious choice would be $\alpha=1 / V_{n}$, which gives the tightest possible asymptotic bound. As we have not imposed a lower bound on $V_{n}$, this value is not necessarily bounded, and therefore could render the previous Taylor expansion invalid. Instead we will slightly
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modify this choice such that the Taylor expansion is still valid, whilst only changing the final bound by the introducing of an $\eta$. Specifically we will take

$$
\begin{equation*}
\alpha^{-1}:=\sqrt{V_{n}+\eta / 4}\left(\sqrt{V_{n}+\eta / 4}+\sqrt{\eta / 4}\right) . \tag{5.183}
\end{equation*}
$$

As required, this choice of $\alpha$ is bounded independent $V_{n}$ as $\alpha \leq 2 / \eta$, meaning that the previous Taylor expansion was indeed valid, and that $N_{1}=N_{1}\left(\left\{t_{i}\right\}, \eta\right)$. Plugging this choice in to Eq. refeqn:chernoff gives

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \geq t_{n}\right] \leq-\frac{n t_{n}^{2}}{2 V_{n}+\eta / 2}+\frac{2 \gamma}{3 \eta^{2}} n t_{n}^{3} \tag{5.184}
\end{equation*}
$$

Similar to Lemma 5.1, the bound on the third derivative of cumulant function bounds the variances as $\operatorname{Var}\left[X_{i}\right] \leq \gamma+1$. Given this, there must exist a constant $N_{2}\left(\left\{t_{i}\right\}, \gamma, \eta\right)$ such that $n \geq N_{2}$ implies

$$
\begin{equation*}
-\frac{1}{2 V_{n}+\eta / 2}+\frac{2 \gamma}{3 \eta^{3}} t_{n} \leq-\frac{1}{2 V_{n}+\eta} . \tag{5.185}
\end{equation*}
$$

We conclude therefore that for any $n \geq N\left(\left\{t_{i}\right\}, \gamma, \eta\right):=\max \left\{N_{1}, N_{2}\right\}$ we have the desired tail bound

$$
\begin{equation*}
\ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \leq t_{n}\right] \leq-\frac{n t_{n}^{2}}{2 V_{n}+\eta} \tag{5.186}
\end{equation*}
$$

## 5.A. 3 Dimensionless bound

The non-dimensional bound follows as a corollary of the two previous bound, where we explicitly use the possible dependence of our random variables $X_{i, n}$ on $n$.

Proof of Corollary 5.3. Starting with random variables $\left\{X_{i, n}\right\}_{i \leq n}$, define rescaled variables as $\tilde{X}_{i, n}:=$ $X_{i, n} / \sqrt{V_{n}}$ for all $i \leq n$. This scaling has the property that it normalises the average variance

$$
\begin{equation*}
\tilde{V}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[\tilde{X}_{i, n}\right]=1 . \tag{5.187}
\end{equation*}
$$

As well as this, we can see the dimensionless assumption on $X_{i, n}$

$$
\begin{equation*}
\frac{1}{n V_{n}^{3 / 2}} \sum_{i=1}^{n} \sup _{s \in[0,1 / 2]}\left|\frac{\mathrm{d}^{3}}{\mathrm{~d} s^{3}} \ln \mathbb{E}\left[e^{s X_{i, n}}\right]\right| \leq \gamma \tag{5.188}
\end{equation*}
$$

is equivalent to the bound on $\tilde{X}_{i, n}$

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \sup _{s \in[0,1 / 2]}\left|\frac{\mathrm{d}^{3}}{\mathrm{~d} s^{3}} \ln \mathbb{E}\left[e^{s \tilde{X}_{i, n}}\right]\right| \leq \gamma \tag{5.189}
\end{equation*}
$$

Noticing that

$$
\begin{equation*}
\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \leq t_{n} \sqrt{V_{n}}\right]=\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} / \sqrt{V_{n}} \leq t_{n}\right]=\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} \tilde{X}_{i, n} \leq t_{n}\right], \tag{5.190}
\end{equation*}
$$

we can simply apply the existing tail bounds of Lemmas 5.1 and 5.2 to $\tilde{X}_{i, n}$, giving that, for any $\eta>0$, there must exist a constant $N\left(\left\{t_{i}\right\}, \gamma, \eta\right)$ such that

$$
\begin{equation*}
-(1+\eta) \frac{n t_{n}^{2}}{2} \leq \ln \operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i, n} \leq t_{n} \sqrt{V_{n}}\right] \leq-(1-\eta) \frac{n t_{n}^{2}}{2} . \tag{5.191}
\end{equation*}
$$

## 5.B Proof of Lemma 5.4

Lemma 5.18. Let $A$ and $B$ be two real functions both defined on the same domain, with

$$
\begin{equation*}
\hat{A}(b):=\inf _{t}\{A(t) \mid B(t) \leq b\} \quad \text { and } \quad \hat{B}(b):=\inf _{t}\{B(t) \mid A(t) \leq a\} \tag{5.192}
\end{equation*}
$$

then for any $a \geq \inf _{t} A(t)$ and $\delta>0$

$$
\begin{align*}
& \hat{A}(\hat{B}(a)+\delta) \leq a  \tag{5.193}\\
& \hat{A}(\hat{B}(a)-\delta) \geq a \tag{5.194}
\end{align*}
$$

Proof. By the definition of the infimum in $\hat{B}(\cdot)$, there must exist a $t^{\star}$ such that $A\left(t^{\star}\right) \leq a$ and $B\left(t^{\star}\right) \leq \hat{B}(a)+\delta$. Hence we can upper bound

$$
\begin{equation*}
\hat{A}(\hat{B}(a)+\delta)=\inf _{s}\{A(s) \mid B(s) \leq \hat{B}(a)+\delta\} \leq A\left(t^{\star}\right) \leq a . \tag{5.195}
\end{equation*}
$$

Next, suppose $\hat{A}(\hat{B}(a)-\delta) \leq a-\epsilon$ for some $\epsilon>0$. By definition of the infimum in $\hat{A}(\cdot)$, there must therefore exist an $s^{\star}$ such that $B\left(s^{\star}\right) \leq \hat{B}(a)-\delta$ and $A\left(s^{\star}\right) \leq a$. This in turn allows us to upper bound

$$
\begin{equation*}
\hat{B}(a)=\inf _{t}\{B(t) \mid A(t) \leq a\} \leq B\left(s^{\star}\right) . \tag{5.196}
\end{equation*}
$$

We can therefore conclude that $\hat{B}(x) \leq \hat{B}(a)-\delta$, proving $\hat{A}(\hat{B}(a)-\delta)>a-\epsilon$ by contradiction. As this is true for arbitrarily small $\epsilon$, we therefore conclude

$$
\begin{equation*}
\hat{A}(\hat{B}(x)-\delta) \geq a \tag{5.197}
\end{equation*}
$$
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Proof of Lemma 5.4. By swapping both $A_{n}$ and $B_{n}$ we can see that the forward and backwards directions of this proof are equivalent, as such we will only consider the forward direction. First, we assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\hat{B}_{n}\left(a_{n}\right)}{a_{n}}=1, \quad \forall a_{n} \text { moderate. } \tag{5.198}
\end{equation*}
$$

Next we split the proof of the limit into upper bounding the limit superior, and lower bounding the limit inferior.

Take any moderate sequence $b_{n}$, and let $a_{n}:=b_{n} / 2$ and $b_{n}^{\prime}:=\hat{B_{n}}\left(a_{n}\right)+b_{n} / n$. By Lemma 5.18 we have that $\hat{A}_{n}\left(b_{n}^{\prime}\right)=\hat{A}_{n}\left(\hat{B}_{n}\left(a_{n}\right)+b_{n} / n\right) \leq a_{n}$. By assumption we then have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{b_{n}^{\prime}}{b_{n}}=\lim _{n \rightarrow \infty} \frac{\hat{B}_{n}\left(a_{n}\right)+2 a_{n} / n}{2 a_{n}}=\lim _{n \rightarrow \infty} \frac{\hat{B}_{n}\left(a_{n}\right)}{2 a_{n}}=\frac{1}{2} . \tag{5.199}
\end{equation*}
$$

As a result we have, for sufficiently large $n$, that $b_{n}^{\prime} \leq b_{n}$. Using this we can bound the limit superior:

$$
\begin{align*}
\limsup _{n \rightarrow \infty} \frac{\hat{A}_{n}\left(b_{n}\right)}{b_{n}} & \leq \lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}^{\prime}}  \tag{5.200}\\
& =\lim _{n \rightarrow \infty} \frac{a_{n}}{\hat{B}_{n}\left(a_{n}\right)}=1 . \tag{5.201}
\end{align*}
$$

Moreover, if we take $a_{n}:=2 b_{n}$ and $b_{n}^{\prime}:=\hat{B}_{n}\left(a_{n}\right)-b_{n} / n$ then, by an analogous argument, Lemma 5.18 gives us $\hat{A}_{n}\left(b_{n}^{\prime}\right) \geq a_{n}$, and the assumption gives us $b_{n}^{\prime} \geq b_{n}$ for sufficiently large $n$. As such we can also bound the limit inferior

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\hat{A}_{n}\left(b_{n}\right)}{b_{n}} \geq \lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}^{\prime}}=\lim _{n \rightarrow \infty} \frac{a_{n}}{\hat{B}_{n}\left(a_{n}\right)}=1 . \tag{5.202}
\end{equation*}
$$

## 5.C Proof of Lemma 5.6

Proof. Consider the moment generating function $m(t):=\mathbb{E}\left[e^{t Z}\right]$, such that $h(t)=\ln m(t)$. Similar to the relationship between cumulants and central moments, the derivatives of $h(t)$ can be expressed in terms of derivatives of $m(t)$ :

$$
\begin{align*}
h & =\ln m  \tag{5.203}\\
h^{\prime} & =\frac{m^{\prime}}{m}  \tag{5.204}\\
h^{\prime \prime} & =\frac{m^{\prime \prime} m-m^{\prime} m^{\prime}}{m^{2}}  \tag{5.205}\\
h^{\prime \prime \prime} & =\frac{m^{\prime \prime \prime} m m-3 m^{\prime \prime} m^{\prime} m+2 m^{\prime} m^{\prime} m^{\prime}}{m^{3}}  \tag{5.206}\\
& \vdots \tag{5.207}
\end{align*}
$$
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As such, if we bound $m(t)$ away from zero, proving that the derivatives of $m(t)$ are uniformly bounded would imply the same about $h(t)$. Noticing that $\sum_{a} r_{a}=1$ implies $\sum_{a} r_{a}^{2} \geq 1 / d$ and $\lambda \leq 1 / d$, we can see that $m$ is bounded away from zero for any $t \leq 1$ :

$$
\begin{align*}
m(t) & =\sum_{a, b} r_{a}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2}\left(r_{a} / s_{b}\right)^{t}  \tag{5.208}\\
& \geq \frac{1}{\lambda^{t}} \sum_{a, b}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2} r_{a}^{t+1}  \tag{5.209}\\
& \geq \frac{1}{\lambda^{t}} \sum_{a} r_{a}^{1+t}  \tag{5.210}\\
& \geq \frac{1}{\lambda^{t}} \sum_{a} r_{a}^{2}  \tag{5.211}\\
& \geq \frac{1}{d \lambda} \geq 1 \tag{5.212}
\end{align*}
$$

Next we can use the bound $\sup _{x \in[0,1]} \sqrt{x} \ln ^{k}(1 / x)=(2 k / e)^{k}$, to bound the derivatives of the moment generating function for $|t| \leq 1 / 2$

$$
\begin{align*}
\left|m^{(k)}(t)\right| & =\left.\left|\sum_{a, b} r_{a}\right|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2}\left(r_{a} / s_{b}\right)^{t} \ln ^{k}\left(r_{a} / s_{b}\right) \mid  \tag{5.213}\\
& \leq \sum_{a, b} r_{a}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2}\left(r_{a} / s_{b}\right)^{t}\left|\ln ^{k}\left(r_{a} / s_{b}\right)\right|  \tag{5.214}\\
& \leq \sum_{a, b} r_{a}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2}\left(r_{a} / s_{b}\right)^{t}\left[\ln ^{k}\left(1 / s_{b}\right)+\ln ^{k}\left(1 / r_{a}\right)\right]  \tag{5.215}\\
& \leq \sum_{a, b}\left|\left\langle\phi_{a} \mid \psi_{b}\right\rangle\right|^{2} \sqrt{r_{a} / s_{b}}\left[\ln ^{k}\left(1 / s_{b}\right)+\ln ^{k}\left(1 / r_{a}\right)\right]  \tag{5.216}\\
& \leq \max _{\lambda \leq s \leq 1} \sqrt{r / s}\left[\ln ^{k}(1 / s)+\ln ^{k}(1 / r)\right]  \tag{5.217}\\
& \leq \frac{1}{\sqrt{\lambda} \max _{\lambda \leq \leq \leq 1}^{0 \leq r \leq 1}}\left[\ln ^{k}(1 / s)+\sqrt{r} \ln ^{k}(1 / r)\right]  \tag{5.218}\\
& \leq \frac{1}{\sqrt{\lambda}}\left[\ln ^{k}\left(\frac{1}{\lambda}\right)+(2 k / e)^{k}\right]=: C_{k} \tag{5.219}
\end{align*}
$$
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#### Abstract

Thermodynamics is traditionally constrained to the study of macroscopic systems whose energy fluctuations are negligible compared to their average energy. Here, we push beyond this thermodynamic limit by developing a mathematical framework to rigorously address the problem of thermodynamic transformations of finite-size systems. More formally, we analyse state interconversion under thermal operations and between arbitrary energy-incoherent states. We find precise relations between the optimal rate at which interconversion can take place and the desired infidelity of the final state when the system size is sufficiently large. These so-called second-order asymptotics provide a bridge between the extreme cases of single-shot thermodynamics and the asymptotic limit of infinitely large systems. We illustrate the utility of our results with several examples. We first show how thermodynamic cycles are affected by irreversibility due to finite-size effects. We then provide a precise expression for the gap between the distillable work and work of formation that opens away from the thermodynamic limit. Finally, we explain how the performance of a heat engine gets affected when the working body is small. We find that while perfect work cannot generally be extracted at Carnot efficiency, there are conditions under which these finite-size effects vanish. In deriving our results we also clarify relations between different notions of approximate majorisation.


### 6.1 Introduction

Background. Thermodynamics forms an integral part of contemporary physics, providing us with invaluable rules that govern which transformations between macroscopic states are possible and which are not [6.1]. In modern parlance thermodynamics is an example of a resource theory [6.2]. These provide us with a general framework to study the question of state interconversion by leveraging the structure imposed by the free states and operations within a given theory. The resource-theoretic approach has recently garnered renewed attention in the field of quantum information (see [6.3] for a recent review) and allows us to quantify notions like entanglement [6.4], coherence [6.5-6.7] and asymmetry $[6.8,6.9]$. In the study of entanglement, for example, local operations and classical communication constitute the free operations and separable states are treated as free states. In an analogous way, a rigorous resource-theoretic formulation of quantum thermodynamics was provided in Refs. [6.10-6.12], with thermal Gibbs states being free and the laws of thermodynamics being captured by the restricted set of free operations known as thermal operations.

One of the main problems studied within the resource theory of thermodynamics is single-shot state interconversion, i.e., identifying when it is possible to convert a given state to another using only free operations (or, alternatively, identifying what extra resources are necessary to enable such transformations). Although for general quantum states only partial results are known [6.13-6.15] (see also Ref. [6.16] for the most recent progress), the full solution was found for the restricted case of transforming states with no coherence between distinct energy eigenspaces. For such energy-incoherent states the necessary and sufficient conditions for single-shot state interconversion are given by a thermomajorisation relation between the initial and final states [6.11]. As a result the allowed transformations are in general irreversible, which is captured by the fact that the amount of work needed to create a given state, the work of formation, is larger than the amount of work one can extract from it, the distillable work. We note that formally the thermomajorisation condition is strongly related to the majorisation condition appearing within the resource theory of entanglement when studying transformations between pure bipartite states [6.17].

An important variant of the interconversion problem, lying on the opposite extreme of the singleshot case, is asymptotic state interconversion. In this case one considers having access to arbitrarily many copies of the initial state, and asks for the maximal conversion rate at which it is possible to transform instances of one state to another with asymptotically vanishing error. It was found that this rate is given by the ratio of non-equilibrium free energies of the initial and target states [6.12]. Thus, the asymptotic interconversion rate is directly linked with the amount of useful work that can be extracted on average from a given state. Moreover, in this regime all transformations become fully reversible, as work of formation and distillable work asymptotically coincide. Again, this result closely resembles that obtained in pure state entanglement theory, where the optimal interconversion rate is given by the ratio of the entanglement entropies of the initial and target states [6.18].

In this work we study the interconversion problem in an intermediate regime, between the singleshot and asymptotic cases described above. We thus consider transformations of a finite number $n$ of instances of the input state and tolerate a non-zero error, which affects the optimal conversion rate. By developing the notions of approximate majorisation [6.19] and thermomajorisation, we extend a formal relationship between the resource theories of pure state entanglement and thermodynamics of incoherent states to the approximate case. This allows us to adapt recently developed tools for approximate entanglement transformations in Ref. [6.20] to study corrections to the asymptotic rates
of thermodynamic transformations, the so-called second-order asymptotics (see, e.g., Refs [6.21-6.28] for other recent studies of second-order asymptotics in quantum information). The crucial technical difference between Ref. [6.20] and our work is the reversed direction of the majorisation relation, resulting in free states being given by uniform states rather than pure states. The second-order corrections were known to scale as $1 / \sqrt{n}$ [6.12], and our main technical contribution is identifying the exact constant (including its dependence on the error) and interpreting its thermodynamic meaning.

Motivation. Probably the most famous thermodynamic result concerns the irreversible nature of thermodynamic transformations, and is often captured by the oversimplified statement "entropy has to grow". The dynamics of a system interacting with a thermal bath is irreversible since transformations performed at finite speed lead to heat dissipation, resulting in a loss of information about the system. One thus often studies idealised scenarios, when the system undergoes changes so slowly that it stays approximately in thermal equilibrium at all times. In this quasi-static limit one recovers reversible dynamics. However, thermodynamic reversibility actually requires one more assumption that is usually made implicitly. Namely, the thermodynamic description is only valid when applied to systems whose energy fluctuations are much smaller than their average energy. This is true for macroscopic systems composed of $n \rightarrow \infty$ particles, in the so-called thermodynamic limit, and is reflected by the reversibility of the interconversion problem in the asymptotic limit. However, for finite $n$ the macroscopic results do not hold anymore, leading to another source of irreversibility.

In the emerging field of quantum thermodynamics (see Ref. [6.29] and references therein) a focus is placed on possible transformations of small quantum systems interacting with a thermal environment. The necessity to go beyond classical thermodynamics is motivated by the fact that at the nanoscale quantum effects, like coherence [6.13, 6.14, 6.30-6.33] and entanglement [6.34-6.36], start playing an important role. However, beyond these phenomena, in the quantum regime one also deals with systems composed of a finite number $n$ of particles. Hence, thermodynamic transformations of such systems are affected by the effective irreversibility discussed in the previous paragraph. The results we present in this paper provide a mathematical framework to rigorously address this problem. We thus provide a bridge between the extreme case of single-shot thermodynamics with $n=1$ and the asymptotic limit of $n \rightarrow \infty$, allowing us to study the irreversibility of thermodynamic processes in the intermediate regime of large but finite $n$.

Main Results. In order to state our main results we first need to introduce some concepts that will be defined more formally in Sections 6.2 and 6.3. Let us consider a finite-dimensional quantum system, characterised by its Hamiltonian $H$, in the presence of a thermal bath at fixed temperature $T$. The initial state of the system is in general out of thermal equilibrium, and the bath can be governed by an arbitrary Hamiltonian. Energy-conserving operations that interact the system with a bath in thermal equilibrium are then known as thermal operations. A simple example of a thermal operation just swaps the system with a bath (governed by the same Hamiltonian), replacing the initial state with a thermal Gibbs state. Gibbs states for $H$, denoted by $\gamma$, are thus free states in the resource-theoretic formulation of thermodynamics.

In the following we focus on a system comprised of a finite number $n$ of non-interacting subsystems, each governed by the Hamiltonian $H$. Let us consider a pair of subsystem states $\rho$ and $\sigma$ that both
commute with $H .{ }^{1}$ Our results will be expressed in terms of two information quantities: the relative entropy [6.37] with the Gibbs state, $D(\cdot \| \gamma)$, and the relative entropy variance $[6.21,6.22]$ with the Gibbs state, $V(\cdot \| \gamma)$. These quantities can also be interpreted thermodynamically: $k_{B} T \cdot D(\rho \| \gamma)$ is the difference between the generalised free energies of $\rho$ and $\gamma$ (with $k_{B}$ denoting the Boltzmann constant); and $V(\rho \| \gamma)$ is proportional to a generalised heat capacity of the system. The latter interpretation is justified since for $\rho=\gamma^{\prime}$ being a Gibbs state at temperature $T^{\prime} \neq T$, the quantity $V\left(\gamma^{\prime} \| \gamma\right)$ is proportional to the heat capacity at $T^{\prime}$. We also note that $D(\rho \| \gamma)$ vanishes if and only if $\rho=\gamma$, whereas $V(\rho \| \gamma)$ vanishes whenever $\rho$ is proportional to the Gibbs state on the support of $\rho$, e.g., when $\rho$ is pure.

Let us now consider the problem of thermodynamic state interconversion between a finite number of instances of a state and for a fixed inverse temperature $\beta$ of the background bath. Formally, we are looking for the maximal rate $R$ for which there exists a thermal operation $\mathcal{E}^{\beta}$ such that $\mathcal{E}^{\beta}\left(\rho^{\otimes n}\right)=\tilde{\sigma}$ for some state $\tilde{\sigma}$ on $R n$ subsystems that is sufficiently close to $\sigma^{\otimes R n}$. To measure the proximity of two quantum states we will use infidelity, i.e. we require that $F\left(\sigma^{\otimes R n}, \tilde{\sigma}\right) \geq 1-\epsilon$ for some accuracy parameter $\epsilon \in(0,1)$, where $F(\cdot, \cdot)$ denotes Uhlmann's fidelity [6.38]. The maximal conversion rate, denoted by $R^{*}(n, \epsilon)$, depends on both the number of subsystems $n$ and the accuracy $\epsilon$. We can assume that neither the initial state $\rho$ nor the target state $\sigma$ are the thermal state $\gamma$, as otherwise the interconversion problem is trivial. We then find the following expansions of $R^{*}(n, \epsilon)$ in $n$ :

$$
\begin{equation*}
R^{*}(n, \epsilon) \simeq \frac{D(\rho \| \gamma)}{D(\sigma \| \gamma)}\left(1+\sqrt{\frac{V(\rho \| \gamma)}{n D(\rho \| \gamma)^{2}}} Z_{1 / \nu}^{-1}(\epsilon)\right) \simeq \frac{D(\rho \| \gamma)}{D(\sigma \| \gamma)}\left(1+\sqrt{\frac{V(\sigma \| \gamma)}{n D(\rho \| \gamma) D(\sigma \| \gamma)}} Z_{\nu}^{-1}(\epsilon)\right) \tag{6.1a}
\end{equation*}
$$

where $Z_{\nu}^{-1}$ is the inverse of the cumulative function of Rayleigh-normal distribution $Z_{\nu}$ introduced in Ref. [6.20] with $\nu$ given by

$$
\begin{equation*}
\nu=\frac{V(\rho \| \gamma) / D(\rho \| \gamma)}{V(\sigma \| \gamma) / D(\sigma \| \gamma)} \tag{6.2}
\end{equation*}
$$

and $\simeq$ denotes equality up to terms of order $o(1 / \sqrt{n})$. We note that $Z_{0}=\Phi$ is the cumulative normal distribution function and $Z_{1}$ is the cumulative Rayleigh distribution function. The inverse of the cumulative Rayleigh-normal distribution is typically negative for small values of $\epsilon$ (unless $\nu=1$ ), and thus the finite-size correction term that scales as $1 / \sqrt{n}$ is generally negative. For the special case $V(\rho \| \gamma)=V(\sigma \| \gamma)=0\left(\right.$ when $\nu$ is undefined) we provide an exact formula for $R^{*}(n, \epsilon)$, up to all orders in $n$.

In deriving our results we also prove an important relation between two different notions of approximate majorisation [6.19]. More precisely, we show that pre- and post-majorisation, which hold when the majorisation relation holds up to the smoothing of the major ising or majorised distribution, are equivalent. We further extend these concepts to thermomajorisation, which allows us to rigorously address the problem of approximate thermodynamic transformations.

[^13]Discussion. One of the main applications of our result is to the study of thermodynamic irreversibility. In the asymptotic limit, $n \rightarrow \infty$, the optimal conversion rate $R^{*}$ from $\rho$ to $\sigma$ is equal to the inverse of the conversion rate from $\sigma$ to $\rho$ [6.12]. We can thus transform $\rho^{\otimes n}$ through $\sigma^{\otimes R^{*} n}$ back to $\rho^{\otimes n}$, so that the rate of concatenated transformations $R_{r}^{*}$ is equal to 1 and the process can be performed reversibly. However, using Eq. (6.1a) twice, one finds the correction term to reversibility rate $R_{r}^{*}$, which is proportional to $1 / \sqrt{n}$. Moreover, if $\nu \neq 1$ this correction term is negative for small errors. In fact, it diverges when the error approaches zero, preventing a perfect reversible cycle. However, pairs of states with equal ratios of relative entropy and relative entropy variance with respect to the thermal state (such that $\nu=1$ ) are reversibly interconvertible up to second-order asymptotic corrections, mirroring a recent result in entanglement theory [6.39]. Thus, $\nu$ can be interpreted as the irreversibility parameter that quantifies the amount of infidelity of an approximate cyclic process.

One particular consequence of the discussed irreversibility is the difference between the distillable work, $W_{D}$, and the work of formation, $W_{F}$, for a given state $\rho$ [6.11]. The former is defined as the maximal amount of free energy in the form of pure energy eigenstates $\psi$ that can be obtained per copy of $\rho$; the latter as the minimal amount of free energy in the form of pure energy eigenstates $\psi$ needed per copy to create the target state $\rho$. We note that in the special case when $\psi$ is chosen to be the ground state, the distillation process can be considered as Landauer erasure (resetting to zero energy pure states), whereas the formation process can be seen as the action of a Szilard engine (creating states out of information). In single-shot thermodynamics $W_{D}$ and $W_{F}$ were shown to be proportional to max- and min-relative entropies with respect to the thermal state [6.11]; while in the asymptotic scenario they are both equal to $W=k_{B} T \cdot D(\rho \| \gamma)$, the non-equilibrium free energy of a state [6.12]. Here, using appropriately modified Eq. (6.1a), we show that for large $n$ the values of distillable work and work of formation per particle lie symmetrically around the asymptotic value, $W_{D} \simeq W-\Delta W$ and $W_{F} \simeq W+\Delta W$, and provide the exact expression for the gap $\Delta W$. Moreover, in the special case when the investigated state $\rho$ is itself a thermal state at some temperature different from the background temperature, $\Delta W$ can be directly related to the relative strength of energy fluctuations of the system.

Finally, we investigate how one can investigate the performance of heat engines with finite working bodies using an appropriately chosen interconversion scenario. This allows us to study finite-size corrections to the efficiency of a heat engine and the quality of work it performs. More precisely, we consider a heat engine operating between two thermal baths at temperatures $T_{\mathrm{h}}$ and $T_{\mathrm{c}}$, and a finite working body composed of $n$ particles initially at temperature $T_{\mathrm{c}}$. We show that, unless the irreversibility parameter satisfies $\nu=1$, near-perfect work can be performed only with efficiency lower than the Carnot efficiency $\eta_{\mathrm{C}}$. However, allowing for imperfect work allows one to achieve and even surpass $\eta_{\mathrm{C}}[6.40]$. Moreover, we find that it is possible for a finite working body to have two thermal states at different temperatures, $T_{\mathrm{c}}$ and $T_{\mathrm{c}^{\prime}}$, such that the irreversibility parameter for them is equal to 1 . Thus, in a particularly engineered setting, it is possible to achieve Carnot efficiency and perform perfect work, while the finite working body changes temperature from $T_{\mathrm{c}}$ to $T_{\mathrm{c}^{\prime}}$.

Overview. The remainder of this paper is organised as follows. We first describe the resourcetheoretic approach to thermodynamics in Section 6.2 and introduce necessary mathematical concepts used within the paper in Section 6.3. In Section 6.4 we state our main result concerning state interconversion under thermal operations, and discuss its thermodynamic interpretation and possible
applications. We then proceed to Section 6.5 , where we present auxiliary results concerning approximate majorisation and thermomajorisation, which we believe may be of independent interest. The technical proof of the main result can be found in Section 6.6. We conclude with an outlook in Section 6.7.

### 6.2 Thermodynamic setting

### 6.2.1 Thermal operations

We begin by describing the resource-theoretic approach to the thermodynamics of finite-dimensional quantum systems in the presence of a single heat bath at temperature $T$ [6.11,6.41]. The investigated system is described by a Hamiltonian $H=\sum_{i} E_{i}\left|E_{i}\right\rangle\left\langle E_{i}\right|$ and prepared in a general state $\rho$, whereas the bath, with a Hamiltonian $H_{B}$, is in a thermal equilibrium state,

$$
\begin{equation*}
\gamma_{B}=\frac{e^{-\beta H_{B}}}{\operatorname{tr} e^{-\beta H_{B}}}, \tag{6.3}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ is the inverse temperature with $k_{B}$ denoting the Boltzmann constant. ${ }^{2}$ The evolution of the joint system is assumed to be closed, so that it is described by a unitary operator $U$, which additionally conserves the total energy,

$$
\begin{equation*}
\left[U, H+H_{B}\right]=0 \tag{6.4}
\end{equation*}
$$

The central question now is: what are the possible final states that a given initial state $\rho$ can be transformed into?

More formally, one defines the set of thermal operations [6.10], which describes the free operations of the resource theory of thermodynamics, i.e., all possible transformations of the system that can be performed without the use of additional resources (beyond the single heat bath). These are defined as follows:

Definition 6.1 (Thermal operations). Given a fixed inverse temperature $\beta$, the set of thermal operations $\left\{\mathcal{E}^{\beta}\right\}$ consists of completely positive trace-preserving (CPTP) maps that act on a system $\rho$ with Hamiltonian $H$ as

$$
\begin{equation*}
\mathcal{E}^{\beta}(\rho)=\operatorname{Tr}_{B}\left(U\left(\rho \otimes \gamma_{B}\right) U^{\dagger}\right) \tag{6.5}
\end{equation*}
$$

with $U$ satisfying Eq. (6.4), $\gamma_{B}$ given by Eq. (6.3), and $H_{B}$ being arbitrary.
Note that energy conservation condition, Eq. (6.4), can be interpreted as encoding the first law of thermodynamics; whereas the fact that the bath is in thermal equilibrium leads to $\mathcal{E}^{\beta}(\gamma)=\gamma$, with $\gamma$ being the thermal Gibbs state of the system (i.e., given by Eq. (6.3) with $H_{B}$ replaced by $H$ ), thus encoding the second law.

[^14]
### 6.2.2 Thermodynamic state interconversion

The thermodynamic interconversion problem is stated as follows: given a system (i.e., fixing $H$ ) together with initial and target states, $\rho$ and $\sigma$, does there exist a thermal operation $\mathcal{E}^{\beta}$ (for a fixed $\beta$ ) such that $\mathcal{E}^{\beta}(\rho)=\sigma$ ? The general answer for such a question is not known beyond the simplest qubit case $[6.13,6.14]$ (however, we note that the problem has very recently been solved for a larger class of free operations given by generalised thermal processes [6.16] for coherent state interconversion). Nevertheless, for a restricted problem involving only energy-incoherent states, i.e., $\rho$ and $\sigma$ commuting with $H$, the set of necessary and sufficient conditions was found [6.11]. First, note that within this incoherent subtheory a quantum state can be equivalently represented by a probability distribution. For a non-degenerate Hamiltonian $H$, the initial and target states, $\rho$ and $\sigma$, that commute with $H$ are diagonal in the energy eigenbasis, so we can identify them with probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$, with $p_{i}=\left\langle E_{i}\right| \rho\left|E_{i}\right\rangle$ and $q_{i}=\left\langle E_{i}\right| \sigma\left|E_{i}\right\rangle$. For degenerate Hamiltonians we note that unitaries within a degenerate energy subspace are thermal operations, so one can always diagonalise a state within such subspace for free. Therefore, in a general case the components of $\boldsymbol{p}$ and $\boldsymbol{q}$ representing $\rho$ and $\sigma$ are simply given by the eigenvalues of $\rho$ and $\sigma$. Next, in Ref. [6.10] (see also Refs. [6.11,6.42] for an expanded discussion) the existence of a thermal operation between incoherent states was linked to the existence of a particular stochastic map via the following theorem.

Theorem 6.1 (Theorem 5 of Ref. [6.10]). Let $\rho$ and $\sigma$ be quantum states commuting with the system Hamiltonian $H$, and $\gamma$ its thermal equilibrium state. Denote their eigenvalues by $\boldsymbol{p}, \boldsymbol{q}$ and $\boldsymbol{\gamma}$, respectively. Then there exists a thermal operation $\mathcal{E}^{\beta}$ such that $\mathcal{E}^{\beta}(\rho)=\sigma$ if and only if there exists a stochastic map $\Lambda^{\beta}$ such that

$$
\begin{equation*}
\Lambda^{\beta} \gamma=\gamma, \quad \Lambda^{\beta} \boldsymbol{p}=\boldsymbol{q} \tag{6.6}
\end{equation*}
$$

As a result, studying thermodynamic interconversion problem between energy-incoherent states, one can replace CPTP maps and density matrices with stochastic matrices and probability vectors. We will fully address this simplified problem in Section 6.3.

In this paper we study a particular variant of the general interconversion problem: the limit of asymptotically many copies of input and output states. Informally, we want to find the optimal rate $R^{*}$ allowing one to transform $n$ copies of an energy-incoherent state $\rho$ into $R^{*} n$ copies of another energy-incoherent state $\sigma$, as $n$ becomes large. Since the dimension of the input and output spaces must be the same ${ }^{3}$, we note that one can append any number of states in thermal equilibrium, $\gamma^{\otimes m}$, to both the initial state $\rho^{\otimes n}$, and target state $\sigma^{\otimes R n}$. Physically, it is motivated by the fact that thermal states are free resources; mathematically, it comes from the fact that the bath Hamiltonian $H_{B}$ is arbitrary (so, in particular, it may contain $m$ copies of the system, effectively adding $\gamma^{\otimes m}$ to the initial state) and that transforming any copy of the system into $\gamma$ is a thermal operation (so that the part of the final state beyond $\sigma^{\otimes R^{*} n}$ can always be replaced by $\gamma^{\otimes m}$ ). Therefore, we ask for the maximal value of $R^{*}$ (in the limit $n \rightarrow \infty$ ) for which there exists a thermal operation $\mathcal{E}^{\beta}$ satisfying

$$
\begin{equation*}
\mathcal{E}^{\beta}\left(\rho^{\otimes n} \otimes \gamma^{\otimes R^{*} n}\right) \approx \sigma^{\otimes R^{*} n} \otimes \gamma^{\otimes n} \tag{6.7}
\end{equation*}
$$

where $\approx$ denotes closeness in some distance measure, e.g. infidelity or trace norm.

[^15]
## CHAPTER 6: BEYOND THE THERMODYNAMIC LIMIT

As already mentioned in the Introduction, our focus here is on $R^{*}$ for large but finite $n$, i.e., we look for corrections of order $1 / \sqrt{n}$ to the optimal conversion rate coming from the finite number of systems involved in the thermodynamic process.

### 6.3 Mathematical preliminaries

### 6.3.1 Majorisation and embedding

Unless otherwise stated we consider $d$-dimensional probability distributions and their products. We define the uniform state $\boldsymbol{\eta}$ and the thermal Gibbs state $\gamma$ at inverse temperature $\beta$ as

$$
\begin{align*}
\eta & :=\frac{1}{d}[1, \ldots, 1],  \tag{6.8a}\\
\gamma & :=\frac{1}{\mathcal{Z}}\left[e^{-\beta E_{1}}, \ldots, e^{-\beta E_{d}}\right], \tag{6.8b}
\end{align*}
$$

with $E_{i}$ denoting the eigenvalues of $H$ and $\mathcal{Z}=\sum_{i} e^{-\beta E_{i}}$ being the partition function of the system. Moreover, we we call a distribution $\boldsymbol{f}$ flat if all its non-zero entries are equal. Note that in the infinite and zero temperature limits, $\beta \rightarrow 0$ and $\beta \rightarrow \infty$ respectively, the thermal state $\gamma$ becomes flat. Specifically, in the former case $\gamma \rightarrow \boldsymbol{\eta}$, and in the latter $\gamma \rightarrow \boldsymbol{s}:=[1,0, \ldots, 0]$ for Hamiltonians with non-degenerate ground spaces.

The most general transformation between two probability distributions is given by a stochastic matrix $\Lambda$ satisfying $\Lambda_{i j} \geq 0$ and $\sum_{i} \Lambda_{i j}=1$. We denote by $\Lambda^{\beta}$ a Gibbs-preserving stochastic matrix with a thermal fixed point, i.e., $\Lambda^{\beta} \gamma=\gamma$. In particular, a matrix $\Lambda^{0}$ that preserves the uniform distribution $\boldsymbol{\eta}$ is also called bistochastic. A probability vector $\boldsymbol{p}$ is said to majorise $\boldsymbol{q}$, denoted by $\boldsymbol{p} \succ \boldsymbol{q}$, if and only if

$$
\begin{equation*}
\sum_{i=1}^{k} p_{i}^{\downarrow} \geq \sum_{i=1}^{k} q_{i}^{\downarrow} \tag{6.9}
\end{equation*}
$$

for all $k \in\{1, \ldots, d\}$, with $\boldsymbol{p}^{\downarrow}$ denoting a probability vector with entries of $\boldsymbol{p}$ arranged in a nonincreasing order. We then have the following central result that is used in the study of state interconversion:

Theorem 6.2 (Theorem II.1.10 of Ref. [6.43]). There exists a bistochastic matrix mapping from $\boldsymbol{p}$ to $\boldsymbol{q}$ if and only if $\boldsymbol{p} \succ \boldsymbol{q}$, i.e.

$$
\begin{equation*}
\exists \Lambda^{0}: \Lambda^{0} \boldsymbol{\eta}=\boldsymbol{\eta} \quad \text { and } \quad \Lambda^{0} \boldsymbol{p}=\boldsymbol{q} \quad \Longleftrightarrow \quad \boldsymbol{p} \succ \boldsymbol{q} . \tag{6.10}
\end{equation*}
$$

The above theorem can be generalised from bistochastic matrices $\Lambda^{0}$ to Gibbs-preserving matrices $\Lambda^{\beta}$ with arbitrary $\beta$. To achieve this we first need to introduce the following embedding map.
Definition 6.2 (Embedding map). Given a thermal distribution $\gamma$ with rational entries, $\gamma_{i}=D_{i} / D$ and $D_{i}, D \in \mathbb{N}$, the embedding map $\Gamma^{\beta}$ sends ad-dimensional probability distribution $\boldsymbol{p}$ to a $D$-dimensional probability distribution $\hat{\boldsymbol{p}}:=\Gamma^{\beta}(\boldsymbol{p})$ as follow:

$$
\begin{equation*}
\hat{\boldsymbol{p}}=[\underbrace{\frac{p_{1}}{D_{1}}, \ldots, \frac{p_{1}}{D_{1}}}_{D_{1} \text { times }}, \ldots, \underbrace{\frac{p_{d}}{D_{d}}, \ldots, \frac{p_{d}}{D_{d}}}_{D_{d} \text { times }}] . \tag{6.11}
\end{equation*}
$$

The potentially irrational values of $\gamma_{i}$ can be approached with arbitrarily high accuracy by choosing $D$ large enough.
Note that $\hat{\gamma}=\boldsymbol{\eta}^{D}$, i.e., embedding maps a thermal distribution into a uniform distribution over $D$ entries, and that $\Gamma^{\beta}$ is injective, implying the existence of a left inverse $\left(\Gamma^{\beta}\right)^{-1}$. The action of $\left(\Gamma^{\beta}\right)^{-1}$ on a $D$-dimensional vector $r$ is given by summing up all the entries belonging to the same block of $D_{i}$ entries. Moreover, $\Gamma^{\beta}\left(\Gamma^{\beta}\right)^{-1}$ is a bistochastic map, that transforms each block of $D_{i}$ entries into a uniform distribution, i.e., given an index $j$ belonging to a block $D_{i}$, denoted by $j \in\left[D_{i}\right]$, we have

$$
\begin{equation*}
\left[\Gamma^{\beta}\left(\Gamma^{\beta}\right)^{-1} \boldsymbol{r}\right]_{j}=\frac{\sum_{k \in\left[D_{i}\right]} r_{k}}{D_{i}} \tag{6.12}
\end{equation*}
$$

We can also introduce the embedded version of a matrix $\Lambda^{\beta}$,

$$
\begin{equation*}
\hat{\Lambda}^{\beta}:=\Gamma^{\beta} \Lambda^{\beta}\left(\Gamma^{\beta}\right)^{-1} \tag{6.13}
\end{equation*}
$$

Notice that $\hat{\Lambda}^{\beta}$ is a bistochastic matrix, as it clearly maps the set of $D$-dimensional probability distributions into itself, and it preserves the uniform state $\boldsymbol{\eta}^{D}$,

$$
\begin{equation*}
\hat{\Lambda}^{\beta} \boldsymbol{\eta}^{D}=\Gamma^{\beta} \Lambda^{\beta}\left(\Gamma^{\beta}\right)^{-1} \hat{\boldsymbol{\gamma}}=\Gamma^{\beta} \Lambda^{\beta} \boldsymbol{\gamma}=\Gamma^{\beta} \boldsymbol{\gamma}=\boldsymbol{\eta}^{D} . \tag{6.14}
\end{equation*}
$$

Using the notion of embedding we can define thermomajorisation relation [6.11] (originally introduced in Ref. [6.44] as $d$-majorisation). A probability vector $\boldsymbol{p}$ is said to thermomajorise $\boldsymbol{q}$, denoted by $\boldsymbol{p} \succ^{\beta} \boldsymbol{q}$, if and only if the majorisation relation holds between the embedded versions of $\boldsymbol{p}$ and $\boldsymbol{q}$, i.e.,

$$
\begin{equation*}
\boldsymbol{p} \succ^{\beta} \boldsymbol{q} \quad \Longleftrightarrow \hat{\boldsymbol{p}} \succ \hat{\boldsymbol{q}} . \tag{6.15}
\end{equation*}
$$

Note that for $\beta=0$ thermomajorisation becomes standard majorisation, as the embedding map is the identity matrix. Now, we have the following equivalence

$$
\begin{equation*}
\Lambda^{\beta} \boldsymbol{p}=\boldsymbol{q} \quad \Longleftrightarrow \quad \hat{\Lambda}^{\beta} \hat{\boldsymbol{p}}=\hat{\boldsymbol{q}}, \tag{6.16}
\end{equation*}
$$

which, since $\hat{\Lambda}^{\beta}$ is bistochastic, allows us to use Theorem 6.2 to obtain
Corollary 6.1 (Thermodynamic interconversion). There exists a Gibbs-preserving matrix mapping from $\boldsymbol{p}$ to $\boldsymbol{q}$ if and only if $\boldsymbol{p} \succ^{\beta} \boldsymbol{q}$, i.e.

$$
\begin{equation*}
\exists \Lambda^{\beta}: \Lambda^{\beta} \gamma=\gamma \quad \text { and } \quad \Lambda^{\beta} \boldsymbol{p}=\boldsymbol{q} \quad \Longleftrightarrow \quad \boldsymbol{p} \succ^{\beta} \boldsymbol{q} \tag{6.17}
\end{equation*}
$$

Due to Theorem 6.1, Corollary 6.1 specifies the necessary and sufficient conditions for energyincoherent state interconversion under thermal operations. In Fig. 6.1 we present the chain of equivalence relations leading to this result.

### 6.3.2 Information-theoretic notions and their thermodynamic interpretation

The relative entropy or Kullback-Leibler divergence of a probability distribution $\boldsymbol{p}$ with $\boldsymbol{q}$ is defined as

$$
\begin{equation*}
D(\boldsymbol{p} \| \boldsymbol{q}):=\sum_{i=1}^{d} p_{i} \log \frac{p_{i}}{q_{i}} \tag{6.18}
\end{equation*}
$$

$$
\begin{aligned}
& \rho \xrightarrow{\mathrm{e}^{\beta}} \sigma \stackrel{\text { Thm. 6.1 }}{\Longleftrightarrow} p \xrightarrow{\Lambda^{\beta}} q \\
& p \succ^{\beta} q \stackrel{\text { Thm. 6.2 }}{\rightleftharpoons} \hat{p} \xrightarrow{\stackrel{\Lambda^{0}}{\longrightarrow}} \hat{q}
\end{aligned}
$$

Figure 6.1: Interconversion equivalence. Quantum states $\rho$ and $\sigma$ are energy-incoherent, and their eigenvalues are given by $\boldsymbol{p}$ and $\boldsymbol{q}$, respectively. The arrow between states (distributions) symbolises the existence of a given map.
whenever the support of $\boldsymbol{q}$ contains the support of $\boldsymbol{p}$ (otherwise the divergence is set to $+\infty$ ). Denoting the average of a random variable $X$ in a state $\boldsymbol{p}$ by

$$
\begin{equation*}
\langle X\rangle_{\boldsymbol{p}}=\sum_{i} p_{i} X_{i} \tag{6.19}
\end{equation*}
$$

we can introduce a random variable $L$ with

$$
\begin{equation*}
\operatorname{Pr}\left[L=\log \frac{p_{i}}{q_{i}}\right]=p_{i} \tag{6.20}
\end{equation*}
$$

so that the divergence can be interpreted as the expectation value of the log-likelihood ratio, $D(\boldsymbol{p} \| \boldsymbol{q})=\langle L\rangle_{\boldsymbol{p}}$. Similarly, we define the corresponding variance, the relative entropy variance, as

$$
\begin{equation*}
V(\boldsymbol{p} \| \boldsymbol{q}):=\operatorname{Var}_{\boldsymbol{p}}(L) \tag{6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Var}_{\boldsymbol{p}}(X):=\left\langle\left(X-\langle X\rangle_{\boldsymbol{p}}\right)^{2}\right\rangle_{\boldsymbol{p}} \tag{6.22}
\end{equation*}
$$

The following equalities are an immediate consequence of the embedding map introduced in Eq. (6.11):

$$
\begin{equation*}
D(\hat{\boldsymbol{p}} \| \hat{\boldsymbol{q}})=D(\boldsymbol{p} \| \boldsymbol{q}) \quad \text { and } \quad V(\hat{\boldsymbol{p}} \| \hat{\boldsymbol{q}})=V(\boldsymbol{p} \| \boldsymbol{q}) . \tag{6.23}
\end{equation*}
$$

In this work we will mostly encounter these quantities in the special case when $\boldsymbol{q}=\gamma$ is the thermal distribution corresponding to inverse temperature $\beta$,

$$
\begin{equation*}
\gamma_{i}=\frac{e^{-\beta E_{i}}}{\mathcal{Z}}, \quad \mathcal{Z}=\sum_{i=1}^{d} e^{-\beta E_{i}} . \tag{6.24}
\end{equation*}
$$

Then, both $D(\boldsymbol{p} \| \gamma)$ and $V(\boldsymbol{p} \| \boldsymbol{\gamma})$ can be interpreted thermodynamically. First note that

$$
\begin{equation*}
D(\boldsymbol{p} \| \gamma)=\beta\langle E\rangle_{\boldsymbol{p}}-H(\boldsymbol{p})+\log \mathcal{Z}, \tag{6.25}
\end{equation*}
$$

with $\langle E\rangle_{\boldsymbol{p}}$ being the average energy and

$$
\begin{equation*}
H(\boldsymbol{p}):=-\sum_{i=1}^{d} p_{i} \log p_{i} \tag{6.26}
\end{equation*}
$$

denoting the Shannon entropy of $\boldsymbol{p}$ (as a function of a distribution $\boldsymbol{p}$ it should not to be confused with the Hamiltonian $H$ ). Now, recall that the classical expression for free energy reads $U-T S$, with $U$ being the average energy of the system, $T$ the background temperature and $S$ the thermodynamic entropy; and that the free energy of the thermal state is $-k_{B} T \log \mathcal{Z}$. We thus see that $D(\boldsymbol{p} \| \gamma) / \beta$ can be interpreted as a non-equilibrium generalisation of free energy difference between an incoherent state $\rho$ (represented by a probability distribution $\boldsymbol{p}$ ) and a thermal state $\gamma$.

Now, to interpret $V(\boldsymbol{p} \| \boldsymbol{\gamma})$ let us first introduce a covariance matrix $M$ for the $\log$-likelihood $\log p$ and energy in the units of temperature $\beta E$ :

$$
M=\left[\begin{array}{cc}
\operatorname{Cov}_{\boldsymbol{p}}(\beta E, \beta E) & \operatorname{Cov}_{\boldsymbol{p}}(\beta E, \log p)  \tag{6.27}\\
\operatorname{Cov}_{\boldsymbol{p}}(\log p, \beta E) & \operatorname{Cov}_{\boldsymbol{p}}(\log p, \log p)
\end{array}\right]
$$

where $\operatorname{Cov}_{\boldsymbol{p}}(X, Y)=\langle X Y\rangle_{\boldsymbol{p}}-\langle X\rangle_{\boldsymbol{p}}\langle Y\rangle_{\boldsymbol{p}}$. The relative entropy variance can then be expressed as

$$
\begin{equation*}
V(\boldsymbol{p} \| \boldsymbol{\gamma})=\sum_{i, j=1}^{2} M_{i j} \tag{6.28}
\end{equation*}
$$

In a particular case when the distribution $\boldsymbol{p}$ is a thermal distribution $\gamma^{\prime}$ at some different temperature $T^{\prime} \neq T$, the expression becomes

$$
\begin{equation*}
V\left(\boldsymbol{\gamma}^{\prime} \| \boldsymbol{\gamma}\right)=\left(1-\frac{T^{\prime}}{T}\right)^{2} \cdot \frac{c_{T^{\prime}}}{k_{B}} \tag{6.29}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{T^{\prime}}=\frac{\partial\langle E\rangle_{\gamma^{\prime}}}{\partial T^{\prime}} \tag{6.30}
\end{equation*}
$$

is the specific heat capacity of the system in a thermal state at temperature $T^{\prime}$.
Finally, let us note that one can define quantum generalisations of both the relative entropy, $D(\rho \| \sigma)$ [6.37], and the relative entropy variance, $V(\rho \| \sigma)[6.21,6.22]$. Moreover, for a quantum state $\rho$ commuting with the Hamiltonian, these relative quantities with respect to the thermal state $\gamma$ coincide with classical expressions,

$$
\begin{equation*}
D(\rho \| \gamma)=D(\boldsymbol{p} \| \boldsymbol{\gamma}), \quad V(\rho \| \gamma)=V(\boldsymbol{p} \| \boldsymbol{\gamma}) \tag{6.31}
\end{equation*}
$$

where $\boldsymbol{p}$ denotes the vector of eigenvalues of $\rho$.

### 6.3.3 Approximate interconversion

As already mentioned in Section 6.2 we will focus on approximate interconversions, allowing the final state $\tilde{\boldsymbol{q}}$ to differ from the target state $\boldsymbol{q}$, as long as it is close enough. We measure distance between states using the infidelity,

$$
\begin{equation*}
\delta(\boldsymbol{p}, \boldsymbol{q}):=1-F(\boldsymbol{p}, \boldsymbol{q}), \tag{6.32}
\end{equation*}
$$
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where the fidelity (or Bhattacharyya coefficient) is

$$
\begin{equation*}
F(\boldsymbol{p}, \boldsymbol{q}):=\left(\sum_{i=1}^{d} \sqrt{p_{i} q_{i}}\right)^{2} . \tag{6.33}
\end{equation*}
$$

We will also use the fidelity $\mathcal{F}$ between two (continuous) probability density functions $f(x)$ and $g(x)$, defined as

$$
\begin{equation*}
\mathcal{F}(f, g):=\left(\int_{-\infty}^{\infty} \sqrt{f(x) g(x)} \mathrm{d} x\right)^{2} \tag{6.34}
\end{equation*}
$$

The two important properties of the infidelity that we will use throughout the paper are as follows. First, since fidelity is non-decreasing under stochastic maps we have

$$
\begin{equation*}
\delta\left(\Lambda^{0} \boldsymbol{p}, \Lambda^{0} \boldsymbol{q}\right) \leq \delta(\boldsymbol{p}, \boldsymbol{q}) \tag{6.35}
\end{equation*}
$$

Second, the distance $\delta$ between two probability vectors is the same as between their embedded versions, i.e.,

$$
\begin{equation*}
\delta(\boldsymbol{p}, \boldsymbol{q})=\delta(\hat{\boldsymbol{p}}, \hat{\boldsymbol{q}}) \tag{6.36}
\end{equation*}
$$

which can be verified by direct calculation.
Although we will be mainly concerned with "smoothing" the final distribution (allowing it to differ from the desired target one), it is useful to introduce two dual definitions of approximate majorisation and thermomajorisation.

Definition 6.3 (Pre- and post-thermomajorisation). A distribution $\boldsymbol{p} \epsilon$-pre-thermomajorises a distribution $\boldsymbol{q}$, which we denote $\boldsymbol{p}_{\epsilon} \succ^{\beta} \boldsymbol{q}$, if there exists a $\tilde{\boldsymbol{p}}$ such that

$$
\begin{equation*}
\tilde{\boldsymbol{p}} \succ^{\beta} \boldsymbol{q} \quad \text { and } \quad \delta(\boldsymbol{p}, \tilde{\boldsymbol{p}}) \leq \epsilon . \tag{6.37}
\end{equation*}
$$

A distribution $\boldsymbol{p} \epsilon$-post-thermomajorises a distribution $\boldsymbol{q}$, which we denote $\boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q}$, if there exists a $\tilde{\boldsymbol{q}}$ such that

$$
\begin{equation*}
\boldsymbol{p} \succ^{\beta} \tilde{\boldsymbol{q}} \quad \text { and } \quad \delta(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq \epsilon . \tag{6.38}
\end{equation*}
$$

In a particular case of $\beta=0$, when thermomajorisation coincides with majorisation, we will speak of pre- and post-majorisation, denoted by ${ }_{\epsilon} \succ$ and $\succ_{\epsilon}$, respectively.

Let us make a few comments about the above definition. First, notice that due to Corollary 6.1, $\boldsymbol{p}_{\epsilon} \succ^{\beta} \boldsymbol{q}$ means that in the vicinity of $\boldsymbol{p}$ there exists a state $\tilde{\boldsymbol{p}}$ and $\Lambda^{\beta}$ that maps it to $\boldsymbol{q}$. Similarly, $\boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q}$ means that there exists $\Lambda^{\beta}$ that maps $\boldsymbol{p}$ to $\tilde{\boldsymbol{q}}$, which lies in the vicinity of $\boldsymbol{q}$. We illustrate this in Fig. 6.2. Next note that both $\succ_{0}^{\beta}$ and ${ }_{0} \succ^{\beta}$ reduce to thermomajorisation $\succ^{\beta}$, specifically $\succ_{0}^{0}$ and ${ }_{0} \succ^{0}$ are equivalent to the standard majorisation relation $\succ$. Let us also mention that the concept of majorisation between smoothed distributions has been recently studied in Refs. [6.19, 6.45, 6.46]. Moreover, as with exact thermomajorisation, approximate thermomajorisation specifies the existence of a thermal operation between two energy-incoherent states. More precisely, due to Theorem 6.1, Corollary 6.1 and Definition 6.3, we have the following:

Corollary 6.2. Let $\rho$ and $\sigma$ be quantum states commuting with the system Hamiltonian $H$. Denote their eigenvalues by $\boldsymbol{p}$ and $\boldsymbol{q}$, respectively. Then there exists a thermal operation $\mathcal{E}^{\beta}$ such that $\delta\left(\mathcal{E}^{\beta}(\rho), \sigma\right) \leq \epsilon$ if and only if $\boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q}$.

Finally, let us make an important comment concerning approximate majorisation. Consider two distributions, $\boldsymbol{p}$ and $\boldsymbol{q}$, such that $\boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$. By definition there exists $\tilde{\boldsymbol{q}}$ close to $\boldsymbol{q}$ that is majorised by $\boldsymbol{p}$. As majorisation is invariant under permutations, $\boldsymbol{p}$ also majorises any distribution $\Pi \tilde{\boldsymbol{q}}$, where $\Pi$ is arbitrary permutation. However, the fidelity between $\boldsymbol{q}$ and $\Pi \tilde{\boldsymbol{q}}$ is, in general, permutation-dependent. It is the largest, when the $i$-th largest entries of $\boldsymbol{q}$ and $\Pi \tilde{\boldsymbol{q}}$ coincide for all $i$, and so it is equal to $F\left(\boldsymbol{q}^{\downarrow}, \tilde{\boldsymbol{q}}^{\downarrow}\right)$. Therefore, for a given $\tilde{\boldsymbol{q}}$ satisfying some majorisation relation, we know that for every state $\boldsymbol{q}$ there exists $\Pi \tilde{\boldsymbol{q}}$ satisfying the same relation, and with

$$
\begin{equation*}
F(\Pi \tilde{\boldsymbol{q}}, \boldsymbol{q})=F\left(\tilde{\boldsymbol{q}}^{\downarrow}, \boldsymbol{q}^{\downarrow}\right) \tag{6.39}
\end{equation*}
$$

Thus, in the context of approximate majorisation, while calculating fidelities between any two states we will assume, without loss of generality, that they are ordered.


Figure 6.2: Pre- and post-thermomajorisation. Arrows depict the existence of Gibbs-preserving maps between corresponding distributions, whereas $\epsilon$-circles represent sets of probability distributions whose distance $\delta$ from $\boldsymbol{p}$ and from $\boldsymbol{q}$ is smaller than $\epsilon$.

### 6.3.4 Asymptotic notation

As we will be interested in approximating the optimal rate up to terms of order $O(1 / \sqrt{n})$, we will adopt the following asymptotic notation for sequences $\left\{a_{n}\right\}_{n}$ and $\left\{b_{n}\right\}_{n}$ in $n \in \mathbb{N}$.

$$
\begin{align*}
& a_{n} \simeq b_{n} \quad \Longleftrightarrow a_{n}-b_{n}=o(1 / \sqrt{n}),  \tag{6.40a}\\
& a_{n} \lesssim b_{n} \quad \Longleftrightarrow \quad a_{n}-b_{n} \leq f_{n}=o(1 / \sqrt{n}),  \tag{6.40b}\\
& a_{n} \gtrsim b_{n} \quad \Longleftrightarrow \quad a_{n}-b_{n} \geq g_{n}=o(1 / \sqrt{n}), \tag{6.40c}
\end{align*}
$$

where $\left\{f_{n}\right\}_{n}$ and $\left\{g_{n}\right\}_{n}$ are auxiliary sequences that we usually do not introduce explicitly.

### 6.3.5 Rayleigh-normal distributions

The dependence of the finite-size corrections to optimal interconversion rate on the infidelity is given by generalisations of the Gaussian distribution known as the Rayleigh-normal distributions. This family of distributions was first introduced in Ref. [6.20] in the context of LOCC entanglement conversion. In order to define it, let us first denote the Gaussian cumulative distribution function, with mean value $\mu$ and variance $\nu$, by $\Phi_{\mu, \nu}$,

$$
\begin{equation*}
\Phi_{\mu, \nu}(x)=\frac{1}{\sqrt{2 \pi \nu}} \int_{-\infty}^{x} e^{-\frac{(t-\mu)^{2}}{2 \nu}} \mathrm{~d} t \tag{6.41}
\end{equation*}
$$

As a shorthand notation we will also use $\Phi$ to denote $\Phi_{0,1}$. Following Ref. [6.20] we can now define
Definition 6.4 (Rayleigh-normal distributions). For any $\nu>0$ the Rayleigh-normal distribution is a distribution on $\mathbb{R}$, whose cumulative function is given by

$$
\begin{equation*}
Z_{\nu}(\mu):=1-\sup _{A \geq \Phi} \mathcal{F}\left(A^{\prime}, \Phi_{\mu, \nu}^{\prime}\right) \tag{6.42}
\end{equation*}
$$

where the supremum is taken over all monotone increasing and continuously differentiable $A: \mathbb{R} \rightarrow[0,1]$ such that $A \geq \Phi$ pointwise; and $f^{\prime}(x)$ denotes the derivative of $f(x)$.


Figure 6.3: Rayleigh-normal distributions. Plots of Rayleigh-normal cumulative probability distributions introduced in Ref. [6.20]. Note the difference between the above graphs and those presented in Fig. 1 of Ref. [6.20]. The parameter is chosen in the ranges (a) $\nu \in[0,1]$ and (b) $\nu \in[1, \infty]$. Due to the duality property, Eq. (6.45), the plots can be directly related to the ones presented in panel (a).

We now present some relevant properties of the Rayleigh-normal distributions.
Lemma 6.3 (Section 2 of Ref. [6.20]). The Rayleigh-normal distributions have the following properties:

- The $\nu \rightarrow 0$ case converges in distribution to the normal Gaussian,

$$
\begin{equation*}
\lim _{\nu \rightarrow 0} Z_{\nu}(\mu)=\Phi(\mu) . \tag{6.43}
\end{equation*}
$$

- The $\nu=1$ case reduces to the Rayleigh distribution of scale parameter $\sigma=\sqrt{2}$,

$$
Z_{1}(\mu)=R_{\sqrt{2}}(\mu):= \begin{cases}1-e^{-\mu^{2} / 4} & \mu \geq 0  \tag{6.44}\\ 0 & \mu \leq 0\end{cases}
$$

- The Rayleigh-normal distributions possess a duality under inversion of the parameter $\nu$ of the form

$$
\begin{equation*}
Z_{1 / \nu}(\mu)=Z_{\nu}(\sqrt{\nu} \mu) . \tag{6.45}
\end{equation*}
$$

As well as these properties, an explicit form for the Rayleigh-normal distribution can be given. If we define $\alpha_{\mu, \nu}$ as the unique solution [6.20, Lemma 3] to

$$
\begin{equation*}
\frac{\Phi^{\prime}(x)}{\Phi_{\mu, \nu}^{\prime}(x)}=\frac{\Phi(x)}{\Phi_{\mu, \nu}(x)}, \tag{6.46}
\end{equation*}
$$

and let

$$
A_{\mu, \nu}:= \begin{cases}\Phi_{\mu, \nu}(x) \frac{\Phi\left(\alpha_{\mu, \nu}\right)}{\Phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)} & x \leq \alpha_{\mu, \nu}  \tag{6.47}\\ \Phi(x) & x \geq \alpha_{\mu, \nu}\end{cases}
$$

then for $\nu>1$ we have

$$
\begin{equation*}
\underset{A \geq \Phi}{\arg \max } \mathcal{F}\left(A^{\prime}, \Phi_{\mu, \nu}^{\prime}\right)=A_{\mu, \nu}^{\prime}, \tag{6.48}
\end{equation*}
$$

and so $Z_{\nu}(\mu)=1-\mathcal{F}\left(A_{\mu, \nu}^{\prime}, \Phi_{\mu, \nu}^{\prime}\right)$ [6.20, Theorem 4]. Using the duality property, Eq. (6.45), a similar expression can be given for $\nu \in(0,1)$. We present plots of Rayleigh-normal distributions for a few selected values of $\nu$ in Fig. 6.3.

### 6.4 Second-order asymptotics for thermodynamic interconversion

### 6.4.1 Statement of the main result

We are now ready to state our main result concerning the second-order analysis of the approximate interconversion rates between independent and identically distributed (i.i.d.) states under thermal operations. We focus on initial and target states, $\rho$ and $\sigma$, that commute with the Hamiltonian $H$, so that we can represent them as probability distributions, $\boldsymbol{p}$ and $\boldsymbol{q}$, over their eigenvalues. For two fixed distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ we will be interested in the trade-off between three parameters in the asymptotic $n \rightarrow \infty$ regime: the rate of conversion $R$, the infidelity $\epsilon$, and the inverse temperature of the bath $\beta^{4}$.
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Specifically, we will be interested in the triples $(\beta, \epsilon, R)$ for which there exist Gibbs-preserving maps $\Lambda^{\beta}$ such that

$$
\begin{equation*}
\delta\left(\Lambda^{\beta}\left(\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{\gamma}^{\otimes R n}\right),\left(\boldsymbol{q}^{\otimes R n} \otimes \boldsymbol{\gamma}^{\otimes n}\right)\right) \leq \epsilon \tag{6.49}
\end{equation*}
$$

where $\boldsymbol{\gamma}$ denotes the Gibbs state at inverse temperature $\beta$. By Corollary 6.1 and Definition 6.3 this condition is equivalent to approximate post-thermomajorisation,

$$
\begin{equation*}
\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{\gamma}^{\otimes R n} \succ_{\epsilon}^{\beta} \boldsymbol{q}^{\otimes R n} \otimes \boldsymbol{\gamma}^{\otimes n} \tag{6.50}
\end{equation*}
$$

and, by Corollary 6.2, there exists a thermal operation transforming $\rho^{\otimes n}$ into a state $\epsilon$ away in the infidelity measure from $\sigma^{\otimes R n}$.

We then define the optimal interconversion rate $R_{\beta}^{*}(n, \epsilon ; \boldsymbol{p}, \boldsymbol{q})$ and the optimal infidelity of interconversion $\epsilon_{\beta}^{*}(n, R ; \boldsymbol{p}, \boldsymbol{q})$ as

$$
\begin{align*}
R_{\beta}^{*} & :=\max \left\{R \mid \boldsymbol{p}^{\otimes n} \otimes \boldsymbol{\gamma}^{\otimes R n} \succ_{\epsilon}^{\beta} \boldsymbol{q}^{\otimes R n} \otimes \boldsymbol{\gamma}^{\otimes n}\right\},  \tag{6.51a}\\
\epsilon_{\beta}^{*} & :=\min \left\{\epsilon \mid \boldsymbol{p}^{\otimes n} \otimes \boldsymbol{\gamma}^{\otimes R n} \succ_{\epsilon}^{\beta} \boldsymbol{q}^{\otimes R n} \otimes \boldsymbol{\gamma}^{\otimes n}\right\} . \tag{6.51b}
\end{align*}
$$

When it is clear from context we will drop the explicit dependence on $\boldsymbol{p}$ and $\boldsymbol{q}$. Our main result is then given by the following theorem.

Theorem 6.3 (Second-order asymptotic interconversion rates). Let $\rho$ and $\sigma$ be energy-incoherent initial and target states with eigenvalues given by $\boldsymbol{p}$ and $\boldsymbol{q}$, respectively. Then, for inverse temperature $\beta$ and infidelity $\epsilon \in(0,1)$, the optimal interconversion rate has the following second-order expansions

$$
\begin{align*}
R^{*}(n, \epsilon) & \simeq \frac{D(\boldsymbol{p} \| \boldsymbol{\gamma})}{D(\boldsymbol{q} \| \boldsymbol{\gamma})}\left(1+\sqrt{\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma})}{n D(\boldsymbol{p} \| \boldsymbol{\gamma})^{2}}} Z_{1 / \nu}^{-1}(\epsilon)\right)  \tag{6.52a}\\
& \simeq \frac{D(\boldsymbol{p} \| \boldsymbol{\gamma})}{D(\boldsymbol{q} \| \boldsymbol{\gamma})}\left(1+\sqrt{\frac{V(\boldsymbol{q} \| \boldsymbol{\gamma})}{n D(\boldsymbol{p} \| \boldsymbol{\gamma}) D(\boldsymbol{q} \| \boldsymbol{\gamma})}} Z_{\nu}^{-1}(\epsilon)\right) \tag{6.52b}
\end{align*}
$$

where

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma}) / D(\boldsymbol{p} \| \boldsymbol{\gamma})}{V(\boldsymbol{q} \| \boldsymbol{\gamma}) / D(\boldsymbol{q} \| \boldsymbol{\gamma})} \tag{6.53}
\end{equation*}
$$

is the irreversibility parameter.
The full proof of Theorem 6.3 can be found in Section 6.6. Before presenting it, we will discuss some of its consequences and applications in Section 6.4.2, and prove auxiliary results concerning approximate majorisation in Section 6.5. But first, let us make a few technical remarks about the above theorem. Note that Eq. (6.52a)-(6.52b) are simply related by the duality property of Rayleighnormal distribution, Eq. (6.45). The reason to state both formulas is that this way one covers each of the special cases, $V(\boldsymbol{p} \| \boldsymbol{\gamma})=0$ and $V(\boldsymbol{q} \| \boldsymbol{\gamma})=0$, avoiding the use of $Z_{\infty}^{-1}$, which is undefined. The special case when both relative entropy variances vanish is covered separately in Section 6.6.2, where


Figure 6.4: Comparison between the second-order approximation $R_{2}$ and exact thermal interconversion rates $R^{*}$, when converting from $\rho=\frac{7}{10}|0\rangle\langle 0|+\frac{3}{10}|1\rangle\langle 1|$ to $\sigma=\frac{8}{10}|0\rangle\langle 0|+\frac{2}{10}|1\rangle\langle 1|$, with Hamiltonian $H=|1\rangle\langle 1|$ and access to a thermal bath at temperature $1 / \beta=3$. The circles indicate exact conversion rates (c.f. Section 6.C), and the lines the second-order approximation given by Eq. (1). As the exact interconversion rate is always a multiple of $1 / n$, we have also indicated the rounding of the second-order approximation to the nearest multiples of $1 / n$ with error bars. The colours indicate the infidelity tolerance, with $\epsilon=5 \times 10^{-2}$ for red and $\epsilon=10^{-5}$ for blue. The dotted line indicates the asymptotic interconversion rate $R_{1}$. We plot the results for $n \leq 20$ in Figure 6.10.
an exact expression for $R^{*}(n, \epsilon)$ is provided (the asymptotic expansion of which coincides with the appropriate limit of Eq. (6.52a)).

Furthermore, since all the involved states are energy-incoherent, one can replace probability distributions $\boldsymbol{p}, \boldsymbol{q}, \gamma$ in Theorem 6.3 with density matrices $\rho, \sigma, \gamma$. This way one can study interconversion between non-commuting states $\rho$ and $\sigma$, as long as they both commute with $H$. For example, if the Hamiltonian is trivial, $H \propto \mathbb{1}, \rho$ and $\sigma$ may be arbitrary states. Thus, Theorem 6.3 yields a complete second-order analysis of interconversion under noisy operations [6.47], as for trivial Hamiltonians thermal operations coincide with noisy operations.

Finally, using results originally derived in Ref. [6.48] (see Section 6.B), one can numerically evaluate the optimal interconversion rates. In Section 6.C we show that this algorithm can be executed with a runtime that is efficient in the system size. Using this, in Figures 6.4 and 6.10 we can compare our second-order expansion to the exact interconversion rates. We find that even for relatively small system sizes, the second-order asymptotic expansion gives a remarkably good approximation to the optimal interconversion rates, especially when compared to the first-order asymptotics.

### 6.4.2 Discussion and applications

Although general state interconversion may seem to be a rather abstract problem, we will now show how the formalism can be applied to study more familiar thermodynamic scenarios. Since asymptotic conversion rates allow for reversible interconversion cycles and the results presented in the previous section describe finite-size corrections to these rates, our considerations will mainly revolve around irreversibility. We will first quantify it directly, by calculating the rate at which $n$ copies of a system can be transformed from initial state $\rho$, through $\sigma$, and back to $\rho$. We will then discuss the gap
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between work of formation and distillable work that opens when one processes finite number $n$ of systems. Finally, we will apply our results to study the performance of heat engines operating with finite-size working bodies.

## Finite-size reversibility

We start by considering the following thermodynamic process

$$
\begin{equation*}
\rho^{\otimes n} \rightarrow \sigma^{\otimes R n} \rightarrow \rho^{\otimes R^{\prime} R n} \tag{6.54}
\end{equation*}
$$

with optimal interconversion rates given by

$$
\begin{equation*}
R=R_{\beta}^{*}\left(n, \epsilon_{1} ; \boldsymbol{p}, \boldsymbol{q}\right), \quad R^{\prime}=R_{\beta}^{*}\left(R n, \epsilon_{2} ; \boldsymbol{q}, \boldsymbol{p}\right), \tag{6.55}
\end{equation*}
$$

where $\rho$ and $\sigma$ commute with the Hamiltonian and their eigenvalues are given by $\boldsymbol{p}$ and $\boldsymbol{q}$, respectively. Without the second-order asymptotic corrections derived in this work, the reversibility rate $R_{r}^{*}:=R R^{\prime}$ is equal to 1, and Eq. (6.54) describes a perfect cyclic process illustrated in Fig. 6.5a. However, including finite-size corrections, from Eq. (6.52a) we get

$$
R_{r}^{*} \simeq\left(1+\sqrt{\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma})}{n D(\boldsymbol{p} \| \boldsymbol{\gamma})^{2}}} Z_{1 / \nu}^{-1}\left(\epsilon_{1}\right)\right) \times\left(1+\sqrt{\frac{V(\boldsymbol{q} \| \boldsymbol{\gamma})}{R n D(\boldsymbol{q} \| \boldsymbol{\gamma})^{2}}} Z_{\nu}^{-1}\left(\epsilon_{2}\right)\right),
$$

with the irreversibility parameter $\nu$ given by Eq. (6.53). Now, using the duality of Rayleigh-normal distribution, Eq. (6.45), and ignoring the terms of order $o(1 / \sqrt{n})$ we obtain

$$
\begin{equation*}
R_{r}^{*} \simeq 1+\sqrt{\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma})}{n D(\boldsymbol{p} \| \boldsymbol{\gamma})^{2}}}\left(Z_{1 / \nu}^{-1}\left(\epsilon_{1}\right)+Z_{1 / \nu}^{-1}\left(\epsilon_{2}\right)\right) \tag{6.56}
\end{equation*}
$$

The error is accumulated during both transformations appearing in Eq. (6.54). However, since the infidelity $\delta$ is not a metric, we cannot simply add the errors. Instead, we note that $\sqrt{\delta}$ is a metric, and so it satisfies the triangle inequality. Thus, the total error $\epsilon$, i.e., the infidelity between the final state and the target state $\rho^{\otimes R_{r}^{*} n}$, satisfies $\sqrt{\epsilon} \leq \sqrt{\epsilon_{1}}+\sqrt{\epsilon_{2}}$. Actually, for $\epsilon_{1}+\epsilon_{2}<1$, one can obtain a tighter upper bound [6.49],

$$
\begin{equation*}
\epsilon \leq\left(\sqrt{\epsilon_{1}\left(1-\epsilon_{2}\right)}+\sqrt{\epsilon_{2}\left(1-\epsilon_{1}\right)}\right)^{2} . \tag{6.57}
\end{equation*}
$$

Let us now introduce a threshold amount of infidelity,

$$
\begin{equation*}
\epsilon_{0}:=Z_{1 / \nu}(0)=Z_{\nu}(0), \tag{6.58}
\end{equation*}
$$

where the equality comes from duality of Rayleigh-normal distribution. Note that, if $\nu=1$, resulting in $\epsilon_{0}=0$, then for any finite error one can eventually achieve $R_{r}^{*}>1$, and a perfect transformation with $R_{r}^{*}=1$ and arbitrarily small error can be achieved. Thus, pairs of states satisfying $\nu=1$ are reversibly interconvertible up to second-order asymptotic corrections, analogously to a recent result in entanglement theory [6.39]. The use of such states in thermodynamic transformations is favourable, as it minimises the dissipation of free energy to the environment.

We will now show that the irreversibility parameter $\nu$ quantifies the incompatibility of two states (in that transformation from one state to the other leads to irreversibility) also beyond the special $\nu=1$ case. Consider a process in which one requires that the number of systems $n$ stays constant at all times. In other words, we require $R=R^{\prime}=1$, which implies

$$
\begin{equation*}
\epsilon_{1}=\epsilon_{2}=\epsilon_{0} . \tag{6.59}
\end{equation*}
$$

Now, since $Z_{\nu}(0) \leq 1 / 2$, with equality achieved only for $\nu=0$ and $\nu \rightarrow \infty$, the error rates satisfy Eq. (6.57) and the total error $\epsilon$ can be bounded by

$$
\begin{equation*}
\epsilon \leq 4 \epsilon_{0}\left(1-\epsilon_{0}\right)=4 Z_{\nu}(0)\left(1-Z_{\nu}(0)\right) . \tag{6.60}
\end{equation*}
$$

We present the above bound as a function of $\nu$ in Fig. 6.6a. We see that the closer $\nu$ is to 1 , the less error will be induced while performing a thermodynamic transformation $\rho^{\otimes n} \rightarrow \sigma^{\otimes n} \rightarrow \rho^{\otimes n}$ or, in other words, the more reversible the process will be.
(a)

(b)


Figure 6.5: Finite-size irreversibility. (a) In the asymptotic limit, $n \rightarrow \infty$, the optimal conversion rate from $\rho$ to $\sigma$ is equal to the inverse of the conversion rate from $\sigma$ to $\rho$. Therefore, reversible cycles can be performed. (b) In general, finite $n$ corrections to conversion rates for near-perfect interconversion are negative, leading to irreversibility with $R^{\prime} R<1$.

## Distillable work and work of formation gap

One particularly important consequence of irreversibility is the difference between distillable work and work of formation [6.11]. These quantify the amount of thermodynamically relevant resources that can be distilled from, or are needed to form, a given state. Similarly to the resource theory of entanglement, where Bell states act as standard units of entanglement resource [6.4], also within the resource theory of thermodynamics there are states acting as "gold standards" for measuring the amount of resources present in a state. These are given by pure energy eigenstates which, having zero entropy, have a clear energetic interpretation. The transformation requiring a change of an ancillary battery state $|w\rangle$, with energy $w$, into a state $|0\rangle$, with zero energy, is thus interpreted as performing work $w$; and

## CHAPTER 6: BEYOND THE THERMODYNAMIC LIMIT

a transformation allowing for an opposite change corresponds to extracting work $w$. Hence, in order to assess the thermodynamic resourcefulness of $n$ copies of a given energy-incoherent state, $\rho^{\otimes n}$, we will now investigate how much the energy of a pure battery system has to decrease per copy of $\rho$ to construct $\rho^{\otimes n}$, and how much can it increase per copy of $\rho$ while transforming $\rho^{\otimes n}$ to a thermal state?



Figure 6.6: Bounds on the infidelity of thermodynamic transformations. All plots are symmetric under $\nu \rightarrow 1 / \nu$ transformation. (a) The upper bound on the total error accumulated in a cyclic process $\rho^{\otimes n} \rightarrow \sigma^{\otimes n} \rightarrow \rho^{\otimes n}$ as a function of irreversibility parameter $\nu$. (b) Infidelity generated by a heat engine working at the Carnot efficiency during a process that heats up the finite working body from $T_{\mathrm{c}}$ to $T_{\mathrm{c}^{\prime}}$ as a function of irreversibility parameter $\nu$ (that depends on both $T_{\mathrm{c}}$ and $T_{\mathrm{c}^{\prime}}$, as well as on the hot bath temperature through Eq. (6.53)). The optimal achievable infidelity during the process is plotted in solid line, while the bound on the infidelity generated during a continuous process (when the finite working body evolves through thermal states at all intermediate temperatures) is plotted in dashed line.

More formally, to calculate work of distillation $W_{D}$ we want to find the maximal value $w$ allowing for the thermodynamic transformation

$$
\begin{equation*}
(\rho \otimes|0\rangle\langle 0|)^{\otimes n} \rightarrow(\gamma \otimes|w\rangle\langle w|)^{\otimes n} \tag{6.61}
\end{equation*}
$$

where the second subsystem is a battery described by a Hamiltonian $H_{B}=0|0\rangle\langle 0|+w|w\rangle\langle w|$. Similarly, to calculate work of formation $W_{F}$ we want to find the minimal value $w$ allowing for the thermodynamic transformation

$$
\begin{equation*}
(\gamma \otimes|w\rangle\langle w|)^{\otimes n} \rightarrow(\rho \otimes|0\rangle\langle 0|)^{\otimes n} \tag{6.62}
\end{equation*}
$$

Using Theorem 6.3 we can obtain the optimal rate for transformation described by Eq. (6.61) as a function of $w$, set it to 1 and solve for $w$, thus arriving at the approximate expression for the work of distillation:

$$
\begin{equation*}
W_{D} \approx k_{B} T\left(D(\boldsymbol{p} \| \gamma)+\sqrt{\frac{V(\boldsymbol{p} \| \gamma)}{n}} \Phi^{-1}(\epsilon)\right) \tag{6.63}
\end{equation*}
$$

with $\boldsymbol{p}$ denoting the eigenvalues of $\rho$ and $\Phi^{-1}$ being the inverse of the normal Gaussian distribution. One can obtain the expression for the work of formation in an analogous way, this time looking for the optimal rate for transformation given in Eq. (6.62), resulting in

$$
\begin{equation*}
W_{F} \approx k_{B} T\left(D(\boldsymbol{p} \| \boldsymbol{\gamma})-\sqrt{\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma})}{n}} \Phi^{-1}(\epsilon)\right) . \tag{6.64}
\end{equation*}
$$



Figure 6.7: Distillable work and work of formation gap. The behaviour of distillable work $W_{D}$ and work of formation $W_{F}$ varies in different regimes. In single-shot scenarios they are proportional to min- and max-relative entropies [6.11]. In the intermediate regime of large but finite $n$ studied in this work, the values of $W_{D}$ and $W_{F}$ lie symmetrically around the value achieved in the asymptotic limit, where $W_{D}$ and $W_{F}$ coincide and are equal to the non-equilibrium generalisation of free energy. Note that the $y$ axis above is in the units of $k_{B} T$.

First of all, let us briefly comment on the effect that imperfect transformations (characterised by infidelity $\epsilon$ ) have on the interpretation of distillable work and work of formation derived above. In the case of distillable work the non-zero infidelity means that the final battery state may differ from the pure state $|w\rangle\left\langle\left. w\right|^{\otimes n}\right.$, so one may actually distil less than $W_{D}$ work per particle. Similarly, for the work of formation the final state of the battery may differ from the pure state $|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$, so one may actually use more than $W_{F}$ work per particle (by using the purity of the battery). To overcome such problems, one may employ the idea of $\epsilon$-deterministic work extraction [6.50] in the following way. After the distillation process (the argument for the formation process is analogous) one can simply measure the battery in its energy eigenbasis. With probability larger or equal to $1-\epsilon$ the battery state will collapse on $|w\rangle\left\langle\left. w\right|^{\otimes n}\right.$ (and so $n \cdot W_{D}$ work will be distilled), and with probability $\epsilon$ the work gain will differ from the derived value. Additionally, one has to take into account the thermodynamic cost of measuring the battery (erasing memory), proportional to the binary entropy of $\epsilon$ (note however that this cost is constant and so the cost per particle vanishes as $1 / n$ ). Crucially, by choosing $\epsilon$ to be arbitrarily small, one can approach deterministic work distillation arbitrarily well, i.e., distil $n \cdot W_{D}$ work with probability arbitrarily close to 1 .

Secondly, let us note that with the second-order asymptotic correction $W_{D}$ and $W_{F}$ lie symmetrically around the asymptotic value $W=k_{B} T \cdot D(\boldsymbol{p} \| \boldsymbol{\gamma})$,

$$
\begin{equation*}
W_{D} \approx W-\Delta W, \quad W_{F} \approx W+\Delta W \tag{6.65}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta W:=-k_{B} T \cdot \sqrt{\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma})}{n}} \Phi^{-1}(\epsilon) . \tag{6.66}
\end{equation*}
$$

Notice that the above correction term is positive for small values of infidelity $\epsilon$, so that the resource cost of near-perfect formation of a state is always larger than the amount of resources than can be distilled from it. This symmetric gap that opens for finite $n$ is illustrated in Fig. 6.7, where we also compare it with the values of $W_{D}$ and $W_{F}$ for the single-shot scenario $n=1$ (where $W_{D}$ and $W_{F}$ generally lie asymmetrically around the asymptotic value $W$ ).

Furthermore, our second-order correction for distillable work exactly coincides with the one derived in Ref. [6.50] within an alternative thermodynamic framework, where state transformations are modelled by a sequence of energy level transformations (changes of Hamiltonian eigenvalues interpreted as performing/extracting work) and full thermalisations (replacing a state with the thermal state), rather than by thermal operations. This might have been expected, as the authors of Ref. [6.51] (and more recently of Ref. [6.52]) showed that any transformation between energy-incoherent states which can be achieved via a thermal operation, can also be achieved by a sequence of level transformations and partial level thermalisations.

Finally, let us analyse the special case when the state under scrutiny is itself a thermal equilibrium state $\boldsymbol{\gamma}^{\prime}$, at some temperature $T^{\prime}$ different from the background temperature $T$. In the asymptotic limit $n \rightarrow \infty$, both distillable work $W_{D}$ and work of formation $W_{F}$ coincide with the standard thermodynamic result: the maximal (minimal) amount of work that can be extracted (needs to be invested) while changing the temperature of the system from $T^{\prime}$ to $T$ (from $T$ to $T^{\prime}$ ) is given by its free energy change. However, we also obtain the second-order asymptotic correction to $W_{D}$ and $W_{F}$, given by

$$
\begin{equation*}
\Delta W=-\left|T-T^{\prime}\right| \sqrt{\frac{k_{B} c_{T^{\prime}}}{n}} \Phi^{-1}(\epsilon) \tag{6.67}
\end{equation*}
$$

where we have used Eq. (6.29) to relate the relative entropy variance with $c_{T^{\prime}}$, the heat capacity of the system at temperature $T^{\prime}$. In order to interpret this correction term, we first note that standard thermodynamic results apply when fluctuations of energy are much smaller than the average energy of the system. Now, to quantify the relative strength of fluctuations, we introduce a fluctuation parameter $f$ as a ratio of the total energy variation and the total energy itself,

$$
\begin{equation*}
f:=\frac{\sqrt{n \operatorname{Var}_{\gamma^{\prime}}(E)}}{n\langle E\rangle_{\gamma^{\prime}}}=\sqrt{\frac{k_{B} c_{T^{\prime}}}{n}} \cdot \frac{T^{\prime}}{\langle E\rangle_{\gamma^{\prime}}} . \tag{6.68}
\end{equation*}
$$

We then see that the correction term $\Delta W$ can be expressed as

$$
\begin{equation*}
\Delta W=-f w \Phi^{-1}(\epsilon), \quad w:=\langle E\rangle_{\gamma^{\prime}}\left|1-\frac{T}{T^{\prime}}\right| \tag{6.69}
\end{equation*}
$$

so that $\Delta W$ is directly related to the relative strength of fluctuations $f$, and disappears when the standard thermodynamic assumption, $f=0$, holds. Note that $\Phi^{-1}(\epsilon)$ is negative for $\epsilon<1 / 2$. Moreover, $w$ is the amount of work performed by an engine operating at Carnot efficiency between two heat baths at temperatures $T$ and $T^{\prime}$, when the amount of heat equal to $\langle E\rangle_{\gamma^{\prime}}$ flows in to, or out of, the bath at temperature $T^{\prime}$ (the former for $T>T^{\prime}$, the latter for $T^{\prime}>T$ ).

## Corrections to efficiency of heat engines

One of the consequences of studying thermodynamics in the quantum regime is that it may not always be plausible to assume that working bodies and thermal reservoirs are infinite. Thus, recent studies focused on the effects finite-size baths have on standard thermodynamic results like fluctuation theorems [6.53], Landauer's principle [6.54], second [6.55] and third law of thermodynamics [6.56]. Moreover, the performance of heat engines operating between finite-size baths was investigated in Refs. [6.57, 6.58] (by directly focusing on the behaviour of thermodynamic quantities and not on the interconversion problem) and Ref. [6.59] (where the main focus was on the energetic structure of the finite bath and not on its size). Here, we will show how our results can be employed to investigate the performance of heat engines with finite working bodies, by studying the appropriately chosen interconversion problem. As we will discuss systems in equilibrium at different temperatures, we will indicate the (inverse) temperature in the subscript. More precisely, a system at temperature $T_{\mathrm{x}}$ (at inverse temperature $\beta_{\mathrm{x}}$ ) will be denoted by $\gamma_{\mathrm{x}}$, and the corresponding partition function by $\mathcal{Z}_{\mathrm{x}}$. Also, note that equilibrium states are diagonal in the energy eigenbasis, so our results are applicable.

We consider two infinite baths at temperatures $T_{\mathrm{h}}>T_{\mathrm{c}}$, and a finite working body composed of $n$ particles initially at a cold temperature $T_{\mathrm{c}}$ (analogous considerations hold for the initial temperature being $T_{\mathrm{h}}$ ). As in the previous subsection, we also include a battery system comprised of $n$ two-level systems, each described by Hamiltonian $H_{B}=w|w\rangle\langle w|$, initially in a zero energy eigenstate $|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$. We now couple the working body at temperature $T_{\mathrm{c}}$ and the battery to the hot bath, allowing us to perform a thermal operation with respect to temperature $T_{\mathrm{h}}$. In particular, we consider the following transformation

$$
\begin{equation*}
\left(\gamma_{\mathrm{c}} \otimes|0\rangle\langle 0|\right)^{\otimes n} \rightarrow\left(\gamma_{\mathrm{c}^{\prime}} \otimes|w\rangle\langle w|\right)^{\otimes n} . \tag{6.70}
\end{equation*}
$$

This transformation can be understood as a result of heat $Q_{\text {in }}$ flowing from the hotter background bath into an engine; part of it, $Q_{\text {out }}$, then heats up the working body composed of $n$ particles from $T_{\mathrm{c}}$ to $T_{\mathrm{c}^{\prime}}$, while the remaining energy is used to perform work $n \cdot w$ on $n$ particles comprising the battery. We schematically present this thermodynamic process in Fig. 6.8.

The heat $Q_{\text {out }}$ flowing into the working body is given by the change of energy,

$$
\begin{equation*}
Q_{\mathrm{out}}=n \Delta E, \tag{6.71}
\end{equation*}
$$

while the optimal amount of performed work $W=n \cdot w$ can be calculated similarly as in the previous subsection (by setting the rate from Eq. (6.52a) for the transformation given by Eq. (6.70) to 1 and solving for $w$ ), yielding

$$
\begin{equation*}
w \approx k_{B} T_{\mathrm{h}}\left(\Delta D+\sqrt{\frac{V\left(\gamma_{\mathrm{c}} \| \gamma_{\mathrm{h}}\right)}{n}} Z_{1 / \nu}^{-1}(\epsilon)\right) \tag{6.72}
\end{equation*}
$$

where we have introduced the following shorthand notation

$$
\begin{align*}
& \Delta E:=\langle E\rangle_{\gamma_{c^{\prime}}}-\langle E\rangle_{\gamma_{\mathrm{c}}}  \tag{6.73a}\\
& \Delta D:=D\left(\gamma_{\mathrm{c}} \| \gamma_{\mathrm{h}}\right)-D\left(\boldsymbol{\gamma}_{\mathrm{c}^{\prime}} \| \gamma_{\mathrm{h}}\right), \tag{6.73b}
\end{align*}
$$

and $\nu=V\left(\gamma_{\mathrm{c}} \| \gamma_{\mathrm{h}}\right) / V\left(\gamma_{\mathrm{c}^{\prime}} \| \gamma_{\mathrm{h}}\right)$. Now, using energy conservation,

$$
\begin{equation*}
Q_{\text {in }}=Q_{\text {out }}+W, \tag{6.74}
\end{equation*}
$$



Figure 6.8: Performance of a heat engine as an interconversion problem. (a) The transformation of the working body (initially at cold temperature $T_{\mathrm{c}}$ ) and the battery (initially in the ground state), $\left(\gamma_{\mathrm{c}} \otimes|0\rangle\langle 0|\right)^{\otimes n}$, can be seen as heat flowing in and out of the engine that performs work on the battery. (b) As a result of such interconversion, i.e., the heat engine performance, the finite working body ends up at the intermediate temperature $T_{\mathrm{c}^{\prime}}$, while the battery gets transformed to an excited state $|w\rangle\left\langle\left. w\right|^{\otimes n}\right.$.
we can calculate the efficiency of the considered process to be

$$
\begin{equation*}
\eta=\frac{W}{Q_{\mathrm{in}}}=\left(1+\frac{Q_{\mathrm{out}}}{W}\right)^{-1}, \tag{6.75}
\end{equation*}
$$

with $Q_{\text {out }}$ and $W$ given by Eqs. (6.71) and (6.72), respectively.
In order to interpret the obtained expression let us first analyse the limiting case. Ignoring the second-order asymptotic correction (sending $n \rightarrow \infty$ ), the extracted work is just equal to the change of the free energy of the working body. In Appendix 6.A we show that this is exactly the amount of work that would be extracted by an engine operating at Carnot efficiency,

$$
\begin{equation*}
\eta_{\mathrm{C}}\left(T_{\mathrm{x}}\right):=1-\frac{T_{\mathrm{x}}}{T_{\mathrm{h}}}, \tag{6.76}
\end{equation*}
$$

between an infinite bath at fixed temperature $T_{\mathrm{h}}$ and a colder finite bath that heats up during the process from $T_{\mathrm{x}}=T_{\mathrm{c}}$ to $T_{\mathrm{x}}=T_{\mathrm{c}^{\prime}}$. In other words, without the $1 / \sqrt{n}$ correction we obtain an integrated Carnot efficiency $\eta_{\mathrm{C}}^{\mathrm{int}}$ that arises from an instantaneous Carnot efficiency $\eta_{\mathrm{C}}$ at all times,

$$
\begin{equation*}
\eta_{\mathrm{C}}^{\mathrm{int}}\left(T_{\mathrm{c}} \rightarrow T_{\mathrm{c}^{\prime}}\right)=\left(1+\frac{\Delta E}{k_{B} T_{\mathrm{h}} \Delta D}\right)^{-1} \tag{6.77}
\end{equation*}
$$

The relation becomes even more evident when we consider the limit $\Delta T \rightarrow 0$. Then

$$
\begin{align*}
& \Delta E \xrightarrow{\Delta T \rightarrow 0} c_{T_{\mathrm{c}}} \Delta T,  \tag{6.78a}\\
& \Delta D \xrightarrow{\Delta T \rightarrow 0} c_{T_{\mathrm{c}}} \Delta T\left(\frac{1}{k_{B} T_{\mathrm{c}}}-\frac{1}{k_{B} T_{\mathrm{h}}}\right), \tag{6.78b}
\end{align*}
$$

with $c_{T_{\mathrm{c}}}$ denoting the heat capacity of the system at temperature $T_{\mathrm{c}}$, and so

$$
\begin{equation*}
\eta_{\mathrm{C}}^{\mathrm{int}}\left(T_{\mathrm{c}} \rightarrow T_{\mathrm{c}^{\prime}}\right) \xrightarrow{\Delta T \rightarrow 0} \eta_{\mathrm{C}}\left(T_{\mathrm{c}}\right) . \tag{6.79}
\end{equation*}
$$

Now, the finite-size correction leads to a modified expression for integrated efficiency, given by

$$
\begin{equation*}
\eta^{\mathrm{int}} \approx \eta_{\mathrm{C}}^{\mathrm{int}}+\frac{k_{B}\left(T_{\mathrm{h}}-T_{\mathrm{c}}\right) \Delta E}{\left(k_{B} T_{\mathrm{h}} \Delta D+\Delta E\right)^{2}} \sqrt{\frac{c_{T_{\mathrm{c}}}}{n k_{B}}} Z_{1 / \nu}^{-1}(\epsilon) \tag{6.80}
\end{equation*}
$$

where we have used Eq. (6.29) again to relate the relative entropy variance with the heat capacity of the system. We first note that there exists a threshold amount of infidelity $\epsilon_{0}$, given by Eq. (6.58), below which the correction term is negative. Since the infidelity between final and target states can be interpreted as performing imperfect work, near-perfect work can be performed only with efficiency strictly smaller than $\eta_{\mathrm{C}}^{\text {int }}$. On the other hand, accepting infidelity $\epsilon \geq \epsilon_{0}$ allows one to achieve and even go beyond the integrated efficiency corresponding to instantaneous Carnot efficiency. This is in accordance with a recent result showing that the Carnot efficiency can be surpassed by extracting imperfect work [6.40].

As in the asymptotic limit, we also want to investigate the instantaneous efficiency, when $T_{\mathrm{c}^{\prime}}$ is very close to $T_{\mathrm{c}}$. In particular, we will focus on the quality of performed work when the engine works at instantaneous Carnot efficiency. We thus require that the error $\Delta \epsilon$ accumulated during an infinitesimal step that changes the temperature by $\Delta T \rightarrow 0$ is equal to the threshold error $\epsilon_{0}$. Since then the correction term vanishes, we have $\eta^{\mathrm{int}} \approx \eta_{\mathrm{C}}^{\mathrm{int}}$ and we know that for small $\Delta T$ this yields $\eta_{\mathrm{C}}$. Because the two considered thermal states are close, $\nu$ is close to unity, and as such the infidelity of the process can be expanded as

$$
\begin{equation*}
\Delta \epsilon=Z_{\nu}(0)=Z_{1+\Delta \nu}(0) \approx \alpha \Delta \nu^{2} \tag{6.81}
\end{equation*}
$$

where $\alpha \approx 0.0545$ can be numerically evaluated. The expansion of $\Delta \nu$ in terms of $\Delta T$ is given by

$$
\begin{equation*}
\Delta \nu \approx g\left(T_{\mathrm{c}}\right) \Delta T \tag{6.82}
\end{equation*}
$$

with

$$
\begin{equation*}
g\left(T_{\mathrm{c}}\right):=\left.\frac{\mathrm{d}}{\mathrm{~d} T_{\mathrm{x}}}\left[\log V\left(\boldsymbol{\gamma}_{\mathrm{x}} \| \boldsymbol{\gamma}_{\mathrm{h}}\right)\right]\right|_{T_{\mathrm{x}}=T_{\mathrm{c}}} \tag{6.83}
\end{equation*}
$$

As discussed in Section 6.4.2, it is not infidelity, but its square root that satisfies the triangle inequality. We thus have that the instantaneous rate of accumulating square root infidelity is given by

$$
\begin{equation*}
\frac{\mathrm{d} \sqrt{\epsilon}}{\mathrm{~d} T_{\mathrm{x}}} \approx \sqrt{\alpha}\left|g\left(T_{\mathrm{x}}\right)\right| \tag{6.84}
\end{equation*}
$$

and so one can achieve the instantaneous Carnot efficiency by paying the price of an instantaneous rate of accumulating error. This can be then translated into the bound on the total accumulated error in the following way

$$
\begin{equation*}
\epsilon \leq\left(\int_{T_{\mathrm{c}}}^{T_{\mathrm{c}^{\prime}}} \frac{\mathrm{d} \sqrt{\epsilon}}{\mathrm{~d} T_{\mathrm{x}}} \mathrm{~d} T_{\mathrm{x}}\right)^{2}=\alpha\left(\int_{T_{\mathrm{c}}}^{T_{\mathrm{c}^{\prime}}}\left|g\left(T_{\mathrm{x}}\right)\right| \mathrm{d} T_{\mathrm{x}}\right)^{2} \tag{6.85}
\end{equation*}
$$

It is straightforward to show that this upper bound is larger than $\alpha \log ^{2} \nu$, which in turn is larger than $Z_{\nu}(0)$. This shows that the error accumulated in a continuous process (with the working body continuously passing through all intermediate temperatures) is in general larger than that of an optimal "one-step" process. We illustrate this in Fig. 6.6b.

Finally, let us comment on a special case when $\nu=1$. For initial and target states being thermal equilibrium states at distinct temperatures (and different from background temperature $T_{\mathrm{h}}$ ), the value of $\nu$ depends on the Hamiltonian of the investigated system. If it happens that for a given Hamiltonian there exist $T_{\mathrm{x}}$ and $T_{\mathrm{x}^{\prime}}$ such that $\nu=1$, then it is possible to achieve perfect work extraction at integrated Carnot efficiency $\eta_{\mathrm{C}}^{\mathrm{int}}\left(T_{\mathrm{x}} \rightarrow T_{\mathrm{x}^{\prime}}\right)$. Interestingly, for any Hamiltonian there always exist such pairs of temperatures. To see this note that for both $T_{\mathrm{x}}=0$ and $T_{\mathrm{x}}=T_{\mathrm{h}}$ the relative entropy variance vanishes, $V\left(\gamma_{\mathrm{x}} \| \gamma_{\mathrm{h}}\right)=0$. Since it is a continuous function of temperature, we get that for any $T_{\mathrm{x}}$ in the interval $\left(0, T_{\mathrm{h}}\right)$ there exists at least one other temperature $T_{\mathrm{x}^{\prime}}$ such that $V\left(\gamma_{\mathrm{x}} \| \gamma_{\mathrm{h}}\right)=V\left(\gamma_{\mathrm{x}^{\prime}} \| \gamma_{\mathrm{h}}\right)$, resulting in $\nu=1$. This shows that by appropriately choosing the temperatures between which the heat engine operates, one may decrease or even avoid irreversible losses.

### 6.5 Results on approximate majorisation

We now proceed to the presentation of a few technical lemmas that may be of independent interest. These concern relations between different notions of approximate majorisation and thermomajorisation introduced in Section 6.3.3. We first need the following auxiliary result.
Lemma 6.4. For fixed probability vectors $\boldsymbol{p}$ and $\boldsymbol{q}$ denote by $\tilde{\boldsymbol{p}}$ any distribution that majorises $\boldsymbol{q}$, and by $\tilde{\boldsymbol{q}}$ any distribution that is majorised by $\boldsymbol{p}$. Then the maximum fidelity between $\tilde{\boldsymbol{p}}$ and $\boldsymbol{p}$ over all such $\tilde{\boldsymbol{p}}$ is equal to the maximum fidelity between $\boldsymbol{q}$ and $\tilde{\boldsymbol{q}}$ over all such $\tilde{\boldsymbol{q}}$, i.e.,

$$
\begin{equation*}
\max _{\tilde{\boldsymbol{p}}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}} F(\boldsymbol{p}, \tilde{\boldsymbol{p}})=\max _{\tilde{\boldsymbol{q}}: \boldsymbol{p} \succ \tilde{\boldsymbol{q}}} F(\boldsymbol{q}, \tilde{\boldsymbol{q}}) . \tag{6.86}
\end{equation*}
$$

The proof of the above lemma is based on the results first derived in Ref. [6.48] and can be found in Appendix 6.B. Moreover, the proof includes an explicit construction of the state $\tilde{\boldsymbol{p}}^{\star}$ maximising the left hand side of Eq. (6.86), so that one can calculate the value of optimal achievable fidelities appearing in Lemma 6.4.

Now we can prove the following crucial result concerning pre- and post-majorisation, i.e., approximate thermomajorisation for $\beta=0$.

Lemma 6.5. Pre- and post-majorisation are equivalent, i.e., $\boldsymbol{p}_{\epsilon} \succ \boldsymbol{q}$ if and only if $\boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$.
Proof. First, assume that $\boldsymbol{p}_{\epsilon} \succ \boldsymbol{q}$. This means that there exists $\tilde{\boldsymbol{p}}$ such that $\tilde{\boldsymbol{p}} \succ \boldsymbol{q}$ and $\delta(\boldsymbol{p}, \tilde{\boldsymbol{p}}) \leq \epsilon$. By Theorem 6.2 this implies that there exists a bistochastic $\Lambda^{0}$ such that $\Lambda^{0} \tilde{\boldsymbol{p}}=\boldsymbol{q}$. Let $\tilde{\boldsymbol{q}}:=\Lambda^{0} \boldsymbol{p}$, so that $\boldsymbol{p} \succ \tilde{\boldsymbol{q}}$. Using the fact that fidelity is non-decreasing under stochastic maps, we then have

$$
\begin{equation*}
\delta(\boldsymbol{q}, \tilde{\boldsymbol{q}})=\delta\left(\Lambda^{0} \tilde{\boldsymbol{p}}, \Lambda^{0} \boldsymbol{p}\right) \leq \delta(\tilde{\boldsymbol{p}}, \boldsymbol{p}) \leq \epsilon \tag{6.87}
\end{equation*}
$$

which means that $\boldsymbol{p}_{\epsilon} \succ \boldsymbol{q} \Longrightarrow \boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$.
Now, assume that $\boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$. This means that there exists $\tilde{\boldsymbol{q}}$ such that $\boldsymbol{p} \succ \tilde{\boldsymbol{q}}$ and $\delta(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq \epsilon$. Let

$$
\begin{equation*}
\tilde{\boldsymbol{p}}^{\star}:=\underset{\tilde{p}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}}{\arg \max } F(\boldsymbol{p}, \tilde{\boldsymbol{p}}) . \tag{6.88}
\end{equation*}
$$

By definition $\tilde{\boldsymbol{p}}^{\star} \succ \boldsymbol{q}$ and, by Lemma 6.4, we have

$$
\begin{equation*}
F\left(\boldsymbol{p}, \tilde{\boldsymbol{p}}^{\star}\right)=\max _{\boldsymbol{q}^{\prime}: \boldsymbol{p} \succ \boldsymbol{q}^{\prime}} F\left(\boldsymbol{q}, \boldsymbol{q}^{\prime}\right) \geq F(\boldsymbol{q}, \tilde{\boldsymbol{q}}), \tag{6.89}
\end{equation*}
$$

so that $\delta\left(\boldsymbol{p}, \tilde{\boldsymbol{p}}^{\star}\right) \leq \epsilon$. Thus $\boldsymbol{p}_{\epsilon} \succ \boldsymbol{q} \Longleftarrow \boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$.
The next lemma links post-majorisation of embedded vectors with post-thermomajorisation for $\beta \neq 0$.

Lemma 6.6. Post-majorisation between embedded vectors is equivalent to post-thermomajorisation between the original vectors, i.e.,

$$
\begin{equation*}
\hat{\boldsymbol{p}} \succ_{\epsilon} \hat{\boldsymbol{q}} \quad \Longleftrightarrow \quad \boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q} \tag{6.90}
\end{equation*}
$$

Proof. First, assume $\hat{\boldsymbol{p}} \succ_{\epsilon} \hat{\boldsymbol{q}}$. This means that there exists a bistochastic matrix $\Lambda^{0}$ such that $\Lambda^{0} \hat{\boldsymbol{p}}=\tilde{\tilde{\boldsymbol{q}}}$ with $\delta(\hat{\boldsymbol{q}}, \tilde{\tilde{\boldsymbol{q}}}) \leq \epsilon$. This, in turn, means that

$$
\begin{equation*}
\Lambda^{\beta} \boldsymbol{p}=\Gamma^{-1} \tilde{\hat{\boldsymbol{q}}}, \tag{6.91}
\end{equation*}
$$

with $\Lambda^{\beta}=\Gamma^{-1} \Lambda^{0} \Gamma$ being a Gibbs-preserving matrix and $\Gamma$ a shorthand notation of the embedding map $\Gamma^{\beta}$. We thus conclude that $\boldsymbol{p} \succ^{\beta} \Gamma^{-1} \tilde{\tilde{\boldsymbol{q}}}$. It remains to show that $\delta\left(\boldsymbol{q}, \Gamma^{-1} \tilde{\hat{\boldsymbol{q}}}\right) \leq \epsilon$. To achieve this we use the facts that embedding is fidelity-preserving, $\Gamma \Gamma^{-1}$ is bistochastic and fidelity is non-decreasing under stochastic maps, so that

$$
\begin{align*}
F\left(\boldsymbol{q}, \Gamma^{-1} \tilde{\tilde{\boldsymbol{q}}}\right) & =F\left(\Gamma^{-1} \hat{\boldsymbol{q}}, \Gamma^{-1} \tilde{\tilde{\boldsymbol{q}}}\right) \\
& =F\left(\Gamma \Gamma^{-1} \hat{\boldsymbol{q}}, \Gamma \Gamma^{-1} \tilde{\tilde{\boldsymbol{q}}}\right) \geq F(\hat{\boldsymbol{q}}, \tilde{\tilde{\boldsymbol{q}}}) . \tag{6.92}
\end{align*}
$$

Therefore $\delta\left(\boldsymbol{q}, \Gamma^{-1} \tilde{\hat{\boldsymbol{q}}}\right) \leq \epsilon$, which results in $\boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q}$.
Now, assume that $\boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q}$. This means that there exists a Gibbs-preserving matrix $\Lambda^{\beta}$ such that $\Lambda^{\beta} \boldsymbol{p}=\tilde{\boldsymbol{q}}$ with $\delta(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq \epsilon$. Through embedding this is equivalent to the existence of a bistochastic $\hat{\Lambda}^{\beta}$ such that $\hat{\Lambda}^{\beta} \hat{\boldsymbol{p}}=\hat{\tilde{\boldsymbol{q}}}$, resulting in $\hat{\boldsymbol{p}} \succ \hat{\tilde{\boldsymbol{q}}}$. It remains to show that $\delta(\hat{\boldsymbol{q}}, \hat{\tilde{\boldsymbol{q}}}) \leq \epsilon$. This, however, follows directly from the fact that the embedding map is fidelity-preserving, as $\delta(\hat{\boldsymbol{q}}, \hat{\tilde{\boldsymbol{q}}})=\delta(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq \epsilon$. We thus conclude that $\hat{\boldsymbol{p}} \succ_{\epsilon} \hat{\boldsymbol{q}}$.

The statement of Lemma 6.6 can be rephrased as

$$
\begin{equation*}
\exists \tilde{\tilde{\boldsymbol{q}}}: \hat{\boldsymbol{p}} \succ \tilde{\tilde{\boldsymbol{q}}}, \delta(\hat{\boldsymbol{q}}, \tilde{\tilde{\boldsymbol{q}}}) \leq \epsilon \quad \exists \tilde{\boldsymbol{q}}: \hat{\boldsymbol{p}} \succ \hat{\tilde{\boldsymbol{q}}}, \delta(\hat{\boldsymbol{q}}, \hat{\tilde{\boldsymbol{q}}}) \leq \epsilon, \tag{6.93}
\end{equation*}
$$

so that it can be interpreted as the fact that embedding (denoted by hat) and smoothing (denoted by tilde) commute when applied to the target state.

Finally, we present a result that links pre-majorisation of embedded vectors with pre-thermomajorisation for $\beta \neq 0$.

Lemma 6.7. Pre-majorisation between embedded vectors is implied by the pre-thermomajorisation between the original vectors, but it does not imply it, i.e.,

$$
\begin{array}{lll}
\hat{\boldsymbol{p}}_{\epsilon} \succ \hat{\boldsymbol{q}} & \Longleftarrow & \boldsymbol{p}_{\epsilon} \succ^{\beta} \boldsymbol{q}, \\
\hat{\boldsymbol{p}}_{\epsilon} \succ \hat{\boldsymbol{q}} & \nLeftarrow & \boldsymbol{p}_{\epsilon} \succ^{\beta} \boldsymbol{q} . \tag{6.94b}
\end{array}
$$



Figure 6.9: Relations between approximate pre- and post-thermomajorisation relations.

Proof. We first prove Eq. (6.94a). Assuming $\boldsymbol{p}_{\epsilon} \succ^{\beta} \boldsymbol{q}$ (and recalling that embedding is fidelity preserving) means that there exists $\hat{\tilde{\boldsymbol{p}}}$ majorising $\hat{\boldsymbol{q}}$ and satisfying $\delta(\hat{\boldsymbol{p}}, \hat{\tilde{\boldsymbol{p}}}) \leq \epsilon$. Then, by simply choosing $\tilde{\hat{\boldsymbol{p}}}=\hat{\tilde{\boldsymbol{p}}}$, we get $\tilde{\hat{\boldsymbol{p}}} \succ \hat{\boldsymbol{q}}$ and $\delta(\hat{\boldsymbol{p}}, \tilde{\hat{\boldsymbol{p}}}) \leq \epsilon$, so that $\hat{\boldsymbol{p}}_{\epsilon} \succ \hat{\boldsymbol{q}}$.

Now, in order to prove Eq. (6.94b) we will construct a particular counterexample. Consider the distributions

$$
\begin{equation*}
\boldsymbol{p}=[1,0], \quad \boldsymbol{q}=[1 / 2,1 / 2], \quad \boldsymbol{\gamma}=[3 / 4,1 / 4] . \tag{6.95}
\end{equation*}
$$

Their embedded versions are then given by

$$
\begin{equation*}
\hat{p}=[1 / 3,1 / 3,1 / 3,0], \quad \hat{q}=[1 / 6,1 / 6,1 / 6,1 / 2] . \tag{6.96}
\end{equation*}
$$

We note that $\tilde{\hat{\boldsymbol{p}}}=[1 / 2,1 / 4,1 / 4,0]$ majorises $\hat{\boldsymbol{q}}$ and that $\delta(\hat{\boldsymbol{p}}, \tilde{\hat{\boldsymbol{p}}})=(3-2 \sqrt{2}) / 6=: \epsilon_{0}$. Therefore, $\hat{\boldsymbol{p}}_{\epsilon_{0}} \succ \hat{\boldsymbol{q}}$. On the other hand, for a general two-dimensional distribution, $\tilde{\boldsymbol{p}}=[\tilde{p}, 1-\tilde{p}]$, we have $\delta(\boldsymbol{p}, \tilde{\boldsymbol{p}})=1-\tilde{p}$, and the smallest $\tilde{p}$ for which $\tilde{\boldsymbol{p}} \succ^{\beta} \boldsymbol{q}$ is equal to $1 / 2$. This means that the optimal $\epsilon_{1}$ for which $\tilde{\boldsymbol{p}}_{\epsilon_{1}} \succ^{\beta} \boldsymbol{q}$ holds is $\epsilon_{1}=1 / 2>\epsilon_{0}$. We thus conclude that $\hat{\boldsymbol{p}}_{\epsilon} \succ \hat{\boldsymbol{q}}$ does not imply $\boldsymbol{p}_{\epsilon} \succ^{\beta} \boldsymbol{q}$.

The results of this section are collectively presented in Fig. 6.9. We also would like to make a couple of remarks. First, using the equivalence between $\hat{\boldsymbol{p}} \succ_{\epsilon} \hat{\boldsymbol{q}}$ and $\boldsymbol{p} \succ_{\epsilon}^{\beta} \boldsymbol{q}$ one can, in principle, calculate the optimal fidelity (equivalently: minimal distance $\delta$ ) between the final and target state under thermodynamic interconversion. More precisely, given initial distribution $\boldsymbol{p}$ and final $\boldsymbol{q}$, the optimal fidelity $F(\boldsymbol{q}, \tilde{\boldsymbol{q}})$ among $\tilde{\boldsymbol{q}}$ that are thermomajorised by $\boldsymbol{p}$ is equal to the optimal fidelity $F(\hat{\boldsymbol{q}}, \tilde{\tilde{\boldsymbol{q}}})$ among $\tilde{\hat{\boldsymbol{q}}}$ that are majorised by $\hat{\boldsymbol{p}}$. This in turn, via Lemma 6.4, is equal to the optimal fidelity $F(\hat{\boldsymbol{p}}, \tilde{\hat{\boldsymbol{p}}})$ among $\tilde{\hat{\boldsymbol{p}}}$ that majorise $\hat{\boldsymbol{q}}$. But such an optimal state $\tilde{\hat{\boldsymbol{p}}}^{\star}$ is given by the explicit construction presented in Appendix 6.B, and thus we can directly calculate

$$
\begin{equation*}
\max _{\tilde{\boldsymbol{q}}: \boldsymbol{p} \succ^{\beta} \tilde{\boldsymbol{q}}} F(\boldsymbol{q}, \tilde{\boldsymbol{q}})=F\left(\hat{\boldsymbol{p}}, \hat{\tilde{\boldsymbol{p}}}^{\star}\right) . \tag{6.97}
\end{equation*}
$$

In Section 6.C we discuss applying these very concepts to numerically compare our approximations of the optimal conversion rate to the true optimum for small system sizes. We give examples of such numerics in Figures 6.4 and 6.10.

Second, we want to point out that Lemmas 6.5 through 6.7 still hold if one applies them to the concept of approximate thermomajorisation based on total variation distance, i.e., if one replaces $\delta(\boldsymbol{p}, \boldsymbol{q})$ with $\frac{1}{2}\|\boldsymbol{p}-\boldsymbol{q}\|$ in Definition 6.3. The required modifications of the proofs are rather straightforward (with the exception of Lemma 6.5 which requires some fiddling), and we discuss them in Appendix 6.D.


Figure 6.10: Comparison between the second-order approximation $R_{2}$ and exact thermal interconversion rates $R^{*}$ for small system sizes, converting from $\rho=\frac{7}{10}|0\rangle\langle 0|+\frac{3}{10}|1\rangle\langle 1|$ to $\sigma=\frac{8}{10}|0\rangle\langle 0|+\frac{2}{10}|1\rangle\langle 1|$, with Hamiltonian $H=|1\rangle\langle 1|$ and access to a thermal bath at temperature $1 / \beta=3$, as in Figure 6.4. The circles indicate number of states produced (c.f. Section 6.C), and the lines those given by the second-order expansion from Eq. (1). As the exact number of states produced is always an integer, we have also indicated the rounding of the secondorder approximation both up and down with error bars. The colours indicate the infidelity tolerance, with $\epsilon=5 \times 10^{-2}$ for red and $\epsilon=10^{-5}$ for blue. The dotted line indicates the number of produced states predicted by the asymptotic interconversion rate $R_{1}$.

### 6.6 Proofs of the main result

We will now present a proof of our main result, Theorem 6.3. We will do this by first showing a reduction to special case of bistochastic interconversion, which corresponds to infinite temperature. We recall that as we are considering energy-incoherent initial and target states, $\rho$ and $\sigma$, we only need to consider their eigenvalues, denoted by $\boldsymbol{p}$ and $\boldsymbol{q}$, with the embedded versions of these given by $\hat{\boldsymbol{p}}$ and $\hat{\boldsymbol{q}}$. Also note that the embedded thermal state $\hat{\boldsymbol{\gamma}}$ simply corresponds to the uniform state $\boldsymbol{\eta}$. We can thus use the equivalence between approximate post-thermomajorisation and embedded majorisation, Lemma 6.6, to obtain:

$$
\begin{align*}
R_{\beta}^{*}(n, \epsilon ; \boldsymbol{p}, \boldsymbol{q}) & =R_{0}^{*}(n, \epsilon ; \hat{\boldsymbol{p}}, \hat{\boldsymbol{q}}),  \tag{6.98a}\\
\epsilon_{\beta}^{*}(n, R ; \boldsymbol{p}, \boldsymbol{q}) & =\epsilon_{0}^{*}(n, R ; \hat{\boldsymbol{p}}, \hat{\boldsymbol{q}}) . \tag{6.98b}
\end{align*}
$$

Conveniently, the second-order expansion only depends on the states through the relative entropy and relative entropy variance, both of which are invariant under embedding, as noted earlier in Eq. (6.23). We can thus solve the problem for embedded distributions and $\beta=0$, and in the final result exchange all $D(\hat{\boldsymbol{a}} \| \boldsymbol{\eta})$ and $V(\hat{\boldsymbol{a}} \| \boldsymbol{\eta})$ with $D(\boldsymbol{a} \| \boldsymbol{\gamma})$ and $V(\boldsymbol{a} \| \gamma)$, respectively. For the remainder of this section we will
henceforth drop the embedding hats and define $D(\boldsymbol{a}):=D(\boldsymbol{a} \| \boldsymbol{\eta})$. We also note that $V(\boldsymbol{a} \| \boldsymbol{\eta})=V(\boldsymbol{a})$, where

$$
\begin{equation*}
V(\boldsymbol{a})=\left\langle\left(-\log a_{i}-H(\boldsymbol{a})\right)^{2}\right\rangle_{\boldsymbol{a}} \tag{6.99}
\end{equation*}
$$

is the entropy variance, and that $V(\boldsymbol{a})=0$ if and only if $\boldsymbol{a}$ is flat. Specifically, the irreversibility parameter given in Eq. (6.53) can be expressed as

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p}) / D(\boldsymbol{p})}{V(\boldsymbol{q}) / D(\boldsymbol{q})} \tag{6.100}
\end{equation*}
$$

We will split the infinite-temperature proof into four parts, based on whether the relative entropy variances of the initial and target states are non-zero.

|  | $V(\boldsymbol{q})=0$ | $V(\boldsymbol{q})>0$ |
| :---: | :---: | :---: |
| $V(\boldsymbol{p})=0$ | Flat-to-flat | Formation |
| $V(\boldsymbol{p})>0$ | Distillation | Interconversion |

We start with the case where both initial and target states have zero relative entropy variance. We refer to this as flat-to-flat interconversion, since both the initial and target state are flat. Recalling that states with embedded distributions being flat are proportional to the thermal state on their support, we note that this case contains the conversion between sharp energy states as a special case. We will then consider the cases of distillation and formation, in which either the target or initial states are flat respectively. These are so-named because they contain both the distillation of, and formation from, sharp energy states. Finally we will consider the general interconversion problem, in which neither state is flat. We refer to the non-flat distribution case as general, because it in fact implies the three other results by using the limiting behaviours of the Rayleigh-normal distributions given in Eq. (6.43).

### 6.6.1 Central limit theorem

Before we present our proofs, we first formulate the main mathematical tool needed for such a small deviation analysis: a central limit theorem. Specifically, we want to give tail bounds on i.i.d. product distributions. Considering the standard central limit theorem, one can derive the following tail bound.

Lemma 6.8. For any distribution $\boldsymbol{a}$ such that $V(\boldsymbol{a})>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i}\left\{\left(\boldsymbol{a}^{\otimes n}\right)_{i} \mid\left(\boldsymbol{a}^{\otimes n}\right)_{i} \geq 1 / k_{n}(x)\right\}=\Phi(x) \tag{6.101}
\end{equation*}
$$

where $k_{n}(x):=\left\lfloor\exp \left(H\left(\boldsymbol{a}^{\otimes n}\right)+x \sqrt{V\left(\boldsymbol{a}^{\otimes n}\right)}\right)\right\rfloor$.
For completeness we provide the proof of the above known result in Appendix 6.E. We will also rely on an alternate form of central limit theorem.

Lemma 6.9 (Lemma 12 of Ref. [6.20]). For any distribution a such that $V(\boldsymbol{a})>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{k_{n}(x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}=\Phi(x), \tag{6.102}
\end{equation*}
$$

where $k_{n}(x):=\left\lfloor\exp \left(H\left(\boldsymbol{a}^{\otimes n}\right)+x \sqrt{V\left(\boldsymbol{a}^{\otimes n}\right)}\right)\right\rfloor$.
We now want to convert the above result into the specific form of a bound we will use. For some rate $R(n)$, we define the total initial and target states as

$$
\begin{align*}
\boldsymbol{P}^{n} & :=\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{\eta}^{\otimes n R(n)}  \tag{6.103a}\\
\boldsymbol{Q}^{n} & :=\boldsymbol{q}^{\otimes n R(n)} \otimes \boldsymbol{\eta}^{\otimes n} \tag{6.103b}
\end{align*}
$$

We note that generally $R$ depends on $n$, but will henceforth omit this explicit dependence. We also introduce a quantity analogous to $k_{n}(x)$,

$$
\begin{equation*}
K_{n}(x):=\left\lfloor\exp \left(H\left(\boldsymbol{Q}^{n}\right)+x \sqrt{V\left(\boldsymbol{Q}^{n}\right)}\right)\right\rfloor, \tag{6.104}
\end{equation*}
$$

that will be crucial in all our proofs. The central limit theorem for these distributions is given by the following result.

Lemma 6.10 (Central limit theorem for $\boldsymbol{P}^{n}$ and $\left.\boldsymbol{Q}^{n}\right)$. If $V(\boldsymbol{q})>0$ and $R$ is bounded away from zero, then $\boldsymbol{Q}^{n}$ has the tail bound

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}(x)} Q_{i}^{n \downarrow}=\Phi(x) . \tag{6.105}
\end{equation*}
$$

Moreover, if we consider a rate of the form

$$
\begin{equation*}
R_{\mu}(n)=\frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{D(\boldsymbol{p})}{D(\boldsymbol{q})} \frac{V(\boldsymbol{q})}{n}} \mu\right], \tag{6.106}
\end{equation*}
$$

for some $\mu \in \mathbb{R}$, then $\boldsymbol{P}^{n}$ also has a corresponding tail bound

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}(x)} P_{i}^{n \downarrow}=\Phi_{\mu, \nu}(x), \tag{6.107}
\end{equation*}
$$

with $\nu$ given by Eq. (6.100).
Proof. We start by noticing that Lemma 6.9 remains true if the product distribution is "smeared out". Specifically, for any flat state $\boldsymbol{f}$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{k_{n}(x)}\left(\boldsymbol{a}^{\otimes n} \otimes \boldsymbol{f}\right)_{i}^{\downarrow}=\Phi(x), \tag{6.108}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{n}(x):=\left\lfloor\exp \left(H\left(\boldsymbol{a}^{\otimes n} \otimes \boldsymbol{f}\right)+x \sqrt{V\left(\boldsymbol{a}^{\otimes n} \otimes \boldsymbol{f}\right)}\right)\right\rfloor . \tag{6.109}
\end{equation*}
$$

Using this, if we make the substitutions $\boldsymbol{a}^{\otimes n} \leftarrow \boldsymbol{q}^{\otimes R n}$ and $\boldsymbol{f} \leftarrow \boldsymbol{\eta}^{\otimes n}$, recalling that $R$ is bounded away from zero, we arrive at

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}(x)} Q_{i}^{n \downarrow}=\Phi(x) . \tag{6.110}
\end{equation*}
$$

Applying the same argument to $\boldsymbol{P}^{n}$ gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}^{P}(y)} P_{i}^{n \downarrow}=\Phi\left(\frac{y}{\sqrt{V(\boldsymbol{p})}}\right) \tag{6.111}
\end{equation*}
$$

where $K_{n}^{P}(y):=\left\lfloor\exp \left(H\left(\boldsymbol{P}^{n}\right)+y \sqrt{n}\right)\right\rfloor$. Note that we did not include the variance in the definition of $K_{n}^{P}$ (as we did in $K_{n}$ ), because we have not assumed $V(\boldsymbol{p})>0$. Indeed, if we interpret $\Phi(y / V(\boldsymbol{p})$ ) as cumulative of the zero-mean Dirac distribution for $V(\boldsymbol{p})=0$, then this also holds for $V(\boldsymbol{p})=0$.

We now want to express Eq. (6.111) as a summation up to $K_{n}(x)$ for some $x$. Noticing that $R_{\mu}=D(\boldsymbol{p}) / D(\boldsymbol{q})+o(1)$, our choice of rate $R_{\mu}$ can be rearranged to give

$$
\begin{equation*}
H\left(\boldsymbol{Q}^{n}\right) \simeq H\left(\boldsymbol{P}^{n}\right)-\sqrt{n \frac{D(\boldsymbol{p})}{D(\boldsymbol{q})} V(\boldsymbol{q})} \mu \tag{6.112}
\end{equation*}
$$

Therefore, $K_{n}^{P}(y)=K_{n}(x)$ is equivalent to

$$
\begin{equation*}
\frac{y}{\sqrt{V(\boldsymbol{p})}}=x \sqrt{\frac{V\left(\boldsymbol{Q}^{n}\right)}{V\left(\boldsymbol{P}^{n}\right)}}-\frac{\mu}{\sqrt{\nu}}=\frac{x-\mu}{\sqrt{\nu}}+o(1) . \tag{6.113}
\end{equation*}
$$

Finally, using the continuity of $\Phi$ gives the desired tail bound

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}(x)} P_{i}^{n \downarrow}=\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}^{P}(y)} P_{i}^{n \downarrow}=\lim _{n \rightarrow \infty} \sum_{i=1}^{K_{n}^{P}\left(\frac{x-\mu}{\sqrt{\nu}}\right)} P_{i}^{n \downarrow}=\Phi\left(\frac{x-\mu}{\sqrt{\nu}}\right)=\Phi_{\mu, \nu}(x) . \tag{6.114}
\end{equation*}
$$

Recalling that $\nu$ is proportional to $V(\boldsymbol{p})$, we note that all of the above expressions are still well-defined if $V(\boldsymbol{p})=0$, where we understand $\Phi_{\mu, 0}$ to be the cumulative of the Dirac distribution with mean $\mu$.

### 6.6.2 Bistochastic flat-to-flat

We start with the case of flat-to-flat conversion, where both the initial and target states are flat. In this boundary case, which was not considered in Ref. [6.20], we can provide an exact single-shot expression for the optimal rate.

## CHAPTER 6: BEYOND THE THERMODYNAMIC LIMIT

Proposition 6.11 (Bistochastic flat-to-flat). For any initial state $\boldsymbol{p}$ and target state $\boldsymbol{q}$ such that $V(\boldsymbol{p})=V(\boldsymbol{q})=0$, and infidelity $\epsilon \in[0,1)$, the optimal interconversion rate is given by

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon)=\frac{1}{n}\left\lfloor\frac{n D(\boldsymbol{p})-\log (1-\epsilon)}{D(\boldsymbol{q})}\right\rfloor \simeq \frac{D(\boldsymbol{p})}{D(\boldsymbol{q})} \tag{6.115}
\end{equation*}
$$

Before proving this, we first consider the optimal majorising distribution in the case where all distributions involved are flat.
Lemma 6.12 (Single-shot flat-to-flat). If we let $\boldsymbol{a}$ and $\boldsymbol{b}$ be distributions such that $V(\boldsymbol{a})=V(\boldsymbol{b})=0$, then

$$
\begin{equation*}
\min \left\{\epsilon \mid \boldsymbol{a} \succ_{\epsilon} \boldsymbol{b}\right\}=\max \left\{1-\frac{\exp H(\boldsymbol{b})}{\exp H(\boldsymbol{a})}, 0\right\} . \tag{6.116}
\end{equation*}
$$

Proof. First, from Lemma 6.5 we know that

$$
\begin{equation*}
\min \left\{\epsilon \mid \boldsymbol{a} \succ_{\epsilon} \boldsymbol{b}\right\}=\min \left\{\epsilon \mid \boldsymbol{a}_{\epsilon} \succ \boldsymbol{b}\right\} . \tag{6.117}
\end{equation*}
$$

Now, the right hand side of the above equation is minimised by a state $\tilde{\boldsymbol{a}}^{\star}$, whose explicit construction (found in Ref. [6.48]) we present in Appendix 6.B while proving Lemma 6.4. Using it one finds that

$$
\tilde{\boldsymbol{a}}^{\star \downarrow}= \begin{cases}\boldsymbol{a}^{\downarrow} & \text { if } \boldsymbol{a} \succ \boldsymbol{b},  \tag{6.118}\\ \boldsymbol{b}^{\downarrow} & \text { if } \boldsymbol{a} \nsucc \boldsymbol{b} .\end{cases}
$$

Since $\boldsymbol{a}$ and $\boldsymbol{b}$ are flat, in the first case we have

$$
\begin{equation*}
F\left(\tilde{\boldsymbol{a}}^{\star \downarrow}, \boldsymbol{b}^{\downarrow}\right)=\frac{\exp H(\boldsymbol{b})}{\exp H(\boldsymbol{a})}, \tag{6.119}
\end{equation*}
$$

which leads to Eq. (6.116).
We can now apply this to give an exact expression for the optimal rate.
Proof of Proposition 6.11. Applying Lemma 6.12 to $\boldsymbol{a}=\boldsymbol{P}^{n}$ and $\boldsymbol{b}=\boldsymbol{Q}^{n}$ we find that $\epsilon_{0}^{*}(n, R)$ vanishes for any $R \leq D(\boldsymbol{p}) / D(\boldsymbol{q})$, and

$$
\begin{equation*}
\frac{1}{n} \log \left(1-\epsilon_{0}^{*}(n, R)\right)=D(\boldsymbol{p})-R D(\boldsymbol{q}) \tag{6.120}
\end{equation*}
$$

for any $R \geq D(\boldsymbol{p}) / D(\boldsymbol{q})$. Converting the expression for the optimal infidelity into an expression for the optimal rate, and recalling that $n R^{*}(n, \epsilon)$ must be an integer, gives Proposition 6.11 as required.

### 6.6.3 Bistochastic distillation

We now consider distillation, in which the target state is flat.
Proposition 6.13 (Bistochastic distillation). For any initial state $\boldsymbol{p}$ and target state $\boldsymbol{q}$ such that $V(\boldsymbol{q})=0$, and infidelity $\epsilon \in(0,1)$, the optimal interconversion rate has the second-order expansion

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \simeq \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{V(\boldsymbol{p})}{n}} \Phi^{-1}(\epsilon)\right] . \tag{6.121}
\end{equation*}
$$

## CHAPTER 6: BEYOND THE THERMODYNAMIC LIMIT

Instead of utilising the techniques of Ref. [6.20], we will, similar to the flat-to-flat case, prove Proposition 6.13 by first considering a single-shot expression for the optimal error.

Lemma 6.14 (Single-shot distillation). Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be distributions with $V(\boldsymbol{b})=0$. Then

$$
\begin{equation*}
\min \left\{\epsilon \mid \boldsymbol{a} \succ_{\epsilon} \boldsymbol{b}\right\}=\sum_{i>\exp H(\boldsymbol{b})} a_{i}^{\downarrow} \tag{6.122}
\end{equation*}
$$

Proof. First, from Lemma 6.5 we know that

$$
\begin{equation*}
\min \left\{\epsilon \mid \boldsymbol{a} \succ_{\epsilon} \boldsymbol{b}\right\}=\min \left\{\epsilon \mid \boldsymbol{a}_{\epsilon} \succ \boldsymbol{b}\right\} . \tag{6.123}
\end{equation*}
$$

Now, to find a state minimising the right hand side of the above equation, consider a distribution $\tilde{\boldsymbol{a}}$ such that $\tilde{\boldsymbol{a}} \succ \boldsymbol{b}$. Since $\boldsymbol{b}$ is flat, this is equivalent to the statement that $\tilde{\boldsymbol{a}}$ has a support which is no larger than that of $\boldsymbol{b}$. This condition is clearly necessary; it is sufficient as any distribution with $d$ or fewer non-zero entries majorises the flat distribution over $d$ entries. Using the Schwarz inequality one can then show that the distribution $\tilde{\boldsymbol{a}}$ which contains at most $\exp H(\boldsymbol{b})$ non-zero elements, and is closest to $\boldsymbol{a}$, is simply the truncated-and-rescaled distribution,

$$
\tilde{a}_{i}^{\downarrow}:=\frac{1}{\sum_{j=1}^{\exp (H(b))} a_{j}^{\downarrow}} \begin{cases}a_{i}^{\downarrow} & \text { if } i \leq \exp H(\boldsymbol{b}),  \tag{6.124}\\ 0 & \text { if } i>\exp H(\boldsymbol{b}) .\end{cases}
$$

It is a straightforward calculation to show that the infidelity of such a smoothed state is given by mass of the truncated tail

$$
\begin{equation*}
\delta(\boldsymbol{a}, \tilde{\boldsymbol{a}})=\sum_{i>\exp H(\boldsymbol{b})} a_{i}^{\downarrow} \tag{6.125}
\end{equation*}
$$

We can now use Lemma 6.10 to bound this tail, giving a second-order expansion for asymptotic case.

Proof of Proposition 6.13. Applying Lemma 6.14 to $\boldsymbol{a}=\boldsymbol{P}^{n}$ and $\boldsymbol{b}=\boldsymbol{Q}^{n}$ we find that

$$
\begin{equation*}
\epsilon_{0}^{*}(n, R)=\sum_{i>\exp H\left(\boldsymbol{Q}^{n}\right)} P_{i}^{n \downarrow} . \tag{6.126}
\end{equation*}
$$

Now consider a rate of the form

$$
\begin{equation*}
r_{\mu}(n):=\frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{V(\boldsymbol{p})}{n}} \mu\right], \tag{6.127}
\end{equation*}
$$

for some $\mu \in \mathbb{R}$. We then have

$$
\begin{equation*}
H\left(\boldsymbol{Q}^{n}\right)=H\left(\boldsymbol{P}^{n}\right)-\mu \sqrt{V\left(\boldsymbol{P}^{n}\right)}, \tag{6.128}
\end{equation*}
$$

and so if we apply the first bound of Lemma 6.10 (with $\boldsymbol{P}^{n}$ in place of $\boldsymbol{Q}^{n}$ ), we arrive at

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \epsilon_{0}^{*}\left(n, r_{\mu}\right)=1-\Phi(-\mu)=\Phi(\mu) \tag{6.129}
\end{equation*}
$$

Reversing the relationship between infidelity and rate, this implies

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \simeq \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{V(\boldsymbol{p})}{n}} \Phi^{-1}(\epsilon)\right] \tag{6.130}
\end{equation*}
$$

as required.

### 6.6.4 Bistochastic formation

For our final special case, we consider flat initial states.
Proposition 6.15 (Bistochastic formation). For any initial state $\boldsymbol{p}$ and target state $\boldsymbol{q}$ such that $V(\boldsymbol{p})=$ 0 , and infidelity $\epsilon \in(0,1)$, the optimal interconversion rate has the second-order expansion

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \simeq \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{D(\boldsymbol{p})}{D(\boldsymbol{q})} \frac{V(\boldsymbol{q})}{n}} \Phi^{-1}(\epsilon)\right] . \tag{6.131}
\end{equation*}
$$

This proof is more involved than distillation, and will involve some of the techniques used in the proof of the general interconversion problem, as first developed in Ref. [6.20]. As with distillation, we will attempt to bound the rate by bounding the optimal infidelity between the total initial state $\boldsymbol{P}^{n}$ and a state $\tilde{\boldsymbol{P}}^{n}$ that majorises the total target state $\boldsymbol{Q}^{n}$. We will thus fix our rate $R_{\mu}(n)$ to be given by Eq. (6.106) from Lemma 6.10, and look for bounds on infidelity between $\tilde{\boldsymbol{P}}^{n}$ and $\boldsymbol{P}^{n}$. More precisely, our proof is split into two parts: achieveability (upper bound on optimal error/lower bound on optimal rate) and optimality (lower bound on optimal error/upper bound on optimal rate).

## Achieveability

Sketch of construction. The general idea here is to construct a distribution $\tilde{\boldsymbol{P}}^{n}$ which is close to the total initial state $\boldsymbol{P}^{n}$ and majorises total target state $\boldsymbol{Q}^{n}$. By the equivalence of pre- and postmajorisation, Lemma 6.5, this will prove that there exists a distribution $\tilde{\boldsymbol{Q}}^{n}$ that is majorised by the total initial state $\boldsymbol{P}^{n}$ and is close to the total target state $\boldsymbol{Q}^{n}$. We will start by defining two bins (sets) of indices, $B$ and $B^{\prime}$. We will then construct a scaled distribution $\boldsymbol{S}^{n}$ such that for indices belonging to $B$ it has the same shape as $\boldsymbol{P}^{n}$ (i.e., it is flat), but has as much mass as $\boldsymbol{Q}^{n}$ has over the indices belonging to $B^{\prime}$. The first property will guarantee that $\boldsymbol{S}^{n}$ lies close to $\boldsymbol{P}^{n}$, and the second that it lies close to a majorising distribution $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$. We will then analyse $\delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)$, giving an upper bound on the optimal error.

Binning. For some small $\zeta>0$, define two bins of indices

$$
\begin{align*}
B & :=\left\{1, \ldots, K_{n}(\mu+\zeta / 2)\right\}  \tag{6.132a}\\
B^{\prime} & :=\left\{K_{n}(\mu+\zeta), \ldots, \infty\right\} \tag{6.132b}
\end{align*}
$$

where $\infty$ is shorthand for the largest index, and $\mu$ fixes the value of rate $R_{\mu}(n)$. We will consider $B$ as a bin on the indices of $\boldsymbol{P}^{n}$ and $B^{\prime}$ on those of $\boldsymbol{Q}^{n}$. We denote the complements of these bins as $\bar{B}$ and $\bar{B}^{\prime}$, respectively.

Scaled distribution $\boldsymbol{S}^{n}$. For any $j \in B$ define

$$
\begin{equation*}
S_{j}^{n}:=\frac{\sum_{k \in B^{\prime}} Q_{k}^{n \downarrow}}{\sum_{k \in B} P_{k}^{n \downarrow}} \cdot P_{j}^{n \downarrow}=\frac{1}{|B|} \sum_{k \in B^{\prime}} Q_{k}^{n \downarrow} \tag{6.133}
\end{equation*}
$$

and $S_{l}^{n}:=1-\sum_{k \in B^{\prime}} Q_{k}^{n \downarrow}$ for some arbitrary $l \notin B$ such that $S^{n}$ is normalised.
By construction the mass of $\boldsymbol{S}^{n}$ on $B$ is equal to that of $\boldsymbol{Q}^{n}$ on $B^{\prime}$, i.e.

$$
\begin{equation*}
\sum_{j \in B} S_{j}^{n}:=\sum_{j \in B^{\prime}} Q_{k}^{n \downarrow} \tag{6.134}
\end{equation*}
$$

We now want to show that this implies the existence of a nearby majorising distribution $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$.
Majorising distribution $\tilde{\boldsymbol{P}}^{n}$. Instead of giving an explicit construction of $\tilde{\boldsymbol{P}}^{n}$, we instead present an existence proof. Specifically we will leverage the following lemma:

Lemma 6.16. For non-negative vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ such that $\sum_{i} a_{i}=\sum_{i} b_{i}$, there exists a vector $\tilde{\boldsymbol{a}}$ such that $\sum_{k} \tilde{a}_{k}=\sum_{k} a_{k}, \tilde{\boldsymbol{a}} \succ \boldsymbol{b}$ and $\|\tilde{\boldsymbol{a}}-\boldsymbol{a}\|_{\infty} \leq\|\boldsymbol{b}\|_{\infty}$.

Proof. Consider a function over indices, $f: \mathbb{N} \rightarrow \mathbb{N}$, and the vector $\tilde{\boldsymbol{a}}$ given by the follow action of $f$ on $\boldsymbol{b}$,

$$
\begin{equation*}
\tilde{a}_{i}:=\sum_{j}\left\{b_{j} \mid f(j)=i\right\} . \tag{6.135}
\end{equation*}
$$

Clearly such a mapping can only concentrate a distribution, and so $\tilde{\boldsymbol{a}} \succ \boldsymbol{b}$. Now, among $\tilde{\boldsymbol{a}}$ of the above form we choose that which is closest to $\boldsymbol{a}$ in $l_{\infty}$-norm. Let $i$ be an index at which the $l_{\infty}$-norm of $\tilde{\boldsymbol{a}}-\boldsymbol{a}$, denoted by $\Delta$, is achieved,

$$
\begin{equation*}
i \in \underset{j}{\arg \max }\left|\tilde{a}_{j}-a_{j}\right| \tag{6.136}
\end{equation*}
$$

We are going to assume that $\Delta>\|\boldsymbol{b}\|_{\infty}$ and show that this would imply that $\tilde{\boldsymbol{a}}$ cannot be optimal, proving $\|\tilde{\boldsymbol{a}}-\boldsymbol{a}\|_{\infty} \leq\|\boldsymbol{b}\|_{\infty}$ by way of contradiction.

There are two cases to consider: $\tilde{a}_{i}>a_{i}$ and $\tilde{a}_{i}<a_{i}$. We start with $\tilde{a}_{i}>a_{i}$. As $\tilde{a}_{i}>0$, there must exist some $\alpha$ such that $f(\alpha)=i$ and $b_{\alpha}>0$. As $\boldsymbol{a} \neq \tilde{\boldsymbol{a}}$ and $\sum_{k} a_{k}=\sum_{k} \tilde{a}_{k}$, there must exist a $k$ such that $\tilde{a}_{k}<a_{k}$. Consider changing the map to from $f(\alpha)=i$ to $f(\alpha)=k \neq i$. This has the effect of lowering $\tilde{a}_{i}$ by $b_{\alpha}$ and raising $\tilde{a}_{k}$ by the same amount. Given that $b_{\alpha}<\Delta$ by assumption, this means that $\tilde{a}_{i}-a_{i}$ changes from $\Delta$ to $(0, \Delta)$, and $\tilde{a}_{k}-a_{k}$ changes from $[-\Delta, 0)$ to $(-\Delta, \Delta)$. As such, $\left|\tilde{a}_{i}-a_{i}\right|$ and $\left|\tilde{a}_{j}-a_{j}\right|$ are now both strictly smaller than $\Delta$. Since all other entries of $\tilde{\boldsymbol{a}}$ are unchanged, we have reduced the number of indices $j$ such that $\left|\tilde{a}_{j}-a_{j}\right|=\Delta$ by at least one. Similarly for the case $\tilde{a}_{i}<a_{i}$ one can make an analogous argument by changing $f(\alpha)=k \neq i$ to $f(\alpha)=k$ for some $k$ such that $\tilde{a}_{k}>a_{k}$. Iterating this we can keep decreasing the number of indices at which the norm is achieved, eventually giving us $\left|\tilde{a}_{j}-a_{j}\right|<\Delta$ for all $j$, i.e. $|\tilde{\boldsymbol{a}}-\boldsymbol{a}|<\Delta$. This shows that the original choice of $\tilde{\boldsymbol{a}}$ was not optimal as assumed, proving $\Delta \leq\|\boldsymbol{b}\|_{\infty}$ by contradiction.

With the use of the above lemma we can now get the desired majorising distribution $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$.

Lemma 6.17. There exists a distribution $\tilde{\boldsymbol{P}}^{n}$ such that $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ and

$$
\begin{equation*}
\left|\tilde{P}_{j}^{n}-S_{j}^{n}\right| \leq 1 / K_{n}(\mu+\zeta) \tag{6.137}
\end{equation*}
$$

for all $j \in B$.
Proof. The idea here is to apply Lemma 6.16 to the restriction of each distribution to its corresponding bin. Specifically if we take $\boldsymbol{a}:=\left.\boldsymbol{S}^{n}\right|_{B}$ and $\boldsymbol{b}:=\left.\boldsymbol{Q}^{n \downarrow}\right|_{B^{\prime}}$, then Lemma 6.16 gives us a vector $\tilde{\boldsymbol{a}}$ such that $\left.\tilde{\boldsymbol{a}} \succ \boldsymbol{Q}^{n \downarrow}\right|_{B^{\prime}}$ and

$$
\begin{equation*}
\|\tilde{\boldsymbol{a}}-\boldsymbol{a}\|_{\infty} \leq\|\boldsymbol{b}\|_{\infty}=\left\|\left.\boldsymbol{Q}^{n \downarrow}\right|_{B^{\prime}}\right\|_{\infty}=\max _{j \in B^{\prime}} Q_{j}^{n \downarrow}=Q_{K_{n}(\mu+\zeta)}^{n \downarrow} \leq 1 / K_{n}(\mu+\zeta), \tag{6.138}
\end{equation*}
$$

where the final inequality follows from normalisation of $\boldsymbol{Q}^{n}$. We now define our majorising distribution within bin $B$ as $\left.\tilde{\boldsymbol{P}}^{n}\right|_{B}:=\tilde{\boldsymbol{a}}$, so that $\left|\tilde{P}_{j}^{n}-S_{j}^{n}\right| \leq 1 / K_{n}(\mu+\zeta)$ for any $j \in B$ as desired; and, once again, in order to normalise the distribution we also define $\tilde{P}_{l}^{n}=1-\sum_{i} \tilde{a}_{i}$ for some arbitrary $l \notin B$.

The fact that $\tilde{\boldsymbol{a}}$ majorises the restriction of $\boldsymbol{Q}^{n \downarrow}$ to $B^{\prime}$, together with the sharpness of $\tilde{\boldsymbol{P}}^{n}$ outside of $B$, gives

$$
\begin{equation*}
\left.\left.\tilde{\boldsymbol{P}}^{n}\right|_{B} \succ \boldsymbol{Q}^{n \downarrow}\right|_{B^{\prime}} \quad \text { and }\left.\left.\quad \tilde{\boldsymbol{P}}^{n}\right|_{\bar{B}} \succ \boldsymbol{Q}^{n \downarrow}\right|_{\bar{B}^{\prime}} \tag{6.139}
\end{equation*}
$$

Next, we note that majorisation spreads over direct sum, i.e. $\boldsymbol{\alpha}_{1} \succ \boldsymbol{\beta}_{1}$ and $\boldsymbol{\alpha}_{2} \succ \boldsymbol{\beta}_{2}$ implies $\boldsymbol{\alpha}_{1} \oplus$ $\boldsymbol{\alpha}_{2} \succ \boldsymbol{\beta}_{1} \oplus \boldsymbol{\beta}_{2}$. This can be seen by using Theorem 6.2 (i.e., the equivalence of majorisation relation between two distribution with the existence of a bistochastic map between them), and noticing that bistochasticity is preserved under direct sum. Applying this to $\tilde{\boldsymbol{P}}^{n}$ gives the desired majorisation property: $\left.\left.\left.\left.\tilde{\boldsymbol{P}}^{n} \succ \tilde{\boldsymbol{P}}^{n}\right|_{B} \oplus \tilde{\boldsymbol{P}}^{n}\right|_{\bar{B}} \succ \boldsymbol{Q}^{n \downarrow}\right|_{B^{\prime}} \oplus \boldsymbol{Q}^{n \downarrow}\right|_{\overline{B^{\prime}}} \succ \boldsymbol{Q}^{n}$.

Infidelity. By now we have proven the existence of a majorising distribution $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ and bounded its distance from the scaled distribution $S^{n}$ on the restriction to $B$. The final step involves bounding the infidelity $\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)$. To achieve this we will first show that the closeness of $\boldsymbol{S}^{n}$ and $\tilde{\boldsymbol{P}}^{n}$ on $B$, as given in Lemma 6.17, allows us to bound $F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)$ in terms of $\boldsymbol{S}^{n}$.
Lemma 6.18. Asymptotically, the fidelity between the majorising distribution $\tilde{\boldsymbol{P}}^{n}$ and the total initial distribution $\boldsymbol{P}^{n}$ can be bounded as follows

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq \liminf _{n \rightarrow \infty}\left(\sum_{j \in B} \sqrt{S_{j}^{n} P_{j}^{n}}\right)^{2} \tag{6.140}
\end{equation*}
$$

Proof. First, we apply Lemma 6.17 and the fact that $\sqrt{x-y} \geq \sqrt{x}-\sqrt{y}$ for all $x \geq y \geq 0$ to break the fidelity into the desired expression and an error term

$$
\begin{align*}
\sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right)} \geq \sum_{j \in B} \sqrt{\tilde{P}_{j}^{n} P_{j}^{n \downarrow}} & \geq \sum_{j \in B} \sqrt{\max \left\{S_{j}^{n}-1 / K_{n}(\mu+\zeta), 0\right\} P_{j}^{n \downarrow}} \\
& \geq \sum_{j \in B}\left[\sqrt{S_{j}^{n} P_{j}^{n \downarrow}}-\sqrt{P_{j}^{n \downarrow} / K_{n}(\mu+\zeta)}\right] \tag{6.141}
\end{align*}
$$

We can express the second error term as

$$
\begin{equation*}
\sum_{j \in B} \sqrt{\frac{P_{j}^{n \downarrow}}{K_{n}(\mu+\zeta)}}=\sqrt{\frac{|B|}{K_{n}(\mu+\zeta)}}=\sqrt{\frac{K_{n}(\mu+\zeta / 2)}{K_{n}(\mu+\zeta)}} . \tag{6.142}
\end{equation*}
$$

Given that $\zeta>0$ is a constant and $V(\boldsymbol{q})>0$, we have that $K_{n}(\mu+\zeta / 2) / K_{n}(\mu+\zeta)$ is decaying exponentially as $n \rightarrow \infty$. Taking the limit inferior of Eq. (6.141) therefore gives the required bound.

Using the above result on fidelity, we can now prove achieveability.
Proof of Proposition 6.15 (achieveability). Substituting the definition of $\boldsymbol{S}^{n}$ into Lemma 6.18 gives

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq \liminf _{n \rightarrow \infty} \sum_{i \in B^{\prime}} Q_{i}^{n \downarrow} \sum_{j \in B} P_{j}^{n \downarrow} . \tag{6.143}
\end{equation*}
$$

By applying Lemma 6.10 we then obtain

$$
\begin{align*}
& \sum_{i \in B} P_{i}^{n \downarrow} \xrightarrow{n \rightarrow \infty} \Phi_{\mu, 0}(\mu+\zeta / 2)=1  \tag{6.144a}\\
& \sum_{i \in B^{\prime}} Q_{i}^{n \downarrow} \xrightarrow{n \rightarrow \infty} 1-\Phi(\mu+\zeta) \tag{6.144b}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \leq \Phi(\mu+\zeta) \tag{6.145}
\end{equation*}
$$

Due to the equivalence between pre- and post-majorisation, Lemma 6.5, the above means that there exists a distribution $\tilde{\boldsymbol{Q}}^{n}$ that is majorised by the total initial state $\boldsymbol{P}^{n}$ and such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \delta\left(\tilde{\boldsymbol{Q}}^{n}, \boldsymbol{Q}^{n}\right) \leq \Phi(\mu+\zeta) \tag{6.146}
\end{equation*}
$$

As this is true for any $\zeta>0$ we can take $\zeta \searrow 0$ and conclude that the optimal infidelity is upper bounded

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \epsilon_{0}^{*}\left(n, R_{\mu}\right) \leq \Phi(\mu) \tag{6.147}
\end{equation*}
$$

which implies a corresponding lower bound on the optimal rate

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \gtrsim \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{D(\boldsymbol{p})}{D(\boldsymbol{q})} \frac{V(\boldsymbol{q})}{n}} \Phi^{-1}(\epsilon)\right] \tag{6.148}
\end{equation*}
$$

as required.

## Optimality

We now turn our attention to a corresponding second-order upper bound on the optimal rate. We will make use of the following lemma from Ref. [6.20], which upper bounds the fidelity between a flat state and a majorising distribution.
Lemma 6.19 (Lemma 6 of Ref. [6.20]). Let $\boldsymbol{a}, \tilde{\boldsymbol{a}}$ and $\boldsymbol{b}$ be any distributions such that $V(\boldsymbol{a})=0$ and $\tilde{\boldsymbol{a}} \succ \boldsymbol{b}$. Also, let $M \leq \exp H(\boldsymbol{a})$. Then

$$
\begin{equation*}
\sqrt{F(\tilde{\boldsymbol{a}}, \boldsymbol{a})} \leq \sqrt{\sum_{i \leq N} a_{i}^{\downarrow} \sum_{j \leq N} b_{j}^{\downarrow}}+\sqrt{\sum_{i>N} a_{i}^{\downarrow} \sum_{j>N} b_{j}^{\downarrow}}, \tag{6.149}
\end{equation*}
$$

where $N:=\left|\left\{i \mid b_{i} \geq 1 / M\right\}\right|$.
We can now use the above lemma to obtain an optimality bound which matches that given for achieveability.

Proof of Proposition 6.15 (optimality). Consider any distribution $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$. Now choose $\tilde{\boldsymbol{a}}=\tilde{\boldsymbol{P}}^{n}$, $\boldsymbol{a}=\boldsymbol{P}^{n}$ and $\boldsymbol{b}=\boldsymbol{Q}^{n}$. Also, notice that $M:=K_{n}(\mu-\zeta)$ satisfies $M \leq \exp H(\boldsymbol{a})$. Hence, we can apply Lemma 6.19 to upper bound the fidelity,

$$
\begin{equation*}
\sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)} \leq \sqrt{\sum_{i \leq N} P_{i}^{n \downarrow} \sum_{j \leq N} Q_{j}^{n \downarrow}}+\sqrt{\sum_{i>N} P_{i}^{n \downarrow} \sum_{j>N} Q_{j}^{n \downarrow}} \tag{6.150}
\end{equation*}
$$

where $N:=\left|\left\{i \mid Q_{i}^{n} \geq 1 / K_{n}(\mu-\zeta)\right\}\right|$. By the standard central limit theorem Lemma 6.8, we have

$$
\begin{equation*}
\sum_{i=1}^{N} Q_{i}^{n \downarrow}=\sum_{i}\left\{Q_{i}^{n} \left\lvert\, Q_{i}^{n} \geq \frac{1}{K_{n}(\mu-\zeta)}\right.\right\} \rightarrow \Phi(\mu-\zeta) \tag{6.151}
\end{equation*}
$$

The normalisation of $\boldsymbol{Q}^{n}$ gives us that $N \leq K_{n}(\mu-\zeta)$, and so we can apply Lemma 6.10 to obtain

$$
\begin{equation*}
\sum_{i=1}^{N} P_{i}^{n \downarrow} \leq \sum_{i=1}^{K_{n}(\mu-\zeta)} P_{i}^{n \downarrow} \rightarrow \Phi_{\mu, 0}(\mu-\zeta)=0 . \tag{6.152}
\end{equation*}
$$

Applying these limits to Eq. (6.150) yields

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq \Phi(\mu-\zeta) \tag{6.153}
\end{equation*}
$$

for any $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$. Due to the equivalence between pre- and post-majorisation (c.f. Lemma 6.5) the above means that for any distribution $\tilde{\boldsymbol{Q}}^{n}$ that is majorised by the total initial state $\boldsymbol{P}^{n}$ we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \delta\left(\tilde{\boldsymbol{Q}}^{n}, \boldsymbol{Q}^{n}\right) \geq \Phi(\mu-\zeta) \tag{6.154}
\end{equation*}
$$

Taking $\zeta \searrow 0$ this gives a lower bound on the optimal infidelity

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \epsilon_{0}^{*}\left(n, R_{\mu}\right) \geq \Phi(\mu) \tag{6.155}
\end{equation*}
$$

which implies a corresponding upper bound on the optimal rate

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \lesssim \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{D(\boldsymbol{p})}{D(\boldsymbol{q})} \frac{V(\boldsymbol{q})}{n}} \Phi^{-1}(\epsilon)\right] . \tag{6.156}
\end{equation*}
$$

### 6.6.5 Bistochastic interconversion

Finally we turn to the general case in which neither relative entropy variance is vanishing.
Proposition 6.20 (Bistochastic interconversion). For any initial state $\boldsymbol{p}$ and target state $\boldsymbol{q}$ such that $V(\boldsymbol{p}), V(\boldsymbol{q})>0$, and infidelity $\epsilon \in(0,1)$, the optimal interconversion rate has the second-order expansion

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \simeq \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{V(\boldsymbol{p})}{n}} Z_{1 / \nu}^{-1}(\epsilon)\right] \tag{6.157}
\end{equation*}
$$

where $\nu$ is given in 6.100.
The proof is similar to that of formation, so it will also utilise many of the ideas inspired by Ref. [6.20]. The main complication is that for the general interconversion problem the binning of indices is more elaborate: we now have two sets of bins instead of two individual bins, and we need to introduce a function $A$ which controls the relative placement of these bins. Once again we will break the proof into both achieveability and optimality bounds.

## Achieveability

Sketch of proof. As with formation, the idea here will be to give an explicit construction of $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ which is close to $\boldsymbol{P}^{n}$. Again, due to the equivalence of pre- and post-majorisation, this will prove that there exists a distribution $\tilde{\boldsymbol{Q}}^{n}$ that is majorised by the total initial state $\boldsymbol{P}^{n}$ and is close to the total target state $\boldsymbol{Q}^{n}$. We will start by introducing two sets of bins for each distribution. Using these bins, we will once again construct a scaled distribution $\boldsymbol{S}^{n}$ which reflects the fine-grained features of $\boldsymbol{P}^{n}$ (same shape within corresponding bins) and coarse-grained features of $\boldsymbol{Q}^{n}$ (same mass within corresponding bins). We will then show that $\boldsymbol{S}^{n}$ necessarily lies close to a majorising distribution $\tilde{\boldsymbol{P}}^{n}$. Finally we will analyse the infidelity of this distribution with respect to the total initial distribution $\boldsymbol{P}^{n}$ and, by taking the appropriate limits of the parameters in our construction, prove the desired achieveabilty bound of Proposition 6.20.

In Section 6.6.4 our construction was parameterised by a single slack parameter $\zeta>0$. Here, we will have three parameters: $\lambda>0, I \in \mathbb{N}$, and a monotone continuously differentiable function $1 \geq A \geq \Phi$ pointwise. The parameter $\lambda$ will control the width of our bins, $I$ the number of bins, and $A$ the relative placements of the two sets of bins.

Binning. For $-I \leq i<I$ we define our two sets of bins as

$$
\begin{align*}
B_{i} & :=\left\{K_{n}\left(x_{i}\right), \ldots, K_{n}\left(x_{i+1}\right)-1\right\},  \tag{6.158a}\\
B_{i}^{\prime} & :=\left\{K_{n}\left(y_{i}\right), \ldots, K_{n}\left(y_{i+1}\right)-1\right\}, \tag{6.158b}
\end{align*}
$$

where the two sequences are defined by

$$
\begin{equation*}
x_{i}:=\lambda \frac{i-1}{I} \quad \text { and } \quad y_{i}:=\Phi^{-1}\left(A\left(\lambda \frac{i+1}{I}\right)\right) \tag{6.159}
\end{equation*}
$$

for $-I \leq i \leq I$. We will consider $B_{i}$ as bins on the indices of $\boldsymbol{P}^{n}$ and $B_{i}^{\prime}$ on those of $\boldsymbol{Q}^{n}$. We note that $A \geq \Phi$ implies $y_{i} \geq x_{i+1}+\lambda / I$, resulting in $B_{i}$ being gapped away from $B_{i}^{\prime}$, i.e., all indices belonging to $B_{i}^{\prime}$ are much larger than those belonging to $B_{i}$. This choice plays a role analogous to that of the slack parameter $\zeta$ for the bins in Section 6.6.4. For convenience we also define

$$
\begin{equation*}
B:=\bigcup_{i=-I}^{I-1} B_{i} \quad \text { and } \quad B^{\prime}:=\bigcup_{i=-I}^{I-1} B_{i}^{\prime} \tag{6.160}
\end{equation*}
$$

to be the union of bins, and $\bar{B}$ and $\overline{B^{\prime}}$ to be the corresponding complements.
Scaled distribution $\boldsymbol{S}^{n}$. As in Section 6.6.4, we now define $\boldsymbol{S}^{n}$ in each bin $B_{i}$ to have the shape of $\boldsymbol{P}^{n}$ within $B_{i}$, but the mass of $\boldsymbol{Q}^{n}$ within $B_{i}^{\prime}$. As the bins $B_{i}$ are all disjoint, for any $j \in B$ there exists a unique $-I \leq i<I$ such that $j \in B_{i}$. For such indices we define $\boldsymbol{S}^{n}$ as

$$
\begin{equation*}
S_{j}^{n}:=\frac{\sum_{k \in B_{i}^{\prime}} Q_{k}^{n \downarrow}}{\sum_{k \in B_{i}} P_{k}^{n \downarrow}} \cdot P_{j}^{n \downarrow} \tag{6.161}
\end{equation*}
$$

We normalise $\boldsymbol{S}^{n}$ by taking $S_{l}^{n}:=1-\sum_{j \in B} S_{j}^{n}$ for some arbitrary $l \notin B$.
Majorising distribution $\tilde{\boldsymbol{P}}^{n}$. We now want to prove a result analogous to Lemma 6.17: the existence of a distribution that simultaneously majorises the total target distribution $\boldsymbol{Q}^{n}$ and is close to $\boldsymbol{S}^{n}$ (within each bin).
Lemma 6.21 (Existence of a majorising distribution). There exists a distribution $\tilde{\boldsymbol{P}}^{n}$ such that $\tilde{\boldsymbol{P}}^{n} \succ$ $Q^{n}$ and

$$
\begin{equation*}
\left|\tilde{P}_{j}^{n}-S_{j}^{n}\right| \leq 1 / K_{n}\left(y_{i}\right) \tag{6.162}
\end{equation*}
$$

for all $j \in B_{i}$ and $-I \leq i<I$.
Proof. The proof is analogous to that of Lemma 6.17, with an application of Lemma 6.16 for each pair $\left.\boldsymbol{S}^{n}\right|_{B_{i}}$ and $\left.\boldsymbol{Q}^{n}\right|_{B_{i}^{\prime}}$, with $-I \leq i<I$. This gives us $\tilde{\boldsymbol{P}}^{n}$ such that for all $-I \leq i<I$ and $j \in B_{i}$ it is close to $\boldsymbol{S}^{n}$

$$
\begin{equation*}
\left|\tilde{P}_{j}^{n}-S_{j}^{n}\right| \leq \max _{j \in B_{i}^{\prime}} Q_{j}^{n \downarrow} \leq 1 / K_{n}\left(y_{i}\right), \tag{6.163}
\end{equation*}
$$

and possesses the majorisation properties

$$
\begin{equation*}
\left.\left.\tilde{\boldsymbol{P}}^{n}\right|_{B_{i}} \succ \boldsymbol{Q}^{n \downarrow}\right|_{B_{i}^{\prime}} \quad \text { and }\left.\left.\quad \tilde{\boldsymbol{P}}^{n}\right|_{\bar{B}} \succ \boldsymbol{Q}^{n \downarrow}\right|_{\bar{B}^{\prime}} \tag{6.164}
\end{equation*}
$$

Splitting the majorisation across the direct sum, as explained in the proof of Lemma 6.17, gives us the desired overall majorisation

$$
\begin{align*}
\tilde{\boldsymbol{P}}^{n} & \left.\left.\succ \bigoplus_{i=-I}^{I-1} \tilde{\boldsymbol{P}}^{n}\right|_{B_{i}} \oplus \tilde{\boldsymbol{P}}^{n}\right|_{\bar{B}} \\
& \left.\left.\succ \bigoplus_{i=-I}^{I-1} \boldsymbol{Q}^{n \downarrow}\right|_{B_{i}^{\prime}} \oplus \boldsymbol{Q}^{n \downarrow}\right|_{\overline{B^{\prime}}} \succ \boldsymbol{Q}^{n} . \tag{6.165}
\end{align*}
$$

## CHAPTER 6: BEYOND THE THERMODYNAMIC LIMIT

Infidelity. The next step involves bounding the fidelity between the total initial state $\boldsymbol{P}^{n}$ and majorising distribution $\tilde{\boldsymbol{P}}^{n}$ given by the above construction. We will start by bounding the fidelity for a fixed set of parameters $A, \lambda$ and $I$.

Lemma 6.22. For any monotone continuously differentiable function $1 \geq A \geq \Phi, \lambda \geq 0$, and $I \in \mathbb{N}$ there exists a sequence of distributions $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ such that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right) \geq\left(\int_{-\lambda}^{\lambda} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x\right)^{2}, \tag{6.166}
\end{equation*}
$$

with the prime superscript in $A^{\prime}$ and $\Phi_{\mu, \nu}^{\prime}$ denoting a derivative.
Proof. The first part of the proof is analogous to the proof of Lemma 6.18. More precisely using Lemma 6.21 (in place of Lemma 6.17) and employing the fact that $B_{i}$ is gapped away from $B_{i}^{\prime}$, we can apply the argument presented there to obtain

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq \liminf _{n \rightarrow \infty}\left(\sum_{j \in B} \sqrt{S_{j}^{n} P_{j}^{n}}\right)^{2} . \tag{6.167}
\end{equation*}
$$

Inserting the definition of the scaled distribution $\boldsymbol{S}^{n}$ yields

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right)} & \geq \liminf _{n \rightarrow \infty} \sum_{i=-I}^{I-1} \sum_{j \in B_{i}} \sqrt{S_{j}^{n} P_{j}^{n \downarrow}} \\
& =\liminf _{n \rightarrow \infty} \sum_{i=-I}^{I-1} \sum_{j \in B_{i}} \sqrt{\frac{\sum_{k \in B_{i}^{\prime}} Q_{k}^{n \downarrow}}{\sum_{k \in B_{i}} P_{k}^{n \downarrow}} \cdot P_{j}^{n \downarrow}} \sqrt{P_{j}^{n \downarrow}} \\
& =\liminf _{n \rightarrow \infty} \sum_{i=-I}^{I-1} \sqrt{\sum_{j \in B_{i}^{\prime}} Q_{j}^{n \downarrow} \sum_{k \in B_{i}} P_{k}^{n \downarrow}} \tag{6.168}
\end{align*}
$$

Recalling that $\Phi\left(y_{i}\right)=A\left(x_{i+2}\right)$ and applying Lemma 6.10 gives

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \sum_{j \in B_{i}} P_{j}^{n \downarrow}=\Phi_{\mu, \nu}\left(x_{i+1}\right)-\Phi_{\mu, \nu}\left(x_{i}\right),  \tag{6.169a}\\
& \lim _{n \rightarrow \infty} \sum_{j \in B_{i}^{\prime}} Q_{j}^{n \downarrow}=A\left(x_{i+3}\right)-A\left(x_{i+2}\right) . \tag{6.169b}
\end{align*}
$$

Substituting these into our lower bound on fidelity yields

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right)} & \geq \sum_{i=-I}^{I-1} \sqrt{A\left(x_{i+3}\right)-A\left(x_{i+2}\right)} \times \sqrt{\Phi_{\mu, \nu}\left(x_{i+1}\right)-\Phi_{\mu, \nu}\left(x_{i}\right)} \\
& \geq \sum_{i=-I}^{I-1} \sqrt{A\left(\frac{\lambda(i+2)}{I}\right)-A\left(\frac{\lambda(i+1)}{I}\right)} \times \sqrt{\Phi_{\mu, \nu}\left(\frac{\lambda i}{I}\right)-\Phi_{\mu, \nu}\left(\frac{\lambda(i-1)}{I}\right)} . \tag{6.170}
\end{align*}
$$

Using the differentiability of $A$ and $\Phi_{\mu, \nu}$ we can express these finite differences as integrals

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right)} \geq \sum_{i=-I}^{I-1} \sqrt{\int_{\lambda^{\frac{i}{I}}}^{\lambda \frac{i+1}{I}} A^{\prime}\left(x+\frac{\lambda}{I}\right) \mathrm{d} x} \times \sqrt{\int_{\lambda_{\frac{i}{I}}}^{\lambda \frac{i+1}{I}} \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right) \mathrm{d} x} . \tag{6.171}
\end{equation*}
$$

Finally, we apply the Schwarz inequality to arrive at the desired bound

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right)} & \geq \sum_{i=-I}^{I-1} \int_{\lambda_{\frac{i}{I}}}^{\lambda \frac{i+1}{I}} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x \\
& =\int_{-\lambda}^{\lambda} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x \tag{6.172}
\end{align*}
$$

Now, by taking the appropriate limits of our parameters $A, \lambda$ and $I$, we will get the desired achieveability bound on the optimal infidelity, and therefore also on the optimal rate.

Proof of Proposition 6.20 (achieveability). By Lemma 6.22 we know that there exists a family of distributions $\tilde{\boldsymbol{P}}^{n}$ majorising $\boldsymbol{Q}^{n}$ and such that $\liminf _{n \rightarrow \infty} F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n \downarrow}\right)$ is lower-bounded by

$$
\begin{equation*}
\left(\int_{-\lambda}^{\lambda} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x\right)^{2} . \tag{6.173}
\end{equation*}
$$

Due to the equivalence between pre- and post-majorisation, Lemma 6.5, this means that there exists a family of distributions $\tilde{\boldsymbol{Q}}^{n}$ that is majorised by the total initial state $\boldsymbol{P}^{n}$ and such that their fidelity with the total target state $\boldsymbol{Q}^{n}$ is also lower bounded by the above expression, which implies a lower bound on the asymptotic ideal fidelity

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sqrt{1-\epsilon_{0}^{*}\left(n, R_{\mu}\right)} & \geq \liminf _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{Q}}^{n}, \boldsymbol{Q}^{n \downarrow}\right)} \\
& \geq \int_{-\lambda}^{\lambda} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x \tag{6.174}
\end{align*}
$$

As the left hand side is independent of $I, \lambda$ and $A$, we can now take the desired limits. Note that the order of limits will be important: first we will take $I \rightarrow \infty$, then $\lambda \rightarrow \infty$, followed by a supremum over $A$.

Firstly, we take the limit inferior $I \rightarrow \infty$. As a consequence of the fact that $\lambda$ is still finite, together with the continuous differentiability of $A$ and $\Phi_{\mu, \nu}$, we have the point-wise limit

$$
\begin{equation*}
\sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right)} \sqrt{\Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \quad \stackrel{I \rightarrow \infty}{\longrightarrow} \quad \sqrt{A^{\prime}(x)} \sqrt{\Phi_{\mu, \nu}^{\prime}(x)} . \tag{6.175}
\end{equation*}
$$

## CHAPTER 6: BEYOND THE THERMODYNAMIC LIMIT

Using the compactness of $[-2 \lambda, 2 \lambda]$ we can apply the dominated convergence theorem to move this limit inside the integral, which gives

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sqrt{1-\epsilon_{0}^{*}\left(n, R_{\mu}\right)} & \geq \liminf _{I \rightarrow \infty} \int_{-\lambda}^{\lambda} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x \\
& =\int_{-\lambda}^{\lambda} \lim _{I \rightarrow \infty} \sqrt{A^{\prime}\left(x+\frac{\lambda}{I}\right) \Phi_{\mu, \nu}^{\prime}\left(x-\frac{\lambda}{I}\right)} \mathrm{d} x \\
& =\int_{-\lambda}^{\lambda} \sqrt{A^{\prime}(x) \Phi_{\mu, \nu}^{\prime}(x)} \mathrm{d} x . \tag{6.176}
\end{align*}
$$

Secondly, we want to take $\lambda \rightarrow \infty$. The existence of this limit follows from monotone convergence theorem, which we can apply due to the monotonicity of $A$ and $\Phi_{\mu, \nu}$, together with the boundedness of the continuous fidelity. Taking the limit gives us a bound in terms of the continuous fidelity

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sqrt{1-\epsilon_{0}^{*}\left(n, R_{\mu}\right)} & \geq \lim _{\lambda \rightarrow \infty} \int_{-\lambda}^{\lambda} \sqrt{A^{\prime}(x) \Phi_{\mu, \nu}^{\prime}(x)} \mathrm{d} x \\
& \geq \int_{-\infty}^{\infty} \sqrt{A^{\prime}(x) \Phi_{\mu, \nu}^{\prime}(x)} \mathrm{d} x=\sqrt{\mathcal{F}\left(A^{\prime}, \Phi_{\mu, \nu}^{\prime}\right)} \tag{6.177}
\end{align*}
$$

Lastly, we want to take a supremum over all continuously differentiable monotone functions $1 \geq$ $A \geq \Phi$, which gives us the Rayleigh-normal distribution

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \epsilon_{0}^{*}\left(n, R_{\mu}\right) \leq 1-\sup _{A \geq \Phi} \mathcal{F}\left(A^{\prime}, \Phi_{\mu, \nu}^{\prime}\right)=: Z_{\nu}(\mu) \tag{6.178}
\end{equation*}
$$

Using the above and the duality property of Rayleigh-normal distributions, Eq. (6.45), we obtain the lower bound on the optimal rate

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \gtrsim \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{V(\boldsymbol{p})}{n}} Z_{1 / \nu}^{-1}(\epsilon)\right] \tag{6.179}
\end{equation*}
$$

## Optimality

We now proceed to the proof of the optimality of Proposition 6.20. To this end, we will employ two lemmas originally proved in Ref. [6.20]. The idea is to start by showing that, after a particular coarse-graining, the fidelity between $\Phi$ and $\Phi_{\mu, \nu}$ is close to the optimal fidelity $\sup _{A \geq \Phi} \mathcal{F}\left(A^{\prime}, \Phi_{\mu, \nu}^{\prime}\right)=$ $1-Z_{\nu}(\mu)$.
Lemma 6.23 (Lemma 17 of Ref. [6.20]). For any $\zeta>0$, there exist real numbers $s \leq t \leq t^{\prime} \leq s^{\prime}$ such that $\Phi^{\prime}(x) / \Phi_{\mu, \nu}^{\prime}(x)$ is strictly monotone decreasing for $x \in\left(s, s^{\prime}\right)$ and

$$
\begin{align*}
\frac{\Phi(t)}{\Phi_{\mu, \nu}(t)} & =\frac{\Phi^{\prime}(s)}{\Phi_{\mu, \nu}^{\prime}(s)}  \tag{6.180a}\\
\frac{1-\Phi\left(t^{\prime}\right)}{1-\Phi_{\mu, \nu}\left(t^{\prime}\right)} & =\frac{\Phi^{\prime}\left(s^{\prime}\right)}{\Phi_{\mu, \nu}^{\prime}\left(s^{\prime}\right)} \tag{6.180b}
\end{align*}
$$

Moreover, if we define $\mathcal{F}_{t, t^{\prime}}(\cdot, \cdot)$ to be the fidelity of distributions which have been coarse-grained on $x \leq t$ and $x \geq t^{\prime}$, specifically

$$
\begin{equation*}
\mathcal{F}_{t, t^{\prime}}(p, q):=\left(\sqrt{\int_{-\infty}^{t} p(x) \mathrm{d} x \int_{-\infty}^{t} q(x) \mathrm{d} x}+\int_{t}^{t^{\prime}} \sqrt{p(x) q(x)} \mathrm{d} x+\sqrt{\int_{t^{\prime}}^{\infty} p(x) \mathrm{d} x \int_{t}^{\infty} q(x) \mathrm{d} x}\right)^{2} \tag{6.181}
\end{equation*}
$$

then this coarse-grained fidelity has an upper bound

$$
\begin{equation*}
\mathcal{F}_{t, t^{\prime}}\left(\Phi^{\prime}, \Phi_{\mu, \nu}^{\prime}\right)-\zeta \leq \sup _{A \geq \Phi} \mathcal{F}\left(A^{\prime}, \Phi_{\mu, \nu}^{\prime}\right) \tag{6.182}
\end{equation*}
$$

Notice that $\Phi$ and $\Phi_{\mu, \nu}$ are exactly the distributions that appear in central limit theorem, Lemma 6.10. Thus, we would like to relate the fidelity $F\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)$ back to the Rayleigh-normal distribution via this coarse-grained fidelity between Gaussians. To be able to argue this for any $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$, we will first give a sufficient condition for a distribution $\boldsymbol{a}$ to have the highest possible fidelity with respect to a second distribution $\boldsymbol{b}$ among all distributions satisfying a majorisation-like condition.

Lemma 6.24 (Lemma 15 of Ref. [6.20]). Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be probability distributions such that $a_{i} / b_{i}$ is strictly decreasing for all $i$. Then, for any distribution $\boldsymbol{c}$ such that

$$
\begin{equation*}
\sum_{i=1}^{k} a_{i} \leq \sum_{i=1}^{k} c_{i} \quad \forall k \tag{6.183}
\end{equation*}
$$

we have

$$
\begin{equation*}
F(\boldsymbol{c}, \boldsymbol{b}) \leq F(\boldsymbol{a}, \boldsymbol{b}) \tag{6.184}
\end{equation*}
$$

with equality if and only if $\boldsymbol{c}=\boldsymbol{a}$.
We are now ready for the optimality proof.
Proof of Proposition 6.20 (optimality). To prove optimality we need to show that for any $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$, the infidelity between $\tilde{\boldsymbol{P}}^{n}$ and $\boldsymbol{P}^{n}$ can be lower bounded by the Rayleigh-normal distribution. This, through Lemma 6.5 , will yield a lower bound on the infidelity between any final state $\tilde{\boldsymbol{Q}}^{n}$ (i.e., any distribution majorised by the total initial state $\boldsymbol{P}^{n}$ ) and the total target state $\boldsymbol{Q}^{n}$. We will start by using the monotonicity of fidelity under coarse-graining to bound the fidelity between $\tilde{\boldsymbol{P}}^{n}$ and $\boldsymbol{P}^{n}$ by the fidelity between their coarse-grained versions (with coarse-graining over particularly chosen bins of indices). We will then use Lemma 6.24 (along with the monotonicity properties of Lemma 6.23) to bound the fidelity between coarse-grained versions of $\boldsymbol{P}^{n}$ and $\tilde{\boldsymbol{P}}^{n}$ by the fidelity between coarsegrained versions of $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$. Next, by applying Lemma 6.10, we will show that this coarse-grained fidelity asymptotes to a fidelity between Gaussians. We will conclude by returning to the last part of Lemma 6.23, which will allow us to give a final bound in terms of the Rayleigh-normal distribution.

Fix $\zeta>0$ and $I \in \mathbb{N}$. Let $t, t^{\prime} \in \mathbb{R}$ be those given by Lemma 6.23 and introduce

$$
\begin{equation*}
z_{i}:=t(1-i / I)+t^{\prime}(i / I) \tag{6.185}
\end{equation*}
$$

for $0 \leq i \leq I$. Define a set of bins

$$
\begin{equation*}
B_{i}:=\left\{K_{n}\left(z_{i}\right), \ldots, K_{n}\left(z_{i+1}\right)-1\right\} \tag{6.186}
\end{equation*}
$$

for $0 \leq i<I$, as well as two end bins

$$
\begin{align*}
B_{-1} & :=\left\{1, \ldots, K_{n}(t)-1\right\},  \tag{6.187a}\\
B_{I} & :=\left\{K_{n}\left(t^{\prime}\right), \ldots, \infty\right\}, \tag{6.187b}
\end{align*}
$$

so that $\left\{B_{i}\right\}$ now gives a partition of all indices. Using the monotonicity of fidelity under coarse-graining we get

$$
\begin{align*}
\sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)} & =\sum_{i=-1}^{I} \sum_{j \in B_{i}} \sqrt{\tilde{P}_{j}^{n \downarrow} P_{j}^{n \downarrow}} \\
& \leq \sum_{i=-1}^{I} \sqrt{\sum_{j \in B_{i}} \tilde{P}_{j}^{n \downarrow} \sum_{j \in B_{i}} P_{j}^{n \downarrow}}=: r_{n} . \tag{6.188}
\end{align*}
$$

We now define the limiting coarse-grained versions of total initial and target distributions

$$
\begin{align*}
a_{i} & :=\lim _{n \rightarrow \infty} \sum_{j \in B_{i}} Q_{j}^{n \downarrow},  \tag{6.189a}\\
b_{i} & :=\lim _{n \rightarrow \infty} \sum_{j \in B_{i}} P_{j}^{n \downarrow}, \tag{6.189b}
\end{align*}
$$

for $-1 \leq i \leq I$. We note that the above limits all exist by Lemma 6.10 , specifically

$$
\begin{align*}
a_{-1} & =\Phi(t),  \tag{6.190a}\\
a_{i} & =\Phi\left(z_{i+1}\right)-\Phi\left(z_{i}\right),  \tag{6.190b}\\
a_{I} & =1-\Phi\left(t^{\prime}\right),  \tag{6.190c}\\
b_{-1} & =\Phi_{\mu, \nu}(t),  \tag{6.190d}\\
b_{i} & =\Phi_{\mu, \nu}\left(z_{i+1}\right)-\Phi_{\mu, \nu}\left(z_{i}\right),  \tag{6.190e}\\
b_{I} & =1-\Phi_{\mu, \nu}\left(t^{\prime}\right) . \tag{6.190f}
\end{align*}
$$

We would also like to analogously define a distribution $\boldsymbol{c}$ that would be a coarse-grained version of $\tilde{\boldsymbol{P}}^{n}$, but we have no guarantees that the corresponding limits exist. In lieu of this, we will use the vectorial Bolzano-Weirestrass Theorem ${ }^{5}$, which gives that there exists a strictly increasing set of indices $\left\{m_{l}\right\}_{l} \subset \mathbb{N}$ such that $\left\{r_{n}\right\}$ limits to its limit superior

$$
\begin{equation*}
\lim _{l \rightarrow \infty} r_{m_{l}}=\limsup _{n \rightarrow \infty} r_{n}, \tag{6.191}
\end{equation*}
$$

[^17]and that all the limits
\[

$$
\begin{equation*}
c_{i}:=\lim _{l \rightarrow \infty} \sum_{j \in B_{i}} \tilde{P}_{j}^{m_{l} \downarrow} \tag{6.192}
\end{equation*}
$$

\]

exist, for all $-1 \leq i \leq I$.
We now want to apply Lemma 6.24 to bound the fidelity $F(\boldsymbol{c}, \boldsymbol{b})$ with $F(\boldsymbol{a}, \boldsymbol{b})$, but first we must show that $a_{i} / b_{i}$ is strictly decreasing. Lemma 6.23 allows us to relate this ratio at the ends, $i=-1$ and $i=I$, to the ratio of Gaussian derivatives,

$$
\begin{align*}
& \frac{a_{-1}}{b_{-1}}=\frac{\Phi(t)}{\Phi_{\mu, \nu}(t)}=\frac{\Phi^{\prime}(s)}{\Phi_{\mu, \nu}^{\prime}(s)}  \tag{6.193a}\\
& \frac{a_{I}}{b_{I}}=\frac{1-\Phi\left(t^{\prime}\right)}{1-\Phi_{\mu, \nu}\left(t^{\prime}\right)}=\frac{\Phi^{\prime}\left(s^{\prime}\right)}{\Phi_{\mu, \nu}^{\prime}\left(s^{\prime}\right)} \tag{6.193b}
\end{align*}
$$

For $0 \leq i<I$ we can apply Cauchy's mean value theorem, which gives that there exists some $s_{i} \in$ $\left(z_{i}, z_{i+1}\right)$ the ratio of finite differences is given by a ratio of derivatives

$$
\begin{equation*}
\frac{a_{i}}{b_{i}}=\frac{\Phi\left(z_{i+1}\right)-\Phi\left(z_{i}\right)}{\Phi_{\mu, \nu}\left(z_{i+1}\right)-\Phi_{\mu, \nu}\left(z_{i}\right)}=\frac{\Phi^{\prime}\left(s_{i}\right)}{\Phi_{\mu, \nu}^{\prime}\left(s_{i}\right)} \tag{6.194}
\end{equation*}
$$

Given that $\left\{s, s_{0}, \ldots, s_{I-1}, s^{\prime}\right\}$ is a strictly increasing sequence, and that $\Phi^{\prime}(x) / \Phi_{\mu, \nu}^{\prime}(x)$ is strictly decreasing on $\left(s, s^{\prime}\right)$ by Lemma 6.23, we therefore have that $a_{i} / b_{i}$ is strictly decreasing as required.

Now that we have shown that $a_{i} / b_{i}$ is strictly decreasing, we can apply Lemma 6.24. This gives us

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \leq F(\boldsymbol{c}, \boldsymbol{b}) \leq F(\boldsymbol{a}, \boldsymbol{b}) . \tag{6.195}
\end{equation*}
$$

Expanding this out, we have

$$
\begin{align*}
\limsup _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)} \leq & \sqrt{\Phi\left(z_{0}\right) \Phi_{\mu, \nu}\left(z_{0}\right)} \\
& +\sum_{i=0}^{I-1} \sqrt{\Phi\left(z_{i+1}\right)-\Phi\left(z_{i}\right)} \sqrt{\Phi_{\mu, \nu}\left(z_{i+1}\right)-\Phi_{\mu, \nu}\left(z_{i}\right)} \\
& +\sqrt{\left(1-\Phi\left(z_{I}\right)\right)\left(1-\Phi_{\mu, \nu}\left(z_{I}\right)\right)} . \tag{6.196}
\end{align*}
$$

If we take $I \rightarrow \infty$, these finite differences above approach derivatives, and we get a bound in terms of a coarse-grained fidelity

$$
\begin{align*}
\limsup _{n \rightarrow \infty} \sqrt{F\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)} \leq & \sqrt{\Phi(t) \Phi_{\mu, \nu}(t)} \\
& +\int_{t}^{t^{\prime}} \sqrt{\Phi^{\prime}(x) \Phi_{\mu, \nu}^{\prime}(x)} \mathrm{d} x \\
& +\sqrt{\left(1-\Phi\left(t^{\prime}\right)\right)\left(1-\Phi_{\mu, \nu}\left(t^{\prime}\right)\right)} . \tag{6.197}
\end{align*}
$$

Finally, we apply the last part of Lemma 6.23, which allows us to bound this in terms of the Rayleighnormal distribution, giving

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq Z_{\nu}(\mu)-\zeta \tag{6.198}
\end{equation*}
$$

Taking $\zeta \searrow 0$, we can once more use the equivalence between pre- and post-majorisation, Lemma 6.5, to conclude that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \epsilon_{0}^{*}\left(n, R_{\mu}\right) \geq Z_{\nu}(\mu) . \tag{6.199}
\end{equation*}
$$

Using the above together with the duality property of Rayleigh-normal distributions, Eq. 17 (6.45), we obtain the upper bound on the optimal rate

$$
\begin{equation*}
R_{0}^{*}(n, \epsilon) \lesssim \frac{1}{D(\boldsymbol{q})}\left[D(\boldsymbol{p})+\sqrt{\frac{V(\boldsymbol{p})}{n}} Z_{1 / \nu}^{-1}(\epsilon)\right] \tag{6.200}
\end{equation*}
$$

### 6.7 Outlook

In this paper we have derived the exact second-order asymptotics of state interconversion under thermal operations between any two energy-incoherent states. It is then natural to ask whether such a characterisation is also possible for general, not necessarily energy-incoherent, states. Due to the fact that thermal operations are time-translation covariant, such that coherence and athermality form independent resources $[6.13,6.31]$, it seems unlikely that the current approach can be easily generalised. Instead, one would need to rely on the full power of Gibbs-preserving maps [6.60, 6.61] that form a superset of the thermal operations. For such maps, we believe that a reasonable conjecture is in fact given by Eq. (6.1a), with the relative entropy and relative entropy variance replaced by their fully quantum analogues given in Refs. [6.37] and [6.21,6.22], respectively.

We also provided a physical interpretation of our main result by considering several thermodynamic scenarios and explaining how our work can be employed to rigorously address the problem of thermodynamic irreversibility. We derived optimal values of distillable work and work of formation, and related them to the infidelity of these processes. This could potentially be used to clarify the notion of imperfect work $[6.40,6.50,6.59]$, and to construct a comparison platform allowing one to continuously distinguish between work-like and heat-like forms of energy. We also discussed thermodynamic processes with finite-size working bodies, focusing particularly on the optimal performance of heat engines. We have shown that there are non-trivial conditions under which an engine can operate at Carnot efficiency and extract perfect work. This opens the possibility of engineering finite heat-baths and working bodies in order to minimise undesirable dissipation of free energy. Moreover, our formalism is general enough to address other interesting problems involving finite-size baths, like fluctuation theorems, Landauers' principle or the third law of thermodynamics [6.53, 6.54, 6.56].

A number of natural technical extensions to our result suggest themselves. We have used the infidelity as our error measure, and conjecture that Theorem 6.3 will also hold when $\epsilon$ is a bound on the total variational distance. Our second-order expansion falls into a larger class of results known as small
deviation bounds, in which we consider a fixed error threshold $\epsilon$. Two natural extensions are to the regime of large deviations [6.62], in which a fixed rate is considered, and moderate deviations [6.63,6.64], in which the rate approaches its optimum and the error vanishes. Last, but not least, we expect that our treatment of approximate majorisation can be extended to cover other distance measures.
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## 6.A Work extraction with Carnot efficiency

Here we consider a thermodynamic process involving a heat engine with a finite working body. Suppose the working body starts at the cold temperature, $T_{c}$. Then, the heat flowing from the hot bath will steadily increase the temperature of the working body, from $T_{\mathrm{c}}$ to $T_{\mathrm{c}^{\prime}}$. We assume that thermalisation happens on a much shorter time-scale than the heat flow, so that the working body is at all times in thermal equilibrium. We are now interested in the amount of work that can be extracted if the engine at each time step operates with the maximal allowed Carnot efficiency (with respect to the background hot temperature and the instantaneous temperature of the working body).

By definition, the efficiency of an infinitesimal process involving the flow of heat $d Q_{\text {in }}$ from the hot bath to the engine, $d Q_{\text {out }}$ of which flows out to the cold bath, while the remaining energy is converted into work $d W$, is given by

$$
\begin{equation*}
\eta:=\frac{\mathrm{d} W}{\mathrm{~d} Q_{\mathrm{in}}}=\frac{\mathrm{d} W}{\mathrm{~d} W+\mathrm{d} Q_{\mathrm{out}}}, \tag{6.201}
\end{equation*}
$$

where the equality comes from the conservation of energy. Hence, the work extracted during the infinitesimal flow of heat $d Q_{\text {out }}$ into the cold bath at temperature $T_{\mathrm{x}}$ that heats it up by $d T_{\mathrm{x}}$,

$$
\begin{equation*}
\mathrm{d} Q_{\text {out }}=\frac{\mathrm{d}\langle E\rangle_{\gamma_{\mathrm{x}}}}{\mathrm{~d} T_{\mathrm{x}}} \mathrm{~d} T_{\mathrm{x}}, \tag{6.202}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\mathrm{d} W=\frac{\eta}{1-\eta} \mathrm{d} Q_{\text {out }} \tag{6.203}
\end{equation*}
$$

The Carnot efficiency of an engine acting between the hot bath at fixed temperature $T_{\mathrm{h}}$ and the working body at varying temperature $T_{\mathrm{x}}$ is given by

$$
\begin{equation*}
\eta_{\mathrm{c}}\left(T_{\mathrm{x}}\right)=1-\frac{T_{\mathrm{x}}}{T_{\mathrm{h}}} \tag{6.204}
\end{equation*}
$$

Thus, the work produced by an engine working at maximum allowed efficiency is given by

$$
\begin{equation*}
\mathrm{d} W=\left(\frac{T_{\mathrm{h}}}{T_{\mathrm{x}}}-1\right) \frac{\mathrm{d}\langle E\rangle_{\gamma_{\mathrm{x}}}}{\mathrm{~d} T_{\mathrm{x}}} \mathrm{~d} T_{\mathrm{x}} \tag{6.205}
\end{equation*}
$$

We now want to calculate the total work $W$ extracted by such an optimal engine while the temperature of the working body changes from $T_{\mathrm{c}}$ to $T_{\mathrm{c}^{\prime}}$,

$$
\begin{equation*}
W=\int_{T_{\mathrm{c}}}^{T_{\mathrm{c}^{\prime}}} \mathrm{d} W \tag{6.206}
\end{equation*}
$$

By simply integrating by parts we get

$$
\begin{equation*}
W=\left.\left(\frac{T_{\mathrm{h}}}{T_{\mathrm{x}}}-1\right)\langle E\rangle_{\gamma_{\mathrm{x}}}\right|_{T_{\mathrm{x}}=T_{\mathrm{c}}} ^{T_{\mathrm{x}}=T_{\mathrm{c}^{\prime}}}+T_{\mathrm{h}} \int_{T_{\mathrm{c}}}^{T_{\mathrm{c}^{\prime}}} \frac{\langle E\rangle_{\gamma_{\mathrm{x}}}}{T_{\mathrm{x}}^{2}} \mathrm{~d} T_{\mathrm{x}} \tag{6.207}
\end{equation*}
$$

The second term can be calculated by switching from temperature $T_{\mathrm{x}}$ to inverse temperature $\beta_{\mathrm{x}}$ and recalling that the average energy is a negative derivative of $\log \mathcal{Z}_{\mathrm{x}}$ over $\beta_{\mathrm{x}}$ :

$$
\begin{equation*}
T_{\mathrm{h}} \int_{T_{\mathrm{c}}}^{T_{\mathrm{c}^{\prime}}} \frac{\langle E\rangle_{\gamma_{\mathrm{x}}}}{T_{\mathrm{x}}^{2}} \mathrm{~d} T_{\mathrm{x}}=\frac{1}{\beta_{\mathrm{h}}} \int_{\beta_{\mathrm{c}}}^{\beta_{\mathrm{c}^{\prime}}} \frac{\mathrm{d} \log \mathcal{Z}_{\mathrm{x}}}{\mathrm{~d} \beta_{\mathrm{x}}} \mathrm{~d} \beta_{\mathrm{x}}=\frac{1}{\beta_{\mathrm{h}}}\left(\log \mathcal{Z}_{\mathrm{c}^{\prime}}-\log \mathcal{Z}_{\mathrm{c}}\right) \tag{6.208}
\end{equation*}
$$

By noting that the entropy of a thermal equilibrium state is given by

$$
\begin{equation*}
H\left(\gamma_{\mathrm{x}}\right)=\beta_{\mathrm{x}}\langle E\rangle_{\gamma_{\mathrm{x}}}+\log \mathcal{Z}_{\mathrm{x}} \tag{6.209}
\end{equation*}
$$

we thus have

$$
\begin{equation*}
W=\left(\langle E\rangle_{\gamma_{\mathrm{c}}}-\frac{H\left(\gamma_{\mathrm{c}}\right)}{\beta_{\mathrm{h}}}\right)-\left(\langle E\rangle_{\gamma_{c^{\prime}}}-\frac{H\left(\gamma_{\mathrm{c}^{\prime}}\right)}{\beta_{\mathrm{h}}}\right) . \tag{6.210}
\end{equation*}
$$

Finally, comparing the above with Eq. (6.25) we arrive at

$$
\begin{equation*}
W=k_{B} T_{\mathrm{h}}\left(D\left(\gamma_{\mathrm{c}} \| \gamma_{\mathrm{h}}\right)-D\left(\gamma_{\mathrm{c}^{\prime}} \| \gamma_{\mathrm{h}}\right)\right) \tag{6.211}
\end{equation*}
$$

which is equal to the change of free energy of the finite bath.

## 6.B Proof of Lemma 6.4

## 6.B.1 Preliminaries

In Ref. [6.48] an explicit construction the solution $\tilde{\boldsymbol{p}}^{\star}$ to the following maximisation problem,

$$
\begin{equation*}
\tilde{\boldsymbol{p}}^{\star}=\underset{\tilde{p}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}}{\arg \max } F(\boldsymbol{p}, \tilde{\boldsymbol{p}}), \tag{6.212}
\end{equation*}
$$

was given. We will now describe the construction of this optimal distribution, as it is crucial for our proof, the second part which will very closely follow the reasoning presented in Ref. [6.48]. As explained
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in Section 6.3.3, without loss of generality we will assume that all the distributions are non-increasingly ordered.

First, for any distribution $\boldsymbol{a}$ define

$$
\begin{equation*}
E_{k}^{\boldsymbol{a}}:=\sum_{i=k}^{d} a_{i}, \quad \Delta_{k_{1}}^{k_{2}}(\boldsymbol{a}):=\sum_{i=k_{1}}^{k_{2}-1} a_{i}=E_{k_{1}}^{\boldsymbol{a}}-E_{k_{2}}^{\boldsymbol{a}} \tag{6.213}
\end{equation*}
$$

Note that $\boldsymbol{p} \succ \boldsymbol{q}$ is equivalent to $E_{k}^{\boldsymbol{p}} \leq E_{k}^{\boldsymbol{q}}$ for all $k$. Now, for a given $\boldsymbol{p}$ and $\boldsymbol{q}$ the construction of $\tilde{\boldsymbol{p}}^{\star}$ is given by the following iterative procedure. Set $l_{0}=d+1$ and define

$$
\begin{equation*}
l_{j}:=\underset{k<l_{j-1}}{\arg \min } \frac{\Delta_{k}^{l_{j-1}}(\boldsymbol{q})}{\Delta_{k}^{l_{j-1}}(\boldsymbol{p})}, \quad r_{j}:=\frac{\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{q})}{\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{p})} \tag{6.214}
\end{equation*}
$$

If the minimisation defining $l_{j}$ does not have a unique solution then $l_{j}$ is chosen to be the smallest possible. We will also denote by $N$ an index for which $l_{N}=1$. The $i$-th entry of the optimal vector for $i \in\left\{l_{j}, \ldots, l_{j-1}-1\right\}$ is then given by

$$
\begin{equation*}
\tilde{p}_{i}^{\star}=r_{j} p_{i} \tag{6.215}
\end{equation*}
$$

It is straightforward to verify that $\tilde{\boldsymbol{p}}^{\star}$ is normalised, and $\tilde{\boldsymbol{p}}^{\star} \succ \boldsymbol{q}$ as the construction guarantees that $E_{k}^{\boldsymbol{p}} \leq E_{k}^{\boldsymbol{q}}$ for all $k$. Moreover, the optimal fidelity between $\boldsymbol{p}$ and a distribution that majorises $\boldsymbol{q}$ is given by

$$
\begin{align*}
\sqrt{F\left(\boldsymbol{p}, \tilde{\boldsymbol{p}}^{\star}\right)} & =\sum_{i=1}^{d} \sqrt{p_{i} \tilde{p}_{i}^{\star}}=\sum_{j=1}^{N} \sum_{i=l_{j}}^{l_{j-1}-1} \sqrt{p_{i} \tilde{p}_{i}^{\star}} \\
& =\sum_{j=1}^{N}\left(\frac{\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{q})}{\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{p})}\right)^{\frac{1}{2}} \sum_{i=l_{j}}^{l_{j-1-1}} p_{i} \\
& =\sum_{j=1}^{N}\left(\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{q}) \Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{p})\right)^{\frac{1}{2}} . \tag{6.216}
\end{align*}
$$

The crucial observation in proving the optimality of the above, which we will also need in our proof, is that for all $j$ we have

$$
\begin{equation*}
r_{j}<r_{j+1} \tag{6.217}
\end{equation*}
$$

This follows from the definition of $l_{j}, r_{j}$ and the fact that for $a, b, c, d>0$ one has (see Ref. [6.48] for details)

$$
\begin{equation*}
\frac{a}{b} \leq \frac{a+c}{b+d} \quad \Longleftrightarrow \quad \frac{a}{b}<\frac{c}{d} \tag{6.218}
\end{equation*}
$$

## 6.B. 2 Proper proof

Proof. We will prove the equality in Eq. (6.86) by showing that the following two inequalities hold

$$
\begin{align*}
& \max _{\tilde{\boldsymbol{p}}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}} F(\boldsymbol{p}, \tilde{\boldsymbol{p}}) \leq \max _{\tilde{\boldsymbol{q}}: \boldsymbol{p} \succ \tilde{\boldsymbol{q}}} F(\boldsymbol{q}, \tilde{\boldsymbol{q}}),  \tag{6.219a}\\
& \max _{\tilde{\boldsymbol{p}}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}} F(\boldsymbol{p}, \tilde{\boldsymbol{p}}) \geq \max _{\tilde{\boldsymbol{q}}: \boldsymbol{p} \succ \tilde{\boldsymbol{q}}} F(\boldsymbol{q}, \tilde{\boldsymbol{q}}) . \tag{6.219b}
\end{align*}
$$

We start with the easier part, Eq. (6.219a). It is enough to show that the inequality holds for any $\tilde{\boldsymbol{p}}$ within the constraints. Let us then take any $\tilde{\boldsymbol{p}}$ such that it majorises $\boldsymbol{q}$. Due to Theorem 6.2 this is equivalent to the existence of a bistochastic matrix $B_{0}$ such that $B_{0} \tilde{\boldsymbol{p}}=\boldsymbol{q}$. This implies that

$$
\begin{equation*}
\max _{\tilde{\boldsymbol{q}}: \boldsymbol{p} \succ \tilde{\boldsymbol{q}}} F(\boldsymbol{q}, \tilde{\boldsymbol{q}})=\max _{B} F(\boldsymbol{q}, B \boldsymbol{p}), \tag{6.220}
\end{equation*}
$$

where the maximisation on the right hand side is over all bistochastic matrices $B$. We now observe that

$$
\begin{align*}
\max _{B} F(\boldsymbol{q}, B \boldsymbol{p}) & =\max _{B} F\left(B_{0} \tilde{\boldsymbol{p}}, B \boldsymbol{p}\right)  \tag{6.221a}\\
& \geq F\left(B_{0} \tilde{\boldsymbol{p}}, B_{0} \boldsymbol{p}\right)  \tag{6.221b}\\
& \geq F(\tilde{\boldsymbol{p}}, \boldsymbol{p}) \tag{6.221c}
\end{align*}
$$

where in the last step we used the fact that fidelity obeys data processing inequality. We thus have

$$
\begin{equation*}
\max _{\tilde{\boldsymbol{q}}: \boldsymbol{p} \succ \tilde{\boldsymbol{q}}} F(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \geq F(\tilde{\boldsymbol{p}}, \boldsymbol{p}), \tag{6.222}
\end{equation*}
$$

for any $\tilde{\boldsymbol{p}}$ majorising $\boldsymbol{q}$, and so Eq. (6.219a) holds.
We now proceed to proving Eq. (6.219b). It is again enough to show that the inequality holds for any $\tilde{\boldsymbol{q}}$ within the constraints. Let us then take any $\tilde{\boldsymbol{q}}$ such that it is majorised by $\boldsymbol{p}$. We now have

$$
\begin{align*}
\sqrt{F(\boldsymbol{q}, \tilde{\boldsymbol{q}})} & =\sum_{i=1}^{d} \sqrt{q_{i} \tilde{q}_{i}}=\sum_{j=1}^{N} \sum_{i=l_{j}}^{l_{j-1}-1} \sqrt{q_{i} \tilde{q}_{i}} \\
& \leq \sum_{j=1}^{N}\left(\sum_{i=l_{j}}^{l_{j-1}-1} q_{i}\right)^{\frac{1}{2}}\left(\sum_{i=l_{j}}^{l_{j-1}-1} \tilde{q}_{i}\right)^{\frac{1}{2}} \\
& =\sum_{j=1}^{N}\left(\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{q}) \Delta_{l_{j}}^{l_{j-1}}(\tilde{\boldsymbol{q}})\right)^{\frac{1}{2}} \tag{6.223}
\end{align*}
$$

where $l_{j}$ and $\Delta_{k_{1}}^{k_{2}}$ are defined as in Eqs. (6.213)-(6.214). We now introduce

$$
\begin{equation*}
x_{j}:=E_{l_{j}}^{\tilde{q}}-E_{l_{j}}^{\boldsymbol{p}} \geq 0, \tag{6.224}
\end{equation*}
$$

where the inequality holds for every $j$ because $\boldsymbol{p} \succ \tilde{\boldsymbol{q}}$. Observing that

$$
\begin{equation*}
\Delta_{l_{j}}^{l_{j-1}}(\tilde{\boldsymbol{q}})=\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{p})+x_{j}-x_{j-1} \geq 0 \tag{6.225}
\end{equation*}
$$

we arrive at $\sqrt{F(\boldsymbol{q}, \tilde{\boldsymbol{q}})} \leq f(\boldsymbol{x})$ with

$$
\begin{equation*}
f(\boldsymbol{x}):=\sum_{j=1}^{N}\left(\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{q})\left(\Delta_{l_{j}}^{l_{j-1}}(\boldsymbol{p})+x_{j}-x_{j-1}\right)\right)^{\frac{1}{2}} \tag{6.226}
\end{equation*}
$$

We will now show that $f(\boldsymbol{x})$ achieves its maximum within the positive orthant $x_{j} \geq 0$ when $\boldsymbol{x}=\mathbf{0}$, which will finish the proof. This is because then

$$
\begin{equation*}
F(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq F\left(\boldsymbol{p}, \tilde{\boldsymbol{p}}^{\star}\right)=\max _{\tilde{\boldsymbol{p}}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}} F(\boldsymbol{p}, \tilde{\boldsymbol{p}}) \tag{6.227}
\end{equation*}
$$

for any $\tilde{\boldsymbol{q}}$ majorised by $\boldsymbol{p}$, which implies Eq. (6.219b). First, by direct calculation one can find a matrix $M$ of second derivatives of $f(\boldsymbol{x})$, i.e., $M_{i j}=\frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{i} \partial x_{j}}$. Then, using Gershgorin circle theorem, one can verify that $M$ is negative definite in the allowed region of $\boldsymbol{x}$, so that there are no local extrema and the maximal value must be obtained at the boundary. Finally,

$$
\begin{equation*}
\left.\frac{\partial f(\boldsymbol{x})}{\partial x_{j}}\right|_{x_{j}=0}=\frac{1}{2}\left(\sqrt{r_{j}}-\sqrt{r_{j+1}}\right)<0 \tag{6.228}
\end{equation*}
$$

which means that the maximal value is obtained for $\boldsymbol{x}=[0, \ldots, 0]$, which finishes the proof.

## 6.C Efficient algorithm for calculating interconversion infidelities

The construction given in Section 6.B gives a natural algorithm for calculating $\max _{\tilde{p}: \tilde{\boldsymbol{p}} \succ \boldsymbol{q}} F(\boldsymbol{p}, \tilde{\boldsymbol{p}})$. The run-time of this algorithm is $\mathcal{O}\left(d^{2}\right)$, where $d$ is the size of the input distributions. We now want to argue that this algorithm can be adapted for states described by $\boldsymbol{p}^{\otimes n}$, such that the optimal interconversion rates can be numerically calculated in a time which is efficient in $n$, as is done in Figures 6.4 and 6.10.

The key property we will leverage is that whilst distributions such as $\boldsymbol{p}^{\otimes n}$ have an exponential number of entries, they only possess a polynomial number of distinct entries (in this case $\mathcal{O}\left(n^{d-1}\right)$ ). As majorisation is invariant under permutations, it is only the distinct entries (and their degeneracies) that are relevant to our calculation.

Consider taking as input two distributions $\boldsymbol{P}$ and $\boldsymbol{Q}$ which possess $D=\exp (\mathcal{O}(n))$ total entries, but each only $\operatorname{poly}(n)$ distinct entries. This means there exists indices $1=i_{1}<i_{2}<\cdots<i_{t}<i_{t+1}=D+1$, where $t=\operatorname{poly}(n)$, such that $P_{i}^{\downarrow}$ and $Q_{i}^{\downarrow}$ are constant on each interval $i \in\left\{i_{s}, \ldots, i_{s+1}-1\right\}$ for $s \in\{1, \ldots, t\}$.

The main step in the algorithm, and the bottleneck giving an exponential run-time, is calculating the pivot indices $\left\{l_{j}\right\}_{j}$ used to construct $\tilde{\boldsymbol{P}}$. Specifically these take the form

$$
\begin{equation*}
l_{j}:=\underset{k<l_{j-1}}{\arg \max } \frac{\sum_{i=k}^{l_{j-1}-1} Q_{i}^{\downarrow}}{\sum_{i=k}^{l_{j-1}-1} P_{i}^{\downarrow}} . \tag{6.229}
\end{equation*}
$$

Using the constancy of $P_{i}^{\downarrow}$ and $Q_{i}^{\downarrow}$ on each of the intervals we can see that, for a fixed $s$, the function being optimised takes the form

$$
\begin{equation*}
\frac{\sum_{i=k}^{l_{j-1}-1} Q_{i}^{\downarrow}}{\sum_{i=k}^{l_{j-1}-1} P_{i}^{\downarrow}}=\frac{\alpha k+\beta}{\gamma k+\delta}, \tag{6.230}
\end{equation*}
$$

for any $k \in\left\{i_{s}, \ldots, i_{s+1}-1\right\}$. As this function is monotonic as a function of $i$, we conclude that the indices $l_{j}$ must lie on the edges of these intervals, i.e. $\left\{l_{j}\right\}_{j} \subseteq\left\{i_{s}\right\}_{s}$. This means that we can restrict our
attention only to the these 'edge indices' without loss of generality, lowering the algorithms run-time down from $\mathcal{O}\left(D^{2}\right)$ to $\mathcal{O}\left(t^{2}\right)$.

Using the above argument, we now have an efficient algorithm for computing $\epsilon_{0}^{*}(n, R ; \boldsymbol{p}, \boldsymbol{q})$. Utilising the idea of embedding, this also allows us to calculate the thermal variant of this, $\epsilon_{\beta}^{*}(n, R ; \boldsymbol{p}, \boldsymbol{q})$. Finally, by sweeping over $R$, we can use this to calculate $R_{\beta}^{*}(n, R ; \boldsymbol{p}, \boldsymbol{q})$. Examples of this are shown in Figures 6.4 and 6.10.

## 6.D Approximate thermomajorisation based on total variation distance

Here we show how to modify the proofs of Lemmas 6.5, 6.6 and 6.7 , so that they hold for approximate thermomajorisation defined with total variation distance $\delta(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2}\|\boldsymbol{p}-\boldsymbol{q}\|$. In all three proofs one needs to replace the statement "embedding is fidelity-preserving" with "embedding preserves the total variation distance", and "fidelity is non-decreasing under stochastic maps" with "total variation distance is non-increasing under stochastic maps". This is already enough to prove modified Lemma 6.6. In Lemma 6.7 we additionally need to replace the expression $\epsilon_{0}=(3-2 \sqrt{2}) / 6$ with $\epsilon_{0}=1 / 6$. Finally, we replace the second part of Lemma 6.5 with the following reasoning.

Assume that $\boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$. This means that there exists a $\tilde{\boldsymbol{q}}$ such that $\boldsymbol{p} \succ \tilde{\boldsymbol{q}}$ and $\delta(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq \epsilon$. Define $M$ to be the largest integer such that

$$
\begin{equation*}
\sum_{i=1}^{M} p_{i}^{\downarrow} \leq 1-\epsilon \tag{6.231}
\end{equation*}
$$

and then define $\tilde{\boldsymbol{p}}$ by cutting off the tail of $\boldsymbol{p}$, and placing all of its mass into the largest element

$$
\tilde{p}_{i}:= \begin{cases}p_{i}^{\downarrow}+\epsilon & \text { for } i=1,  \tag{6.232}\\ p_{i}^{\downarrow} & \text { for } 1<i<M, \\ p_{i}^{\downarrow}+1-\epsilon-\sum_{i=1}^{M} p_{i}^{\downarrow} & \text { for } i=M, \\ 0 & \text { for } i>M .\end{cases}
$$

By definition of $M$ we can see that $\delta(\boldsymbol{p}, \tilde{\boldsymbol{p}})=\epsilon$. We now need to show that $\tilde{\boldsymbol{p}} \succ \boldsymbol{q}$. For $k \geq M$ we have

$$
\begin{equation*}
\sum_{i=1}^{k} \tilde{p}_{i}^{\downarrow}=1 \geq \sum_{i=1}^{k} q_{i}^{\downarrow} \tag{6.233}
\end{equation*}
$$

For $k<M$, we can use $\boldsymbol{p} \succ \tilde{\boldsymbol{q}}$ and $\delta(\boldsymbol{q}, \tilde{\boldsymbol{q}}) \leq \epsilon$ to give

$$
\begin{equation*}
\sum_{i=1}^{k} \tilde{p}_{i}^{\downarrow}=\sum_{i=1}^{k} p_{i}^{\downarrow}+\epsilon \geq \sum_{i=1}^{k} \tilde{q}_{i}^{\downarrow}+\epsilon \geq \sum_{i=1}^{k} q_{i}^{\downarrow} \tag{6.234}
\end{equation*}
$$

Thus $\boldsymbol{p}_{\epsilon} \succ \boldsymbol{q} \Longleftarrow \boldsymbol{p} \succ_{\epsilon} \boldsymbol{q}$.
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## 6.E Proof of Lemma 6.8

Proof. Consider a discrete random variable $L=-\log a$, such that $\langle L\rangle_{\boldsymbol{a}}=H(\boldsymbol{a})$ and $\operatorname{Var}_{\boldsymbol{a}}(L)=V(\boldsymbol{a})$, and therefore

$$
\begin{equation*}
\log k_{n}(x)=n\langle L\rangle_{\boldsymbol{a}}+x \sqrt{n \operatorname{Var}_{\boldsymbol{a}}(L)} \tag{6.235}
\end{equation*}
$$

If we let $\left\{L_{j}\right\}_{1 \leq j \leq n}$ be i.i.d. copies of $L$, then we can write the tail bound of $\boldsymbol{a}^{\otimes n}$ in terms of tail bounds on the average of these variables as

$$
\begin{align*}
\sum_{i} & \left\{\left(\boldsymbol{a}^{\otimes n}\right)_{i} \mid\left(\boldsymbol{a}^{\otimes n}\right)_{i} \geq 1 / k_{n}(x)\right\}  \tag{6.236}\\
& =\sum_{i_{1}, \ldots, i_{n}}\left\{\prod_{j=1}^{n} a_{i_{j}} \mid \prod_{j=1}^{n} a_{i_{j}} \geq 1 / k_{n}(x)\right\}  \tag{6.237}\\
& =\sum_{i_{1}, \ldots, i_{n}}\left\{\prod_{j=1}^{n} a_{i_{j}} \mid-\sum_{j=1}^{n} \log a_{i_{j}} \geq \log k_{n}(x)\right\}  \tag{6.238}\\
& =\operatorname{Pr}\left[\sum_{j=1}^{n} L_{j} \leq n\langle L\rangle_{\boldsymbol{a}}+x \sqrt{n \operatorname{Var}_{\boldsymbol{a}}(L)}\right] \tag{6.239}
\end{align*}
$$

By applying the standard central limit theorem

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[\sum_{j=1}^{n}\left(\frac{L_{j}-\langle L\rangle_{\boldsymbol{a}}}{\sqrt{\operatorname{Var}_{\boldsymbol{a}}(L)}}\right) \leq x \sqrt{n}\right]=\Phi(x) \tag{6.240}
\end{equation*}
$$

we get the desired bound.
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#### Abstract

We consider the problem of interconverting a finite amount of resources within all theories whose single-shot transformation rules are based on a majorisation relation, e.g. the resource theories of entanglement and coherence (for pure state transformations), as well as thermodynamics (for energyincoherent transformations). When only finite resources are available we expect to see a non-trivial trade-off between the rate $r_{n}$ at which $n$ copies of a resource state $\rho$ can be transformed into $n r_{n}$ copies of another resource state $\sigma$, and the error level $\epsilon_{n}$ of the interconversion process, as a function of $n$. In this work we derive the optimal trade-off in the so-called moderate deviation regime, where the rate of interconversion $r_{n}$ approaches its optimum in the asymptotic limit of unbounded resources $(n \rightarrow \infty)$, while the error $\epsilon_{n}$ vanishes in the same limit. We find that the moderate deviation analysis exhibits a resonance behaviour which implies that certain pairs of resource states can be interconverted at the asymptotically optimal rate with negligible error, even in the finite $n$ regime.


### 7.1 Introduction

In principle, while processing quantum information, any initial state can be transformed into any final state. One could thus conclude that all quantum states are equally valuable or resourceful. In reality, however, some transformations are harder to implement than others, which results in a partial ordering
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of the set of quantum states, with the hardest to prepare at the top, and easiest at the bottom. Such a resource hierarchy arises naturally when we face any kind of restrictions: from the locality constraint, through experimental difficulties in preparing particular superpositions, to fundamental constraints induced by physical laws like energy conservation. The mathematical framework developed to study possible state transformations under such restrictions is known under the collective name of resource theories [7.1,7.2].

Inspired by classical information theory, the early resource-theoretic works considered optimal conversion rates between different resource states in the asymptotic regime, i.e., the limit of processing infinitely many copies of a given state. This led to the discovery of asymptotic resource measures, which provided operational meaning to quantities such as entropy of entanglement [7.3] and nonequilibrium free energy [7.4]. Namely, a given transformation becomes asymptotically possible if and only if the corresponding asymptotic resource measure is non-increasing, which allows one to reversibly interconvert between all resource states.

On the other hand, almost simultaneously to the asymptotic studies, the single-shot regime was investigated, where one aims at deciding whether it is possible to convert a single copy of an initial state into the final state. Here, probably the most famous contributions are the Nielsen's theorem [7.5] within the resource theory of entanglement, and more recently the family of second laws for the resource theory of thermodynamics [7.6]. In general, in the single-shot regime simple asymptotic transformation rules get replaced by more complex sets of conditions, which also give rise to irreversible transformation.

In this paper we focus on the interconversion process in the intermediate regime, when the number of processed resource states is large, but finite. This way we aim at keeping the simplicity of the asymptotic analysis, but also at preserving the irreversible nature of single-shot regime. The first steps in this direction were recently made in Refs. [7.7] and [7.8] for the resource theories of entanglement and thermodynamics, where the corrections to asymptotic conversion rates were found in the scenario with a constant transformation error (i.e., in the small deviation regime [7.9]). Here, we present a moderate deviation analysis [7.10] (see also [7.11, 7.12] for applications in the quantum domain) of the interconversion problem within a unified framework that includes all resource theories for which the single-shot transformation rules can be expressed via majorisation or thermo-majorisation. This way we find finite-size corrections to conversion rates in resource theories of entanglement [7.13], coherence [7.14] and thermodynamics [7.15], in the regime where the transformation error, measured by either infidelity or total variation distance, asymptotically vanishes.

Our results can be directly applied to the study of important problems such as entanglement distillation [7.16] or coherence dilution [7.17], but also allow one for a rigorous analysis of the irreversibility arising when finite-size resources are interconverted. Most intriguingly, we find that if a pair of states satisfies a particular resonance condition, one can achieve lossless interconversion, i.e., transformation that is arbitrarily close to reversible even for finite $n$. In the accompanying paper [7.18] we discuss how this effect can be employed to avoid irreversibility, which directly affects, e.g., the performance of heat engines working with finite-size working bodies [7.19].

This paper is structured in the following way. First, in Sec. 7.2, we set the scene by introducing necessary tools and concepts. Next, in Sec. 7.3 we state our main result concerning moderate deviation corrections to the asymptotic interconversion rates for majorisation-based resource theories. We then proceed to Sec. 7.4 that contains auxiliary technical results concerning tail bounds, which are used in the formal proof that can be found in Sec. 7.5. Finally, we provide conclusions and outlook in Sec. 7.6.
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### 7.2 Setting the scene

### 7.2.1 Resource theories in different regimes

Every quantum resource theory $[7.1,7.2]$ is defined by a set of quantum operations that are considered free, and a set of restrictions that make other operations impossible without an additional cost. Such restrictions may arise from practical difficulties, e.g., when preparing a system in a superposition of particular states is experimentally challenging, but may also be of fundamental nature, as with the laws of thermodynamics constraining possible transformations to preserve energy and increase entropy. A resource is then defined as a quantum system that allows one to lift a given restriction. Typical examples of resources include an excited pure state that acts as a work storage, and thus can be used to reduce the entropy of another system (overcoming thermodynamic constraints [7.15]); an entangled Bell pair, which can be used to teleport a quantum state (overcoming locality constraints [7.13]); or a system in the superposition of energy eigenstates, which can be used as a reference frame for time (overcoming symmetry constraints [7.20]).

Once the restrictions and the corresponding resources are defined, the central question concerns resource interconversion, i.e., what final states can be obtained from the initial one. This problem so far was mainly approached in either the single-shot regime [7.21], or in an idealised asymptotic limit [7.22]. The first approach, due to its generality and the corresponding complexity of the answer, provides only a limited insight into the nature of different resource states. The second one provides an elegant and simple answer in the form of optimal conversion rate, which tells us how many copies of the final state can be obtained per one copy of the initial state, if one assumes access to an infinite source of initial states. From a practical point of view, however, such an assumption is unjustified, as most quantum resources will be available only in small amounts in the foreseeable future. More fundamentally, finitesize effects may be of interest themselves, as it is the case within quantum thermodynamics [7.23], where one aims at accurate description of heat and work processes involving small number of particles.

Very recently the first steps have been made to study the intermediate regime, where one focuses on the interconversion of large but finite number $n$ of resource states. First, in Ref. [7.7] the authors focused on transformations within the resource theory of entanglement. Their results were then generalised and adapted to the studies of the interconversion process in the resource theory of thermodynamics by the present authors [7.8]. In both these works the second-order correction to the asymptotic rate was found in the so-called small deviation regime [7.9], where the conversion rate approaches the asymptotic one for $n \rightarrow \infty$, but the transformation is realised with a constant error. In the current work we solve the issue of constant error by deriving corrections to the asymptotic rate in the moderate deviation regime [7.10], where the correction term still vanishes as $n \rightarrow \infty$, but also the transformation is asymptotically error-free. For the completeness of discussion, we also note that the interconversion problem may be studied in the large deviation regime [7.24], where the error is exponentially vanishing for the price of the constant gap between the realised conversion rate and the asymptotic one. In Table 7.1 we collect references to central results concerning state interconversion within the investigated resource theories in various regimes.

### 7.2.2 Exact single-shot interconversion

Irrespective of the investigated regime, the first step is to find single-shot interconversion rules, which form the basis of further analysis. In this work we study the interconversion problem within all

|  | Ent. | Coh. | Thermo. |
| :---: | :---: | :---: | :---: |
| $n=1, \epsilon=0$ | $[7.5]$ | $[7.25]$ | $[7.15]$ |
| $n \rightarrow \infty, \epsilon \rightarrow 0$ | $[7.3]$ |  | $[7.4]$ |
| $n<\infty, \epsilon>0$ | $[7.7]$ |  |  |
| $n<\infty, \epsilon \rightarrow 0$ | This work |  |  |

Table 7.1: Interconversion in various regimes. Exposition of works on state interconversion within resource theories of ent(anglement), coh(erence) and thermo(dynamics) in single-shot regime ( $n=1, \epsilon=0$ ), asymptotic limit ( $n \rightarrow \infty, \epsilon \rightarrow 0$ ), small deviation regime ( $n<\infty, \epsilon>0$ ) and moderate deviation regime ( $n<\infty, \epsilon \rightarrow 0$ ).
majorisation-based resource theories, i.e., when conditions for single-shot transformations can be expressed as majorisation partial order [7.26], or a variant known as thermo-majorisation [7.15, 7.27]. Within such theories, each resource state can be represented by a probability distribution, and the conversion process is possible when the distribution representing the initial state majorises (or is majorised) by the distribution representing the final state, with majorisation $\succ$ defined by

$$
\begin{equation*}
\boldsymbol{a} \succ \boldsymbol{b} \quad \Longleftrightarrow \quad \forall j: \sum_{i=1}^{j} a_{i}^{\downarrow} \geq \sum_{i=1}^{j} b_{i}^{\downarrow} \tag{7.1}
\end{equation*}
$$

where $\boldsymbol{a}^{\downarrow}$ denotes the vector $\boldsymbol{a}$ in a decreasing order.
Three prominent examples of majorisation-based resource theories include the resource theories of entanglement, coherence and thermodynamics. These are defined via the relevant sets of free operations and free states: Local Operations and Classical Communication (LOCC) and separable states in entanglement theory [7.13]; Incoherent Operations and incoherent states in coherence theory [7.14]; Thermal Operations and the thermal equilibrium state $\gamma$ in the resource theory of thermodynamics (with respect to a fixed background temperature $T=1 / \beta$ ) [7.28]. As mentioned above, within each of these theories there exists a representation of initial and target quantum states, $\rho$ and $\sigma$, as probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$. For entanglement theory, given initial and target pure bipartite states, $\rho=$ $|\Psi\rangle\langle\Psi|$ and $\sigma=|\Phi\rangle\langle\Phi|$, with the Schmidt decomposition given by

$$
\begin{equation*}
|\Psi\rangle=\sum_{i} a_{i}\left|\psi_{i} \psi_{i}\right\rangle, \quad|\Phi\rangle=\sum_{i} b_{i}\left|\phi_{i} \phi_{i}\right\rangle, \tag{7.2}
\end{equation*}
$$

we can represent them via probability distributions

$$
\begin{equation*}
p_{i}=\left|a_{i}\right|^{2}, \quad q_{i}=\left|b_{i}\right|^{2} \tag{7.3}
\end{equation*}
$$

For coherence theory, with respect to a fixed basis $\{|i\rangle\}$, one can represent pure initial and target states, $\rho=|\psi\rangle\langle\psi|$ and $\sigma=|\phi\rangle\langle\phi|$, using

$$
\begin{equation*}
p_{i}=|\langle i \mid \psi\rangle|^{2}, \quad q_{i}=|\langle i \mid \phi\rangle|^{2} . \tag{7.4}
\end{equation*}
$$

Finally, in the resource theory of thermodynamics, the initial and target energy-incoherent mixed states $\rho$ and $\sigma$ can be represented by

$$
\begin{equation*}
p_{i}=\left\langle E_{i}\right| \rho\left|E_{i}\right\rangle, \quad q_{i}=\left\langle E_{i}\right| \sigma\left|E_{i}\right\rangle \tag{7.5}
\end{equation*}
$$

where $\left\{\left|E_{i}\right\rangle\right\}$ denotes the energy eigenbasis of the system. We will denote distributions representing free states by $f$. In entanglement and coherence theories these are represented by sharp probability distributions $s$ with a single non-zero entry; whereas in the thermodynamic case $f$ is given by a thermal Gibbs distribution $\gamma$ with $\gamma_{i} \propto \exp \left(-\beta E_{i}\right)$.

The celebrated Nielsen's theorem [7.5] (for entanglement) and the recent result of Ref. [7.25] (for coherence) state that the initial state represented by $\boldsymbol{p}$ can be transformed into the target state represented by $\boldsymbol{q}$ if and only if $\boldsymbol{p} \prec \boldsymbol{q}$. Similarly, in Ref. [7.15], it was found that a thermodynamic transformations between states represented by $\boldsymbol{p}$ and $\boldsymbol{q}$ is possible if and only if $\hat{\boldsymbol{p}} \succ \hat{\boldsymbol{q}}$, where $\hat{\boldsymbol{a}}$ can be obtained from $\boldsymbol{a}$ via a straightforward application of an embedding map $\Gamma^{\beta}$ [7.6, 7.29]. For the sake of our analysis, it is only crucial to note that $\Gamma^{\beta}$ maps $d$-dimensional distributions to $\hat{d}$-dimensional ones with $\hat{d} \geq d$; and that an embedded version of the free thermal distribution is given by a maximally mixed distribution on a larger subspace, i.e., $\hat{\gamma}=\boldsymbol{\eta}$ with $\boldsymbol{\eta}=[1 / \hat{d}, \ldots, 1 / \hat{d}]$.

### 7.2.3 Approximate multi-copy interconversion

When considering transformations between many copies of initial and target states, represented by $\boldsymbol{p}^{\otimes n}$ and $\boldsymbol{q}^{\otimes m}$, we need to make sure that the dimensionality of the input and output spaces match. Since one can always append any number of free states $\boldsymbol{f}$ to both the initial and target states, we introduce total initial and target distributions,

$$
\begin{equation*}
\boldsymbol{P}^{n, m}:=\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{f}^{\otimes m}, \quad \boldsymbol{Q}^{n, m}:=\boldsymbol{q}^{\otimes m} \otimes \boldsymbol{f}^{\otimes n} \tag{7.6}
\end{equation*}
$$

Our main object of interest will be the conversion rate $r_{n}:=m / n$, i.e., the number of target states one can obtain per one copy of the initial state. For notational clarity we will denote total initial and target distributions by $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$, with the dependence on $m$ (so, in fact, on $r_{n}$ ) kept implicit. The single-shot interconversion conditions can now be expressed as $\boldsymbol{P}^{n} \prec \boldsymbol{Q}^{n}$ for the entanglement and coherence transformations, and $\hat{\boldsymbol{P}}^{n} \succ \hat{\boldsymbol{Q}}^{n}$ for the thermodynamic transformations.

We also need to introduce the concept of approximate interconversion. Assume that for given $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$ the relevant majorisation relation does not hold, so that the interconversion is impossible. However, there may exist $\tilde{\boldsymbol{Q}}^{n}$ that is $\epsilon$-close to $\boldsymbol{Q}^{n}$ and such that the interconversion is possible. We then say that an approximate transformation is possible with the error level $\epsilon$ quantified by either the infidelity, $1-F$, or total variation distance (TVD), $\delta$, between target and final states, with

$$
\begin{align*}
F\left(\boldsymbol{Q}^{n}, \tilde{\boldsymbol{Q}}^{n}\right) & :=\left(\sum_{i} \sqrt{Q_{i}^{n} \tilde{Q}_{i}^{n}}\right)^{2}  \tag{7.7a}\\
\delta\left(\boldsymbol{Q}^{n}, \tilde{\boldsymbol{Q}}^{n}\right) & :=\frac{1}{2} \sum_{i}\left|Q_{i}^{n}-\tilde{Q}_{i}^{n}\right| \tag{7.7b}
\end{align*}
$$

The concept of approximate interconversion gives rise to two notions of approximate majorisation introduced in Ref. [7.8], $\epsilon$-post-majorisation $\succ_{\epsilon}$ and $\epsilon$-pre-majorisation ${ }_{\epsilon} \succ$, defined by

$$
\begin{align*}
& \boldsymbol{a} \succ_{\epsilon} \boldsymbol{b} \Longleftrightarrow \exists \tilde{\boldsymbol{b}}: \boldsymbol{a} \succ \tilde{\boldsymbol{b}} \text { and } \delta(\boldsymbol{b}, \tilde{\boldsymbol{b}}) \leq \epsilon,  \tag{7.8a}\\
& \boldsymbol{a}_{\epsilon} \succ \boldsymbol{b} \quad \Longleftrightarrow \quad \exists \tilde{\boldsymbol{a}}: \tilde{\boldsymbol{a}} \succ \boldsymbol{b} \text { and } \delta(\boldsymbol{a}, \tilde{\boldsymbol{a}}) \leq \epsilon, \tag{7.8b}
\end{align*}
$$

where, depending on the context, $\delta$ can be replaced by $1-F$. Crucially, in Ref. [7.8] the present authors showed that these two notions are equivalent and, moreover, that $\epsilon$-post-majorisation between embedded vectors, $\hat{\boldsymbol{a}} \succ_{\epsilon} \hat{\boldsymbol{b}}$, is a necessary and sufficient condition for the existence of an approximate thermodynamic transformation between $\boldsymbol{a}$ and $\boldsymbol{b}$ with error level $\epsilon$.

We conclude that an approximate transformation between initial and target states, represented by $\boldsymbol{p}^{\otimes n}$ and $\boldsymbol{q}^{\otimes n r_{n}}$, is possible within resource theories of entanglement and coherence if and only if

$$
\begin{equation*}
\boldsymbol{P}^{n} \prec_{\epsilon} \boldsymbol{Q}^{n}, \tag{7.9}
\end{equation*}
$$

with the free state $\boldsymbol{f}=\boldsymbol{s}$. We will refer to the above relation as the approximate majorisation relation for the entanglement direction. Similarly, such a transformation is possible within resource theory of thermodynamics if and only if

$$
\begin{equation*}
\hat{\boldsymbol{P}}^{n} \succ_{\epsilon} \hat{\boldsymbol{Q}}^{n}, \tag{7.10}
\end{equation*}
$$

with the free state $\boldsymbol{f}=\boldsymbol{\gamma}$. We will refer to this relation as the approximate majorisation relation for the thermodynamic direction.

### 7.2.4 Information-theoretic notions

The main role in the quantitative analysis of the interconversion process for the entanglement direction will be played by the Shannon entropy $H$ and entropy variance $V$. For a given probability distribution $\boldsymbol{a}$ these are defined by

$$
\begin{align*}
& H(\boldsymbol{a})=-\sum_{i} a_{i} \ln a_{i},  \tag{7.11a}\\
& V(\boldsymbol{a})=\sum_{i} a_{i}\left[\ln a_{i}+H(\boldsymbol{a})\right]^{2} . \tag{7.11b}
\end{align*}
$$

The analogous role for the thermodynamic direction will be played by the relative entropy $D$ and relative entropy variance $V$. Given two probability distributions, $\boldsymbol{a}$ and $\boldsymbol{b}$, these are defined by

$$
\begin{align*}
D(\boldsymbol{a} \| \boldsymbol{b}) & =\sum_{i} a_{i} \ln \frac{a_{i}}{b_{i}},  \tag{7.12a}\\
V(\boldsymbol{a} \| \boldsymbol{b}) & =\sum_{i} a_{i}\left[\ln \frac{a_{i}}{b_{i}}-D(\boldsymbol{a} \| \boldsymbol{b})\right]^{2} . \tag{7.12b}
\end{align*}
$$

An important fact, that can be verified by direct calculation, is that the relative quantities are invariant under embedding, i.e., $D(\boldsymbol{a} \| \boldsymbol{b})=D(\hat{\boldsymbol{a}} \| \hat{\boldsymbol{b}})$ and $V(\boldsymbol{a} \| \boldsymbol{b})=V(\hat{\boldsymbol{a}} \| \hat{\boldsymbol{b}})$ [7.8].

In order to formally state our main result we also need to introduce the notion of a moderate sequence:

Definition 7.1 (Moderate sequence). A sequence of real numbers $\left\{t_{n}\right\}_{n}$ is a moderate sequence if its scaling is strictly between $1 / \sqrt{n}$ and 1 , meaning that $t_{n} \rightarrow 0$ and $\sqrt{n} t_{n} \rightarrow+\infty$ as $n \rightarrow \infty$.

Note that an important family of moderate sequences is given by $t_{n} \sim n^{-\alpha}$ for $\alpha \in(0,1 / 2)$, which can be used to obtain a particularly simple version of our main results.
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Finally, as we will be interested in asymptotic expansions in $n$, we will employ the standard asymptotic notation: $o(f(n)), O(f(n))$ and $\Theta(f(n))$. We will also use $\stackrel{\text { ev. }}{>}$ and $\stackrel{\text { ev. }}{<}$ to denote eventual inequalities, specifically we write $a_{n} \stackrel{\text { ev. }}{>} b_{n}$ if and only if there exists $N$ such that $a_{n}>b_{n}$ for all $n \geq N$. Moreover, we will denote equalities and inequalities up to terms of order $o\left(t_{n}\right)$ by $\simeq$, $\lesssim$ and $\gtrsim$.

### 7.3 Interconversion rates beyond the asymptotic regime

We are now ready to state our central technical result, which may be of interest outside the resourcetheoretic studies due to ubiquity of majorisation partial order in the broad field of applied mathematics [7.26]. We split it into three theorems. The first two concern state interconversion below the asymptotic rate and with asymptotically vanishing error (one for each majorisation direction). The third one concerns practically less relevant scenario of state interconversion above the asymptotic rate and with error asymptotically approaching 1.

For the entanglement direction we introduce the optimal conversion rate $R_{n}^{\text {ent }}(\epsilon)$ as the largest conversion rate $r_{n}$ for which the approximate majorisation relation for the entanglement direction, $\boldsymbol{P}^{n} \prec_{\epsilon} \boldsymbol{Q}^{n}$, holds. Due to the discussion presented in Sec. 7.2, $R_{n}^{\text {ent }}(\epsilon)$ is the maximal rate for which the approximate interconversion, with error $\epsilon$, is possible between states represented by $\boldsymbol{p}$ and $\boldsymbol{q}$ within resource theories of entanglement and coherence. We also define the asymptotic rate,

$$
\begin{equation*}
R_{\infty}^{\mathrm{ent}}=\frac{H(\boldsymbol{p})}{H(\boldsymbol{q})} \tag{7.13}
\end{equation*}
$$

and the irreversibility parameter,

$$
\begin{equation*}
\nu^{\mathrm{ent}}=\frac{V(\boldsymbol{p}) / H(\boldsymbol{p})}{V(\boldsymbol{q}) / H(\boldsymbol{q})} \tag{7.14}
\end{equation*}
$$

We then have:
Theorem 7.1 (Entanglement direction). For any moderate sequence $t_{n}$ and the accepted error level of

$$
\begin{equation*}
\epsilon_{n}=e^{-n t_{n}^{2}}, \tag{7.15}
\end{equation*}
$$

the asymptotic expansion of the optimal conversion rate $R_{n}^{\text {ent }}\left(\epsilon_{n}\right)$ is

$$
\begin{equation*}
R_{n}^{\mathrm{ent}}\left(\epsilon_{n}\right) \simeq R_{\infty}^{\mathrm{ent}}-\sqrt{\frac{2 V(\boldsymbol{p})}{H(\boldsymbol{q})^{2}}}\left|1-1 / \sqrt{\nu^{\mathrm{ent}}}\right| t_{n} \tag{7.16}
\end{equation*}
$$

Analogously, for the thermodynamic direction we introduce the optimal conversion rate $R_{n}^{\mathrm{th}}(\epsilon)$ as the largest conversion rate $r_{n}$ for which the approximate majorisation relation for the thermodynamic direction, $\hat{\boldsymbol{P}}^{n} \succ_{\epsilon} \hat{\boldsymbol{Q}}^{n}$, holds. As before, $R_{n}^{\text {th }}(\epsilon)$ is the maximal rate for which the approximate interconversion, with error $\epsilon$, is possible between states represented by $\boldsymbol{p}$ and $\boldsymbol{q}$ within the resource theory of thermodynamics. We also define the asymptotic rate,

$$
\begin{equation*}
R_{\infty}^{\mathrm{th}}=\frac{D(\boldsymbol{p} \| \gamma)}{D(\boldsymbol{q} \| \gamma)} \tag{7.17}
\end{equation*}
$$
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and the irreversibility parameter,

$$
\begin{equation*}
\nu^{\text {th }}=\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma}) / D(\boldsymbol{p} \| \boldsymbol{\gamma})}{V(\boldsymbol{q} \| \boldsymbol{\gamma}) / D(\boldsymbol{q} \| \boldsymbol{\gamma})} \tag{7.18}
\end{equation*}
$$

We then have:
Theorem 7.2 (Thermodynamic direction). For any moderate sequence $t_{n}$ and the accepted error level of

$$
\begin{equation*}
\epsilon_{n}=e^{-n t_{n}^{2}}, \tag{7.19}
\end{equation*}
$$

the asymptotic expansion of the optimal conversion rate $R_{n}^{\mathrm{th}}\left(\epsilon_{n}\right)$ is

$$
\begin{equation*}
R_{n}^{\mathrm{th}}\left(\epsilon_{n}\right) \simeq R_{\infty}^{\mathrm{th}}-\sqrt{\frac{2 V(\boldsymbol{p} \| \boldsymbol{\gamma})}{D(\boldsymbol{q} \| \boldsymbol{\gamma})^{2}}}\left|1-1 / \sqrt{\nu^{\mathrm{th}}}\right| t_{n} \tag{7.20}
\end{equation*}
$$

Finally, one expects that conversion above the asymptotic rate leads to transformation error approaching 1. This is formalised in the following theorem which, unlike the previous two theorems (that hold for the error level measured by both infidelity and total variation distance), applies only to TVD. In Appendix 7.A, where we relate our current results to the small deviation analysis of Refs. [7.7,7.8], we also conjecture the analogue of Theorem 7.3 with the error measured by infidelity.
Theorem 7.3 (Converse regime). For any moderate sequence $t_{n}$ and the accepted TVD error of

$$
\begin{equation*}
\epsilon_{n}=1-e^{-n t_{n}^{2}}, \tag{7.21}
\end{equation*}
$$

the asymptotic expansion of the optimal conversion rate $R_{n}^{\mathrm{ent}}\left(\epsilon_{n}\right)$ is

$$
\begin{equation*}
R_{n}^{\mathrm{ent}}\left(\epsilon_{n}\right) \simeq R_{\infty}^{\mathrm{ent}}+\sqrt{\frac{2 V(\boldsymbol{p})}{H(\boldsymbol{q})^{2}}}\left(1+1 / \sqrt{\nu^{\mathrm{ent}}}\right) t_{n} \tag{7.22a}
\end{equation*}
$$

and similarly for $R_{n}^{\mathrm{th}}\left(\epsilon_{n}\right)$ we have

$$
\begin{equation*}
R_{n}^{\mathrm{th}}\left(\epsilon_{n}\right) \simeq R_{\infty}^{\mathrm{th}}+\sqrt{\frac{2 V(\boldsymbol{p} \| \gamma)}{D(\boldsymbol{q} \| \gamma)^{2}}}\left(1+1 / \sqrt{\nu^{\mathrm{th}}}\right) t_{n} \tag{7.22b}
\end{equation*}
$$

We present the proofs in Sec. 7.5, after we introduce the necessary tools in Sec. 7.4. Before that let us make two important remarks.
Remark 1. For initial and target states satisfying $\nu^{\mathrm{ent}}=1$, the optimal conversion rate $R_{n}^{\text {ent }}$ in the regime of vanishing error is given by the asymptotic rate $R_{\infty}^{\mathrm{ent}}$. This means that, up to terms of order o $\left(t_{n}\right)$, such a transformation is reversible even for finite $n$. Analogous observation holds for the thermodynamic direction. We discuss the implications of this particularly interesting scenario in an accompanying paper [7.18].
Remark 2. When $V(\boldsymbol{p})=0$, resulting in $1 / \sqrt{\nu^{\text {ent }}}$ diverging to infinity and the apparent multiplication of zero times infinity, one can simply use the definition of $\nu^{\text {ent }}$ to replace Eq. (7.16) with

$$
\begin{equation*}
R_{n}^{\mathrm{ent}}\left(\epsilon_{n}\right) \simeq R_{\infty}^{\mathrm{ent}} \pm \sqrt{\frac{2 V(\boldsymbol{q}) H(\boldsymbol{p})}{H(\boldsymbol{q})^{3}}} t_{n} \tag{7.23}
\end{equation*}
$$

Analogous observation holds for the thermodynamic direction.
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### 7.4 Moderate deviation toolkit

### 7.4.1 Preliminaries

The central result of the moderate deviation analysis can be stated as follows.
Lemma 7.1 (Moderate deviation bound). Let $\left\{X_{i}\right\}_{1 \leq i \leq n}$ be independent and identically distributed (i.i.d.) random variables with zero-mean and variance $v$. For any moderate sequence $\left\{t_{n}\right\}_{n}$ the following hold:

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\operatorname{Pr}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t_{n}\right)\right] & =-\frac{1}{2 v},  \tag{7.24a}\\
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\operatorname{Pr}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i} \leq-t_{n}\right)\right] & =-\frac{1}{2 v} . \tag{7.24b}
\end{align*}
$$

The proof of the above lemma can be found, e.g., in Appendix A of Ref. [7.11]. For the remainder of the paper, consider $\left\{t_{n}\right\}_{n}$ to be a fixed moderate sequence. For clarity we will henceforth omit the dependence of all implicit constants on this sequence. It should be noted that the above lemma also holds when $v=0$, where we henceforth adopt the convention that $1 / v=+\infty$ in this case.

### 7.4.2 Two variations on tail bounds

We now want to adapt Lemma 7.1 to our purposes of majorisation-based analysis. For a probability vector $\boldsymbol{a}$ we thus introduce the following quantity

$$
\begin{equation*}
k_{n}(\boldsymbol{a}, x):=\exp \left(H\left(\boldsymbol{a}^{\otimes n}\right)+x n t_{n}\right), \tag{7.25}
\end{equation*}
$$

which allows us to formulate the magnitude-based version of the moderate deviation bound for products of distributions.

Lemma 7.2 (Magnitude-based tail bound). Consider an arbitrary probability distribution a. For $x \leq 0$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \sum_{i}\left\{\left(\boldsymbol{a}^{\otimes n}\right)_{i} \left\lvert\,\left(\boldsymbol{a}^{\otimes n}\right)_{i} \geq \frac{1}{k_{n}(\boldsymbol{a}, x)}\right.\right\}=\frac{-x^{2}}{2 V(\boldsymbol{a})}, \tag{7.26a}
\end{equation*}
$$

and similarly for $x \geq 0$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \sum_{i}\left\{\left(\boldsymbol{a}^{\otimes n}\right)_{i} \left\lvert\,\left(\boldsymbol{a}^{\otimes n}\right)_{i} \leq \frac{1}{k_{n}(\boldsymbol{a}, x)}\right.\right\}=\frac{-x^{2}}{2 V(\boldsymbol{a})} . \tag{7.26b}
\end{equation*}
$$

Proof. Consider the random variable $L:=-\log a$, distributed according to $\boldsymbol{a}$, such that the expectation value $\langle L\rangle$ and the variance $\operatorname{Var}(L)$ are equal to $H(\boldsymbol{a})$ and $V(\boldsymbol{a})$ respectively. We can express $k_{n}$ in terms of $L$ as

$$
\begin{equation*}
\log k_{n}(\boldsymbol{a}, x)=n\langle L\rangle_{\boldsymbol{a}}+x n t_{n} . \tag{7.27}
\end{equation*}
$$
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If we let $\left\{L_{j}\right\}_{1 \leq j \leq n}$ be i.i.d. copies of $L$, then we can write the tail bound of $\boldsymbol{a}^{\otimes n}$ in terms of tail bounds on the average of these variables,

$$
\begin{align*}
\sum_{i}\left\{\left(\boldsymbol{a}^{\otimes n}\right)_{i} \left\lvert\,\left(\boldsymbol{a}^{\otimes n}\right)_{i} \geq \frac{1}{k_{n}(\boldsymbol{a}, x)}\right.\right\} & =\sum_{i_{1}, \ldots, i_{n}}\left\{\prod_{j=1}^{n} a_{i_{j}} \left\lvert\, \prod_{j=1}^{n} a_{i_{j}} \geq \frac{1}{k_{n}(\boldsymbol{a}, x)}\right.\right\} \\
& =\sum_{i_{1}, \ldots, i_{n}}\left\{\prod_{j=1}^{n} a_{i_{j}} \left\lvert\, \sum_{j=1}^{n} \log a_{i_{j}} \geq \log \frac{1}{k_{n}(\boldsymbol{a}, x)}\right.\right\} \\
& =\operatorname{Pr}\left[\sum_{j=1}^{n} L_{j} \leq n\langle L\rangle+x n t_{n}\right] \tag{7.28}
\end{align*}
$$

For $x<0$, we can now apply Lemma 7.2 to the variables $X_{j}:=\left(L_{j}-\langle L\rangle\right) / x$ to obtain Eq. (7.26a). An analogous argument can be employed for $x>0$, with all of the above inequalities reversed, yielding Eq. (7.26b). Finally, for $x=0$ case, we can appeal to the Central Limit Theorem, which gives

$$
\begin{equation*}
\sum_{i}\left\{\left(\boldsymbol{a}^{\otimes n}\right)_{i} \left\lvert\,\left(\boldsymbol{a}^{\otimes n}\right)_{i} \geq \frac{1}{k_{n}(\boldsymbol{a}, 0)}\right.\right\}=\operatorname{Pr}\left[\frac{1}{n} \sum_{j=1}^{n} L_{j} \leq\langle L\rangle\right] \xrightarrow{n \rightarrow \infty} \frac{1}{2} \tag{7.29}
\end{equation*}
$$

implying Eqs. (7.26a)-(7.26b).
Using the above result we can now prove the majorisation-based version of the moderate deviation bound.

Lemma 7.3 (Majorisation-based tail bound). Consider an arbitrary probability distribution a satisfying $V(\boldsymbol{a})>0$. For $x \leq 0$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq k_{n}(\boldsymbol{a}, x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}\right]=-\frac{x^{2}}{2 V(\boldsymbol{a})}, \tag{7.30a}
\end{equation*}
$$

and similarly for $x \geq 0$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq k_{n}(\boldsymbol{a}, x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}\right]=-\frac{x^{2}}{2 V(\boldsymbol{a})} . \tag{7.30b}
\end{equation*}
$$

Proof. Here we follow the proof of the small-deviation analogue of this result, Lemmas 15 and 16 of Ref. [7.7]. Consider first the $x \leq 0$ case, and define two sets of indices

$$
\begin{align*}
& S_{n}(x):=\left\{1, \ldots,\left\lfloor k_{n}(\boldsymbol{a}, x)\right\rfloor\right\}  \tag{7.31a}\\
& \tilde{S}_{n}(x):=\left\{i \mid\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow} \geq 1 / k_{n}(\boldsymbol{a}, x)\right\} . \tag{7.31b}
\end{align*}
$$

We note that Lemma 7.2 gives that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \in \tilde{S}(x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}\right]=-\frac{x^{2}}{2 V(\boldsymbol{a})} \tag{7.32}
\end{equation*}
$$

for any $x \leq 0$, and we wish to show an analogous result for $S_{n}(x)$. We will achieve this by showing, for any $\delta>0$, that $\tilde{S}_{n}(x) \subseteq S_{n}(x) \subseteq \tilde{S}_{n}(x+\delta)$ holds eventually, i.e., for large enough $n$. The first inclusion follows trivially from the normalisation of our distribution, and so it is left only to show that $\tilde{S}_{n}(x) \subseteq S_{n}(x+\delta)$.

Noting that $\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}-1 / k_{n}(\boldsymbol{a}, x+\delta / 2) \geq 0$ if and only if $i \in \tilde{S}_{n}(x+\delta / 2)$, we see that

$$
\begin{align*}
\sum_{i \in \tilde{S}_{n}(x+\delta / 2)}[ & \left.\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}-\frac{1}{k_{n}(\boldsymbol{a}, x+\delta / 2)}\right] \\
& \geq \sum_{i \in T}\left[\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}-\frac{1}{k_{n}(\boldsymbol{a}, x+\delta / 2)}\right] \tag{7.33}
\end{align*}
$$

for any set of indices $T$. Taking $T=\tilde{S}_{n}(x+\delta)$, this gives

$$
\begin{equation*}
\frac{\left|\tilde{S}_{n}(x+\delta) \backslash \tilde{S}_{n}(x+\delta / 2)\right|}{k_{n}(\boldsymbol{a}, x+\delta / 2)} \geq \sum_{i \in \tilde{S}_{n}(x+\delta) \backslash \tilde{S}_{n}(x+\delta / 2)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow} \tag{7.34}
\end{equation*}
$$

Lemma 7.2 tells us that the summation on the RHS scales as $e^{-\Theta\left(n t_{n}^{2}\right)}$, specifically that there is a lower bound of the form $e^{-C n t_{n}^{2}}$ for some constant $C$. Since $t_{n} \rightarrow 0$, we eventually have that $C t_{n}<\delta / 2$, and so this sum can be lower bounded as follows

$$
\begin{equation*}
\sum_{i \in \tilde{S}_{n}(x+\delta) \backslash \tilde{S}_{n}(x+\delta / 2)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow} \stackrel{\text { ev. }}{>} e^{-\delta n t_{n} / 2} . \tag{7.35}
\end{equation*}
$$

Applying this bound to Eq. (7.34) allows us to conclude

$$
\begin{align*}
\left|\tilde{S}_{n}(x+\delta)\right| & \geq\left|\tilde{S}_{n}(x+\delta) \backslash \tilde{S}_{n}(x+\delta / 2)\right| \\
& \xlongequal{\text { ev. }} e^{-\delta n t_{n}} k_{n}(\boldsymbol{a}, x+\delta / 2), \\
& =k_{n}(\boldsymbol{a}, x), \tag{7.36}
\end{align*}
$$

and therefore that ${\underset{S}{n}}^{n}(x) \subseteq \tilde{S}_{n}(x+\delta)$ as required.
The inclusions $\tilde{S}_{n}(x) \subseteq S_{n}(x) \subseteq \tilde{S}_{n}(x+\delta)$, together with Lemma 7.2, give us the following inequalities

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \in S_{n}(x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}\right] \geq-\frac{(x+\delta)^{2}}{2 V(\boldsymbol{a})},  \tag{7.37a}\\
& \limsup _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \in S_{n}(x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}\right] \leq-\frac{x^{2}}{2 V(\boldsymbol{a})} . \tag{7.37b}
\end{align*}
$$
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As this holds for any $\delta>0$, we conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \in S_{n}(x)}\left(\boldsymbol{a}^{\otimes n}\right)_{i}^{\downarrow}\right]=-\frac{x^{2}}{2 V(\boldsymbol{a})}, \tag{7.38}
\end{equation*}
$$

which is equivalent to Equation (7.30a). An analogous proof can be performed for $x \geq 0$, resulting in Eq. (7.30b).

Remark 3. One can extend Lemma 7.3 to probability distributions a with $V(\boldsymbol{a})=0$ by a direct calculation, since $V(\boldsymbol{a})=0$ means all non-zero entries of $\boldsymbol{a}$ are equal. One then obtains that Eq. (7.30a) holds for $x<0$ and Eq. (7.30b) for $x>0$, i.e., both expressions diverge to $-\infty$.

### 7.4.3 Tail bounds for total distributions

Recall that in Sec. 7.2.3 we defined total initial and target states for a given rate $r_{n}$ as

$$
\begin{equation*}
\boldsymbol{P}^{n}:=\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{f}^{\otimes n r_{n}}, \quad \boldsymbol{Q}^{n}:=\boldsymbol{q}^{\otimes n r_{n}} \otimes \boldsymbol{f}^{\otimes n} \tag{7.39}
\end{equation*}
$$

where $\boldsymbol{f}$ stands for the free state of a given resource theory, i.e., $\boldsymbol{f}$ is a sharp state $\boldsymbol{s}$ for entanglement and coherence transformations, and $\boldsymbol{f}$ is the maximally mixed state $\boldsymbol{\eta}$ in the case of thermodynamic transformations (corresponding to the embedded thermal state $\gamma$ ). For notational clarity we will henceforth omit the $\downarrow$ superscripts on these total states, assuming them to be ordered (i.e. we denote $\boldsymbol{P}^{n \downarrow}$ and $\boldsymbol{Q}^{n \downarrow}$ simply by $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$.

Analogous to the quantity which appears in our moderate deviation bounds, consider the quantity

$$
\begin{equation*}
K_{n}(x):=\exp \left(H\left(\boldsymbol{Q}^{n}\right)+x n t_{n}\right) . \tag{7.40}
\end{equation*}
$$

Using Lemma 7.3 we can prove the following tail bounds for the total distributions.
Lemma 7.4 (Tail bound for $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$ ). For any $\mu \in \mathbb{R}$, consider the conversion rate

$$
\begin{equation*}
r_{n}(\mu)=\frac{H(\boldsymbol{f})-H(\boldsymbol{p})+\mu t_{n}}{H(\boldsymbol{f})-H(\boldsymbol{q})} \tag{7.41}
\end{equation*}
$$

and the irreversibility parameter

$$
\begin{equation*}
\nu:=\frac{V(\boldsymbol{p})}{V(\boldsymbol{q})} \cdot \frac{H(\boldsymbol{f})-H(\boldsymbol{q})}{H(\boldsymbol{f})-H(\boldsymbol{p})} . \tag{7.42}
\end{equation*}
$$

The total output state $\boldsymbol{Q}^{n}$ has the tail bounds

$$
\begin{align*}
& x \leq 0: \quad \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}(x)} Q_{i}^{n}\right]=-\frac{\nu x^{2}}{2 V(\boldsymbol{p})},  \tag{7.43a}\\
& x \geq 0: \quad \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}(x)} Q_{i}^{n}\right]=-\frac{\nu x^{2}}{2 V(\boldsymbol{p})} . \tag{7.43b}
\end{align*}
$$

Similarly, the total input state $\boldsymbol{P}^{n}$ has the tail bounds

$$
\begin{align*}
& x \leq \mu: \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}(x)} P_{i}^{n}\right]=-\frac{(x-\mu)^{2}}{2 V(\boldsymbol{p})},  \tag{7.44a}\\
& x \geq \mu: \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}(x)} P_{i}^{n}\right]=-\frac{(x-\mu)^{2}}{2 V(\boldsymbol{p})} . \tag{7.44b}
\end{align*}
$$

Proof. For $\boldsymbol{f}=\boldsymbol{s}$ we have

$$
\begin{align*}
\sum_{i \leq K_{n}(x)} Q_{i}^{n} & =\sum_{i \leq k_{n r_{n}}\left(\boldsymbol{q}, x / r_{n}\right)}\left(\boldsymbol{q}^{\otimes n r_{n}} \otimes \boldsymbol{s}^{\otimes n}\right)_{i}^{\downarrow} \\
& =\sum_{i \leq k_{n r_{n}}\left(\boldsymbol{q}, x / r_{n}\right)}\left(\boldsymbol{q}^{\otimes n r_{n}}\right)_{i}^{\downarrow} . \tag{7.45}
\end{align*}
$$

Similarly for $\boldsymbol{f}=\boldsymbol{\eta}$ we have

$$
\begin{align*}
\sum_{i \leq K_{n}(x)} Q_{i}^{n} & =\sum_{i \leq d^{n} k_{n r_{n}}\left(\boldsymbol{q}, x / r_{n}\right)}\left(\boldsymbol{q}^{\otimes n r_{n}} \otimes \boldsymbol{\eta}^{\otimes n}\right)_{i}^{\downarrow} \\
& =\sum_{i \leq k_{n r_{n}}\left(\boldsymbol{q}, x / r_{n}\right)}\left(\boldsymbol{q}^{\otimes n r_{n}}\right)_{i}^{\downarrow} . \tag{7.46}
\end{align*}
$$

Applying Lemma 7.3 to both of the above equations yields the desired bounds.
Next, define $K_{n}^{P}(y):=\exp \left(H\left(\boldsymbol{P}^{n}\right)+y n t_{n}\right)$. By analogy to $\boldsymbol{Q}^{n}$, we have the following tail bounds on $\boldsymbol{P}^{n}$

$$
\begin{align*}
& y \leq 0: \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}^{P}(y)} P_{i}^{n}\right]=-\frac{y^{2}}{2 V(\boldsymbol{p})},  \tag{7.47a}\\
& y \geq 0: \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}^{P}(y)} P_{i}^{n}\right]=-\frac{y^{2}}{2 V(\boldsymbol{p})} . \tag{7.47b}
\end{align*}
$$

Using the rate $r_{n}(\mu)$, and expanding out both $K_{n}$ and $K_{n}^{P}$, we find that $K_{n}^{P}(x-\mu)=K_{n}(x)$. Substituting this into the above expressions, we get the desired tail bounds purely in terms of $K_{n}(x)$.

We now want to consider the regions in which our two total distributions majorise each other. To do this, we first define the values of $x$ for which the tail bounds for $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$ coincide. Let us introduce

$$
\begin{equation*}
z_{\mathrm{C}}:=\frac{\mu}{1-\sqrt{\nu}}, \quad \text { and } \quad z_{\mathrm{T}}:=\frac{\mu}{1+\sqrt{\nu}} . \tag{7.48}
\end{equation*}
$$

These correspond to the values of $x$ for which the moderate deviation tail bounds of the total distributions meet on the same side (cis) or on opposite sides (trans), respectively. More precisely, as a
consequence of Lemma 7.4, $z_{\mathrm{C}}$ and $z_{\mathrm{T}}$ are the solutions to the following equations

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}\left(z_{\mathrm{C}}\right)} P_{i}^{n}\right]=\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}\left(z_{\mathrm{C}}\right)} Q_{i}^{n}\right],  \tag{7.49a}\\
& \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}\left(z_{\mathrm{C}}\right)} P_{i}^{n}\right]=\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}\left(z_{\mathrm{C}}\right)} Q_{i}^{n}\right],  \tag{7.49b}\\
& \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}\left(z_{\mathrm{T}}\right)} P_{i}^{n}\right]=\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}\left(z_{\mathrm{T}}\right)} Q_{i}^{n}\right],  \tag{7.49c}\\
& \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}\left(z_{\mathrm{T}}\right)} P_{i}^{n}\right]=\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}\left(z_{\mathrm{T}}\right)} Q_{i}^{n}\right] . \tag{7.49d}
\end{align*}
$$

We schematically present the positions of $z_{\mathrm{C}}$ and $z_{\mathrm{T}}$ in Fig. 7.1, which also serves to illustrate the proof of the following lemma.
Lemma 7.5 (Dominance of total states). For a bounded interval $[a, b]$, such that $a>z_{\mathrm{C}}$ (for $\nu<1$ ) or $b<z_{\mathrm{C}}($ for $\nu>1)$, the inequalities

$$
\begin{equation*}
\sum_{i \leq K_{n}(x)} P_{i}^{n}>\sum_{i \leq K_{n}(x)} Q_{i}^{n} \tag{7.50}
\end{equation*}
$$

hold for all $x \in[a, b]$, for sufficiently large $n$. Similarly, for any bounded interval $[a, b]$ with $b<z_{\mathrm{T}}$, the inequalities

$$
\begin{equation*}
\sum_{i \geq K_{n}(x)} P_{i}^{n}>\sum_{i \leq K_{n}(x)} Q_{i}^{n} \tag{7.51}
\end{equation*}
$$

hold for all $x \in[a, b]$, for sufficiently large $n$.
Proof. We will prove Eq. (7.50) and explain how Eq. (7.51) can be proven in an analogous way. Consider the function $L(y)=\log \frac{y}{1-y}$, which is strictly increasing for $y \in(0,1)$. Next, define two sequences of functions

$$
\begin{align*}
& f_{n}(x):=\frac{2 V(\boldsymbol{p})}{n t_{n}^{2}} L\left(\sum_{i \leq K_{n}(x)} P_{i}^{n}\right),  \tag{7.52a}\\
& g_{n}(x):=\frac{2 V(\boldsymbol{p})}{n t_{n}^{2}} L\left(\sum_{i \leq K_{n}(x)} Q_{i}^{n}\right) . \tag{7.52b}
\end{align*}
$$

We can combine the direct and converse parts of Lemma 7.3, i.e., Eqs. (7.30a) and (7.30b), to obtain the limits $f_{n} \rightarrow f$ and $g_{n} \rightarrow g$ as $n \rightarrow \infty$, where

$$
\begin{equation*}
f(x)=\frac{(x-\mu)^{3}}{|x-\mu|} \quad \text { and } \quad g(x)=\frac{\nu x^{3}}{|x|} \tag{7.53a}
\end{equation*}
$$

(a) $\mu<0, \nu<1$

(c) $\mu>0$


Figure 7.1: Schematic representation of cumulative distribution functions for $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$, and the positions of $z_{\mathrm{C}}$ and $z_{\mathrm{T}}$ in different regimes.

We now find that

$$
f(x)>g(x) \quad \Longleftrightarrow \quad \begin{cases}x>z_{\mathrm{C}} & \text { for } \nu<1  \tag{7.54}\\ x<z_{\mathrm{C}} & \text { for } \nu>1\end{cases}
$$

Therefore, for any $x$ in the above regions we have that $f_{n}(x) \stackrel{\text { ev. }}{>} g_{n}(x)$. As $L$ is strictly monotone, this in turn implies that Eq. (7.50) holds eventually in the same region.

The above argument only ensures that $f_{n} \rightarrow f$ and $g_{n} \rightarrow g$ point-wise. This does not yet allow us to conclude that there exists an $N$ such that Eq. (7.50) will hold for all $x \in[a, b]$ and all $n \geq N$. In
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Section 7.B we close this gap by proving that this convergence is compact.
Finally, Eq. (7.51) can be proven in an analogous way by substituting: $g_{n} \rightarrow-g_{n}$ and $g \rightarrow-g$.

### 7.5 Proof of the main theorem

We are now ready to prove Theorems 7.1, 7.2 and 7.3. We will achieve this in a series of steps. First, we will prove the following result.

Proposition 7.6 (Thermodynamic direction, $\boldsymbol{\gamma}=\boldsymbol{\eta}$, TVD). For a TVD error level of

$$
\begin{equation*}
\epsilon_{n}^{-}=e^{-n t_{n}^{2}} \quad \text { or } \quad \epsilon_{n}^{+}=1-e^{-n t_{n}^{2}} \tag{7.55}
\end{equation*}
$$

the approximation majorisation condition

$$
\begin{equation*}
\boldsymbol{P}^{n} \succ_{\epsilon_{n}^{ \pm}} \boldsymbol{Q}^{n} \tag{7.56}
\end{equation*}
$$

with $\boldsymbol{f}=\boldsymbol{\eta}$ holds with an optimal interconversion rate of

$$
\begin{equation*}
R_{n}^{\mathrm{th}}\left(\epsilon_{n}^{ \pm}\right) \simeq \frac{D(\boldsymbol{p} \| \boldsymbol{\eta}) \pm \sqrt{2 V(\boldsymbol{p} \| \boldsymbol{\eta})}\left|1 \pm 1 / \sqrt{\nu^{\mathrm{th}}}\right| t_{n}}{D(\boldsymbol{q} \| \boldsymbol{\eta})} \tag{7.57}
\end{equation*}
$$

The proof of Proposition 7.6 will consist of two parts: first, in Sec. 7.5.1, we will show that the claimed rate is achievable for the given error; and then, in Sec. 7.5.2, that it is also optimal. This way we will prove a special case of Theorem 7.2 for the case of infinite temperature (when $\boldsymbol{\gamma}=\boldsymbol{\eta}$ ) and error level measured only by TVD; and Theorem 7.3 for the thermodynamic direction and infinite temperature.

The next step is to generalise Proposition 7.6 to arbitrary finite temperatures (arbitrary thermal state $\gamma$ ). It is enough to note that the approximate interconversion condition for the thermodynamic direction, $\hat{\boldsymbol{P}}^{n} \succ_{\epsilon} \hat{\boldsymbol{Q}}^{n}$, is exactly captured by Eq. (7.56) if one only replaces $\boldsymbol{p}$ and $\boldsymbol{q}$ with $\hat{\boldsymbol{p}}$ and $\hat{\boldsymbol{q}}$, respectively. Moreover, since the relative entropy and relative entropy variance are invariant under the embedding map [7.8], one can obtain the optimal rate by "unembeddinig" Eq. (7.57), i.e., replacing $\hat{\boldsymbol{p}}, \hat{\boldsymbol{q}}$ and $\boldsymbol{\eta}=\hat{\boldsymbol{\gamma}}$ with $\boldsymbol{p}, \boldsymbol{q}$ and $\boldsymbol{\gamma}$ respectively. Thus, by proving Proposition 7.6, we in fact prove Theorem 7.2 for any temperature and the error level measured by TVD; and Theorem 7.3 for the thermodynamic direction with arbitrary temperature.

Then, in Sec. 7.5.3, we will prove the following result
Proposition 7.7 (Entanglement direction, TVD). For a TVD error level of

$$
\begin{equation*}
\epsilon_{n}^{-}=e^{-n t_{n}^{2}} \quad \text { or } \quad \epsilon_{n}^{+}=1-e^{-n t_{n}^{2}} \tag{7.58}
\end{equation*}
$$

the approximation majorisation condition

$$
\begin{equation*}
\boldsymbol{P}^{n} \prec_{\epsilon_{n}^{ \pm}} \boldsymbol{Q}^{n} \tag{7.59}
\end{equation*}
$$

with $\boldsymbol{f}=\boldsymbol{s}$ holds with an optimal interconversion rate of

$$
\begin{equation*}
R_{n}^{\mathrm{ent}}\left(\epsilon_{n}^{ \pm}\right) \simeq \frac{H(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}\left|1 \pm 1 / \sqrt{\nu^{\mathrm{ent}} \mid}\right| t_{n}}{H(\boldsymbol{q})} \tag{7.60}
\end{equation*}
$$

To prove Proposition 7.7 we will leverage the proof of Proposition 7.6. More precisely, we will explain how to adapt that proof, so that the thermodynamic direction gets replaced by the entanglement direction. This way we will prove Theorem 7.1 for the error level measured by TVD; and Theorem 7.3 for the entanglement direction.

The final missing piece is to show that Theorems 7.1 and 7.2 also hold for the error level measured by infidelity. We will prove this in Sec. 7.5.4, again by explaining the necessary modifications of the reasoning that will result in replacing TVD with infidelity distance.

### 7.5.1 Proof of Proposition 7.6 (Achieveability)

We will start by considering the achieveability of Proposition 7.6, i.e., a lower bound on the optimal conversion rate for the thermodynamic direction. For notational convenience, we will drop the superscripts on both $R_{n}^{\text {th }}$ and $\nu^{\text {th }}$, adopt the convention $D(\cdot):=D(\cdot \| \boldsymbol{\eta})$, and note that $V(\cdot \| \boldsymbol{\eta})=V(\cdot)$. Specifically, we will prove the following:

Lemma 7.8 (Proposition 7.6: Achieveability). For a TVD error level of

$$
\begin{equation*}
\epsilon_{n}^{-}=e^{-n t_{n}^{2}} \quad \text { or } \quad \epsilon_{n}^{+}=1-e^{-n t_{n}^{2}} \tag{7.61}
\end{equation*}
$$

the optimal rate is lower bounded,

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{ \pm}\right) \gtrsim \frac{D(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}|1 \pm 1 / \sqrt{\nu}| t_{n}}{D(\boldsymbol{q})} . \tag{7.62}
\end{equation*}
$$

We will prove this lemma by constructing a family of distributions $\tilde{\boldsymbol{P}}^{(\mu)}$, which eventually obey the required majorisation condition $\tilde{\boldsymbol{P}}^{(\mu)} \succ \boldsymbol{Q}^{n}$. We will then show that by picking appropriate values of $\mu=\mu_{+}$and $\mu=\mu_{-}$, one can obtain distributions $\tilde{\boldsymbol{P}}^{\left(\mu_{ \pm}\right)}$such that $\delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{\left(\mu_{ \pm}\right)}\right) \stackrel{\text { ev. }}{\leq} \epsilon_{n}^{ \pm}$.

## Constructing the approximate distribution $\tilde{\mathbf{P}}^{(\mu)}$

To prove achieveability, we will construct a family of distributions $\tilde{\boldsymbol{P}}^{(\mu)}$ which, for any fixed $\mu$, eventually majorise $\boldsymbol{Q}^{n}$. As in Lemma 7.4, consider the rate

$$
\begin{equation*}
r_{n}(\mu)=\frac{D(\boldsymbol{p})+\mu t_{n}}{D(\boldsymbol{q})} \tag{7.63}
\end{equation*}
$$

where $\mu \in \mathbb{R}$ is a parameter of our construction. We will construct $\tilde{\boldsymbol{P}}^{(\mu)}$ by the cut-and-pile method. Specifically we will consider starting with $\boldsymbol{P}^{n}$, removing mass from its tail, and adding it to the largest element. This construction allows us to construct a nearby state which is higher in the majorisation order. We start by defining the cutting point,

$$
z_{\mu, \nu}:= \begin{cases}2 \mu-z_{\mathrm{C}} & : \mu<0, \quad \nu<1  \tag{7.64}\\ z_{\mathrm{C}} & : \mu<0, \quad \nu>1 \\ z_{\mathrm{T}} & : \mu>0\end{cases}
$$

If we let $\zeta>0$ be a small slack parameter, then $\tilde{\boldsymbol{P}}^{(\mu)}$ is defined as

$$
\tilde{P}_{i}^{(\mu)}:= \begin{cases}P_{1}^{n}+\sum_{i \geq K_{n}(y)} P_{i}^{n} & : i=1  \tag{7.65}\\ P_{i}^{n} & : 1<i<K_{n}(y) \\ 0 & : i \geq K_{n}(y)\end{cases}
$$

with $y=z_{\mu, \nu}-\zeta$.

## Showing majorisation $\tilde{\mathbf{P}}^{(\mu)} \succ \tilde{\mathbf{Q}}^{n}$

Given the above construction, we now want to prove the majorisation condition $\tilde{\boldsymbol{P}}^{(\mu)} \succ \boldsymbol{Q}^{n}$ eventually holds. The idea here is to leverage Lemma 7.5, and show that a cut-and-pile construction with a cut at $K_{n}(x)$ for any $x<z_{\mu, \nu}$ will always eventually majorise $\boldsymbol{Q}^{n}$.
Lemma 7.9. For any fixed $\mu, \tilde{\boldsymbol{P}}^{(\mu)} \stackrel{e v .}{\succ} \boldsymbol{Q}^{n}$.
Proof. To prove majorisation we need to show that, eventually, the inequalities

$$
\begin{equation*}
\sum_{i=1}^{k} \tilde{P}_{i}^{(\mu)} \geq \sum_{i=1}^{k} Q_{i}^{n} \tag{7.66}
\end{equation*}
$$

hold for all $k$. The 'cut' of the cut-and-pile construction implies Eq. (7.66) for large $k$. Specifically, the restricted support of $\tilde{\boldsymbol{P}}^{(\mu)}$,

$$
\begin{equation*}
\sum_{i<K_{n}\left(z_{\mu, \nu}-\zeta\right)} \tilde{P}_{i}^{(\mu)}=1 \tag{7.67}
\end{equation*}
$$

implies that Eq. (7.66) holds trivially for any $k \geq K_{n}\left(z_{\mu, \nu}-\zeta\right)$.
The idea now is to show that the 'pile' similarly gives us majorisation for small $k$, and then to leverage Lemma 7.5 to argue that $\boldsymbol{P}^{n}$ already majorises $\boldsymbol{Q}^{n}$ for intermediate $k$. We will split this argument into the three cases given in the definition of $z_{\mu, \nu}$, and illustrated by panels (a)-(c) of Fig. 7.1.

Case 1: $\mu<0, \nu<1$. Noticing that $\boldsymbol{P}^{n}$ tail bounds in Lemma 7.4 are symmetric under $x \rightarrow 2 \mu-x$, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}\left(z_{\mu, \nu}-\zeta\right)} P_{i}^{n}\right]=\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}\left(z_{\mathrm{C}}+\zeta\right)} P_{i}^{n}\right] \tag{7.68}
\end{equation*}
$$

Applying Lemma 7.5, we therefore have that

$$
\begin{equation*}
\sum_{i \geq K_{n}\left(z_{\mu, \nu}-\zeta\right)} P_{i}^{n} \stackrel{\text { ev. }}{>} \sum_{i \leq K_{n}\left(z_{\mathrm{C}}+\zeta\right)} Q_{i}^{n} . \tag{7.69}
\end{equation*}
$$

Using this, for any $k \leq K_{n}\left(z_{\mathrm{C}}+\zeta\right)$ we can leverage the 'pile' in the $\tilde{\boldsymbol{P}}^{(\mu)}$ construction to yield

$$
\begin{equation*}
\sum_{i \leq k} \tilde{P}_{i}^{(\mu)} \geq \tilde{P}_{1}^{(\mu)}>\sum_{i \geq K_{n}\left(z_{\mu, \nu}-\zeta\right)} P_{i}^{n} \stackrel{\text { ev. }}{>} \sum_{i \leq K_{n}\left(z_{\mathrm{C}}+\zeta\right)} Q_{i}^{n} \geq \sum_{i \leq k} Q_{i}^{n} \tag{7.70}
\end{equation*}
$$
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which implies Eq. (7.66). Applying Lemma 7.5, we have that Eq. (7.66) must also eventually hold on the remaining intermediate indices $k \in\left[K_{n}\left(z_{\mathrm{C}}+\zeta\right), K_{n}\left(z_{\mu, \nu}-\zeta\right)\right]$.

Case 2: $\mu<0, \nu>1$. Noticing that $\boldsymbol{Q}^{n}$ tail bounds in Lemma 7.4 are symmetric under $x \rightarrow-x$, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \geq K_{n}\left(z_{\mu, \nu}\right)} Q_{i}^{n}\right]=\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\sum_{i \leq K_{n}\left(-z_{\mathrm{C}}\right)} Q_{i}^{n}\right] \tag{7.71}
\end{equation*}
$$

We now use Lemma 7.5 again, giving for any $k \leq K_{n}\left(-z_{\mathrm{C}}\right)$ that the 'pile' of $\tilde{\boldsymbol{P}}^{(\mu)}$ implies Eq. (7.66),

$$
\begin{equation*}
\sum_{i \leq k} \tilde{P}_{i}^{(\mu)}>\sum_{i \geq K_{n}\left(z_{\mu, \nu}-\zeta\right)} P_{i}^{n} \stackrel{\text { ev. }}{>} \sum_{i \leq K_{n}\left(-z_{\mathrm{C}}\right)} Q_{i}^{n} \geq \sum_{i \leq k} Q_{i}^{n} \tag{7.72}
\end{equation*}
$$

A direct application of Eq. (7.5) implies Equation (7.66) also holds on all of the remaining intermediate indices $k \in\left[K_{n}\left(-z_{\mathrm{C}}\right), K_{n}\left(z_{\mu, \nu}-\zeta\right)\right]$.

Case 3: $\mu>0$. For $k \leq K_{n}\left(z_{\mathrm{T}}-\zeta\right)$, we use Lemma 7.5 to eventually give

$$
\begin{equation*}
\sum_{i \leq k} \tilde{P}_{i}^{(\mu)}>\sum_{i \geq K_{n}\left(z_{\mathrm{T}}-\zeta\right)} P_{i}^{n} \stackrel{\text { ev. }}{>} \sum_{i \leq K_{n}\left(z_{\mathrm{T}}-\zeta\right)} Q_{i}^{n} \geq \sum_{i \leq k} Q_{i}^{n} \tag{7.73}
\end{equation*}
$$

In this case there is no intermediate region, which implies Eq. (7.66) holds for all $k$.

## Showing that $\tilde{\mathbf{P}}^{(\mu)}$ is close to $\mathbf{P}^{n}$

Now that we have shown that $\tilde{\boldsymbol{P}}^{(\mu)}$ eventually majorises $\boldsymbol{Q}^{n}$, we want to ask how close $\tilde{\boldsymbol{P}}^{(\mu)}$ is to $\boldsymbol{P}^{n}$ in total variation distance. The answer is provided by the following lemma.

Lemma 7.10. For a fixed $\mu<0$,

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{(\mu)}, \boldsymbol{P}^{n}\right) \stackrel{e v .}{<} \exp \left(-\frac{\left(z_{\mu, \nu}-\mu-2 \zeta\right)^{2}}{2 V(\boldsymbol{p})} n t_{n}^{2}\right) \tag{7.74}
\end{equation*}
$$

and similarly for $\mu>0$,

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{(\mu)}, \boldsymbol{P}^{n}\right) \stackrel{e v .}{<} 1-\exp \left(-\frac{\left(z_{\mu, \nu}-\mu-2 \zeta\right)^{2}}{2 V(\boldsymbol{p})} n t_{n}^{2}\right) \tag{7.75}
\end{equation*}
$$

Proof. A convenient feature of the cut-and-pile construction is that the total variation distance to the original distribution takes a particularly simple form. Specifically,

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{(\mu)}, \boldsymbol{P}^{n}\right)=\sum_{i \geq K_{n}\left(z_{\mu, \nu}-\zeta\right)} P_{i}^{n} . \tag{7.76}
\end{equation*}
$$

We can now apply Lemma 7.4 to give

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\delta\left(\tilde{\boldsymbol{P}}^{(\mu<0)}, \boldsymbol{P}^{n}\right)\right] & =-\frac{\left(z_{\mu, \nu}-\mu-\zeta\right)^{2}}{2 V(\boldsymbol{p})}  \tag{7.77a}\\
\lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[1-\delta\left(\tilde{\boldsymbol{P}}^{(\mu>0)}, \boldsymbol{P}^{n}\right)\right] & =-\frac{\left(z_{\mu, \nu}-\mu-\zeta\right)^{2}}{2 V(\boldsymbol{p})} \tag{7.77b}
\end{align*}
$$

This, in turn, implies the eventual inequalities

$$
\begin{array}{r}
\ln \left[\delta\left(\tilde{\boldsymbol{P}}^{(\mu<0)}, \boldsymbol{P}^{n}\right)\right] \stackrel{\text { ev. }}{<}-\frac{\left(z_{\mu, \nu}-\mu-2 \zeta\right)^{2}}{2 V(\boldsymbol{p})} n t_{n}^{2} \\
\ln \left[1-\delta\left(\tilde{\boldsymbol{P}}^{(\mu>0)}, \boldsymbol{P}^{n}\right)\right] \stackrel{\text { ev. }}{>}-\frac{\left(z_{\mu, \nu}-\mu-2 \zeta\right)^{2}}{2 V(\boldsymbol{p})} n t_{n}^{2} \tag{7.78b}
\end{array}
$$

which are equivalent to our desired bounds.

## Proof of Achieveability

We now put together the above to prove the achieveability of Proposition 7.6.
Proof of Lemma 7.8. Consider our construction of $\tilde{\boldsymbol{P}}^{(\mu)}$ for a specific choice of $\mu$. Specifically, let

$$
\begin{equation*}
\mu_{ \pm}=|1 \pm 1 / \sqrt{\nu}|( \pm \sqrt{2 V(\boldsymbol{p})}-2 \zeta) \tag{7.79}
\end{equation*}
$$

where $\mu_{-}$will give the direct result (with vanishing error $\epsilon_{n}^{-}$), and $\mu_{+}$will give the converse result (with error $\epsilon_{n}^{+}$approaching 1).

From Lemma 7.9 we have that $\tilde{\boldsymbol{P}}^{\left(\mu_{ \pm}\right)} \stackrel{\text { ev. }}{\succ} \boldsymbol{Q}^{n}$ as required. Substituting $\mu_{ \pm}$in Lemma 7.10, we have that the TVD error is bounded,

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{\left(\mu_{ \pm}\right)}, \boldsymbol{P}^{n}\right) \stackrel{\text { ev. }}{<} \epsilon_{n}^{ \pm} \tag{7.80}
\end{equation*}
$$

as required. The rate in these cases takes the form

$$
\begin{align*}
r_{n}\left(\mu_{ \pm}\right) & =\frac{D(\boldsymbol{p})+\mu_{ \pm} t_{n}}{D(\boldsymbol{q})} \\
& =\frac{D(\boldsymbol{p})+|1 \pm 1 / \sqrt{\nu}|( \pm \sqrt{2 V(\boldsymbol{p})}-2 \zeta) t_{n}}{D(\boldsymbol{q})} \tag{7.81}
\end{align*}
$$

As the above analysis holds for any $\zeta>0$, we can therefore conclude that

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{ \pm}\right) \gtrsim \frac{D(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}|1 \pm 1 / \sqrt{\nu}| t_{n}}{D(\boldsymbol{q})} \tag{7.82}
\end{equation*}
$$

as desired.

### 7.5.2 Proof of Proposition 7.6 (Optimality)

We now move on to showing the optimality of Proposition 7.6, i.e. an upper bound on the optimal conversion rate for the thermodynamic direction. For convenience we will reuse the notation used in the proof of achieveability.

Lemma 7.11 (Proposition 7.6: Optimality). For a TVD error level of

$$
\begin{equation*}
\epsilon_{n}^{-}=e^{-n t_{n}^{2}} \quad \text { or } \quad \epsilon_{n}^{+}=1-e^{-n t_{n}^{2}} \tag{7.83}
\end{equation*}
$$

the optimal rate is upper bounded,

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{ \pm}\right) \lesssim \frac{D(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}|1 \pm 1 / \sqrt{\nu}| t_{n}}{D(\boldsymbol{q})} . \tag{7.84}
\end{equation*}
$$

We will prove the above by showing that, for any distribution $\tilde{\boldsymbol{P}}^{n}$ obeying the majorisation condition $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ with a rate $r_{n}(\mu)$, the TVD distance between $\tilde{\boldsymbol{P}}^{n}$ and $\boldsymbol{P}^{n}$ is eventually lower bounded by $\epsilon_{n}^{ \pm}$. To achieve this, we will use the fact that the total variation distance is monotonically decreasing under coarse-graining. Specifically, for any distributions $\boldsymbol{a}$ and $\boldsymbol{b}$, and index $k$, the triangle inequality gives

$$
\begin{equation*}
\delta(\boldsymbol{a}, \boldsymbol{b}) \geq\left|\sum_{i \leq k} a_{i}-\sum_{j \leq k} b_{j}\right| \tag{7.85}
\end{equation*}
$$

Applying this to distributions $\tilde{\boldsymbol{P}}^{n}$ and $\boldsymbol{P}^{n}$, and index $k=K_{n}(x)$, gives

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq\left|\sum_{i \leq K_{n}(x)} \tilde{P}_{i}^{n}-\sum_{j \leq K_{n}(x)} P_{j}^{n}\right| . \tag{7.86}
\end{equation*}
$$

The idea is that, with a careful choice of $x$, we will be able to use the majorisation $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ to replace the summations over $\tilde{\boldsymbol{P}}^{n}$ with those over $\boldsymbol{Q}^{n}$. This will then allow us to apply Lemma 7.4 to arrive at our final bound on the error.

We will first present this argument in detail for the case where $\mu<0$ and $\nu<1$, and then present the modifications required for the remaining cases of $\mu<0$ and $\nu>1$, and $\mu>0$.

Case 1: $\mu<0, \nu<1$
Here we will perform our coarse-grained binning at $x=z_{\mathrm{C}}-\zeta$. Recalling that $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$, we have that

$$
\begin{equation*}
\sum_{i \leq K_{n}\left(z_{\mathrm{C}}-\zeta\right)} \tilde{P}_{i}^{n} \geq \sum_{i \leq K_{n}\left(z_{\mathrm{C}}-\zeta\right)} Q_{i}^{n} \tag{7.87}
\end{equation*}
$$

Using the positivity of $\zeta$, Lemma 7.5 allows us to also conclude that

$$
\begin{equation*}
\sum_{i \leq K_{n}\left(z_{\mathrm{C}}-\zeta\right)} \tilde{P}_{i}^{n} \stackrel{\text { ev. }}{>} \sum_{i \leq K_{n}\left(z_{\mathrm{C}}-\zeta\right)} P_{i}^{n} \tag{7.88}
\end{equation*}
$$

We now use the fact that $|\alpha-\beta|$ is monotonically increasing in $\alpha$ for $\alpha \geq \beta$. Using this, we have an eventual lower bound on TVD purely in terms of the total states $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$,

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq\left|\sum_{i \leq K_{n}\left(z_{\mathrm{C}}-\zeta\right)} Q_{i}^{n}-\sum_{j \leq K_{n}\left(z_{\mathrm{C}}-\zeta\right)} P_{j}^{n}\right| . \tag{7.89}
\end{equation*}
$$

Applying Lemma 7.4, we see that the tail sum of $\boldsymbol{Q}^{n}$ asymptotically dominates. Specifically, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)\right] \geq-\frac{\nu\left(z_{\mathrm{C}}-\zeta\right)^{2}}{2 V(\boldsymbol{p})} \tag{7.90}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \stackrel{\text { ev. }}{>} \exp \left(-\frac{\nu\left(z_{\mathrm{C}}-2 \zeta\right)^{2}}{2 V(\boldsymbol{p})} n t_{n}^{2}\right) \tag{7.91}
\end{equation*}
$$

We now choose

$$
\begin{equation*}
\mu=|1-1 / \sqrt{\nu}|(-\sqrt{2 V(\boldsymbol{p})}+2 \zeta \sqrt{\nu}) . \tag{7.92}
\end{equation*}
$$

This gives us that $\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \stackrel{\text { ev. }}{>} \epsilon_{n}^{-}$, with a rate of

$$
\begin{equation*}
r_{n}(\mu)=\frac{D(\boldsymbol{p})+|1-1 / \sqrt{\nu}|(-\sqrt{2 V(\boldsymbol{p})}+2 \zeta \sqrt{\nu}) t_{n}}{D(\boldsymbol{q})} \tag{7.93}
\end{equation*}
$$

As this is true for all $\zeta>0$, we can conclude that

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{-}\right) \lesssim \frac{D(\boldsymbol{p})-\sqrt{2 V(\boldsymbol{p})}|1-1 / \sqrt{\nu}| t_{n}}{D(\boldsymbol{q})} \tag{7.94}
\end{equation*}
$$

Case 2: $\mu<0, \nu>1$
Now we consider the case of $\mu<0$ and $\nu>1$. The proof here is similar, starting with a cut at $x=z_{\mathrm{C}}+\zeta$. Here the tail sum of $\boldsymbol{P}^{n}$ asymptomatically dominates, with Lemma 7.4 giving

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \stackrel{\text { ev. }}{>} \exp \left(-\frac{\left(z_{\mathrm{C}}-\mu+2 \zeta\right)^{2} n t_{n}^{2}}{2 V(\boldsymbol{p})}\right) \tag{7.95}
\end{equation*}
$$

We now make the choice

$$
\begin{equation*}
\mu=|1-1 / \sqrt{\nu}|(-\sqrt{2 V(\boldsymbol{p})}+2 \zeta) \tag{7.96}
\end{equation*}
$$

which gives that $\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \stackrel{\text { ev. }}{>} \epsilon_{n}^{-}$, and thus

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{-}\right) \lesssim \frac{D(\boldsymbol{p})-\sqrt{2 V(\boldsymbol{p})}|1-1 / \sqrt{\nu}| t_{n}}{D(\boldsymbol{q})} \tag{7.97}
\end{equation*}
$$

Case 3: $\mu>0$
Lastly, we consider the case of $\mu>0$. Here, we perform our cut at $x=z_{\mathrm{T}}$ and, instead of using an argument based on majorisation from above, we use majorisation from below. Specifically, we note that $\tilde{\boldsymbol{P}}^{n} \succ \boldsymbol{Q}^{n}$ implies

$$
\begin{equation*}
\sum_{i>K_{n}\left(z_{\mathrm{T}}\right)} \tilde{P}_{i}^{n} \leq \sum_{i>K_{n}\left(z_{\mathrm{T}}\right)} Q_{i}^{n} \tag{7.98}
\end{equation*}
$$

We now use that $|\alpha-\beta|$ is monotonically decreasing in $\alpha$ for $\alpha \leq \beta$. This gives us the analogous upper bound

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \geq\left|\sum_{i \leq K_{n}\left(z_{\mathrm{T}}\right)} Q_{i}^{n}-\sum_{j \leq K_{n}\left(z_{\mathrm{T}}\right)} P_{j}^{n}\right| \tag{7.99}
\end{equation*}
$$

Applying Lemma 7.4, we find that the tail sums of $\boldsymbol{P}^{n}$ and $\boldsymbol{Q}^{n}$ both dominate ${ }^{1}$, yielding

$$
\begin{equation*}
\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right) \stackrel{\text { ev. }}{>} 1-\exp \left(-\frac{\left(z_{\mathrm{T}}-\mu+\zeta\right)^{2} n t_{n}^{2}}{2 V(\boldsymbol{p})}\right) \tag{7.100}
\end{equation*}
$$

for sufficiently large $n$. Substituting

$$
\begin{equation*}
\mu=|1+1 / \sqrt{\nu}|(\sqrt{2 V(\boldsymbol{p})}+\zeta) \tag{7.101}
\end{equation*}
$$

we eventually have that $\delta\left(\tilde{\boldsymbol{P}}^{n}, \boldsymbol{P}^{n}\right)>\epsilon_{n}^{+}$, and thus

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{+}\right) \lesssim \frac{D(\boldsymbol{p})+\sqrt{2 V(\boldsymbol{p})}|1+1 / \sqrt{\nu}| t_{n}}{D(\boldsymbol{q})} \tag{7.102}
\end{equation*}
$$

### 7.5.3 Proof of Proposition 7.7

Proposition 7.6 states that the largest rate $R_{n}$ such that the majorisation condition

$$
\begin{equation*}
\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{\eta}^{\otimes n R_{n}} \succ_{\epsilon_{n}^{ \pm}} \boldsymbol{q}^{\otimes n R_{n}} \otimes \boldsymbol{\eta}^{\otimes n} \tag{7.103}
\end{equation*}
$$

holds is of the form

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{ \pm}\right) \simeq \frac{H(\boldsymbol{\eta})-H(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}|1 \pm 1 / \sqrt{\nu}| t_{n}}{H(\boldsymbol{\eta})-H(\boldsymbol{q})} \tag{7.104}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p})}{V(\boldsymbol{q})} \cdot \frac{H(\boldsymbol{\eta})-H(\boldsymbol{q})}{H(\boldsymbol{\eta})-H(\boldsymbol{p})} . \tag{7.105}
\end{equation*}
$$

The proof of the above relied entirely on Lemma 7.4, which holds for $\boldsymbol{f}=\boldsymbol{\eta}$ as well as $\boldsymbol{f}=\boldsymbol{s}$. Thus, in order to rigorously prove Proposition 7.7, one could perform steps analogous to the ones presented in Sec. 7.5.1-7.5.2, with $\boldsymbol{\eta}$ replaced by $s$. Instead, below we present a shorter proof that directly employs the result stated by Proposition 7.6.

Proof of Proposition 7.7. Since Lemma 7.4 holds both for $\boldsymbol{f}=\boldsymbol{\eta}$ and for $\boldsymbol{f}=\boldsymbol{s}$, the statement of Proposition 7.6 can be extended to show that the smallest $R_{n}$ such that the majorisation condition

$$
\begin{equation*}
\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{s}^{\otimes n R_{n}} \succ_{\epsilon_{n}^{ \pm}} \boldsymbol{q}^{\otimes n R_{n}} \otimes \boldsymbol{s}^{\otimes n} \tag{7.106}
\end{equation*}
$$

[^18]holds is of the form
\[

$$
\begin{equation*}
R_{n}\left(\epsilon_{n}^{ \pm}\right) \simeq \frac{H(\boldsymbol{s})-H(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}|1 \pm 1 / \sqrt{\nu}| t_{n}}{H(\boldsymbol{s})-H(\boldsymbol{q})} \tag{7.107}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p})}{V(\boldsymbol{q})} \cdot \frac{H(\boldsymbol{s})-H(\boldsymbol{q})}{H(\boldsymbol{s})-H(\boldsymbol{p})} \tag{7.108}
\end{equation*}
$$

We now want to reverse the direction of majorisation. The first step is simply to swap $\boldsymbol{p} \leftrightarrow \boldsymbol{q}$, and use the fact $\epsilon$-post-majorisation is equivalent to $\epsilon$-pre-majorisation [7.8]. This transforms the considered majorisation relation into the following form

$$
\begin{equation*}
\boldsymbol{p}^{\otimes n R_{n}} \otimes \boldsymbol{s}^{\otimes n} \prec_{\epsilon_{n}^{ \pm}} \boldsymbol{q}^{\otimes n} \otimes \boldsymbol{s}^{\otimes n R_{n}} . \tag{7.109}
\end{equation*}
$$

We see that $R_{n}$ now forms the 'inverse rate' of the transformation between states represented by $\boldsymbol{p}$ and the ones represented by $\boldsymbol{q}$. To find the true rate of this transformation, we make the following substitutions

$$
\begin{equation*}
n \leftarrow n R_{n}, \quad t_{n} \leftarrow t_{n} / \sqrt{R_{n}}, \quad R_{n} \leftarrow 1 / R_{n} . \tag{7.110}
\end{equation*}
$$

As a result, the desired majorisation condition,

$$
\begin{equation*}
\boldsymbol{p}^{\otimes n} \otimes \boldsymbol{s}^{\otimes n R_{n}} \prec_{\epsilon_{n}^{ \pm}} \boldsymbol{q}^{\otimes n R_{n}} \otimes \boldsymbol{s}^{\otimes n} \tag{7.111}
\end{equation*}
$$

holds with the optimal rate of the form

$$
\begin{align*}
R_{n}\left(\epsilon_{n}^{ \pm}\right) & \simeq \frac{H(\boldsymbol{p})}{H(\boldsymbol{q}) \mp \sqrt{2 V(\boldsymbol{q}) \frac{H(\boldsymbol{q})}{H(\boldsymbol{p})}}|1 \pm \sqrt{\nu}| t_{n}} \\
& \simeq \frac{H(\boldsymbol{p}) \pm \sqrt{2 V(\boldsymbol{p})}|1 \pm 1 / \sqrt{\nu}|}{H(\boldsymbol{q})} \tag{7.112}
\end{align*}
$$

and

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p})}{V(\boldsymbol{q})} \cdot \frac{H(\boldsymbol{q})}{H(\boldsymbol{p})} . \tag{7.113}
\end{equation*}
$$

### 7.5.4 Extension to infidelity

We now want to argue that, in the direct regime (for vanishing error $\epsilon_{n}^{-}$), our results extend to the case where we consider error in terms of infidelity instead of TVD. To show that the achieveability argument, presented in Sec. 7.5.1, extends to infidelity, we leverage the Fuchs-van de Graaf inequality [7.30], specifically

$$
\begin{equation*}
1-\sqrt{F\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)} \leq \delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right) \tag{7.114}
\end{equation*}
$$

Using this, in the direct regime where $\delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right) \rightarrow 0$, we have that the corresponding moderate exponential of infidelity must be bounded by that of the TVD,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[1-F\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)\right] \leq \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)\right] \tag{7.115}
\end{equation*}
$$

Therefore, the TVD upper bounds employed in the proof of achieveability naturally extend to the infidelity.

In the proof of optimality, presented in Sec. 7.5.2, we used coarse-graining and a monotonicity argument to bound the TVD as

$$
\begin{equation*}
\delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right) \geq\left|\sum_{i \leq k} P_{i}^{n}-\sum_{j \leq k} Q_{j}^{n}\right| . \tag{7.116}
\end{equation*}
$$

By using the data-processing inequality and an analogous monotonicity argument, we can similarly bound the fidelity as

$$
\begin{equation*}
\sqrt{F\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)} \leq \sqrt{\sum_{i \leq k} P_{i}^{n} \cdot \sum_{j \leq k} Q_{j}^{n}}+\sqrt{\sum_{i>k} P_{i}^{n} \cdot \sum_{j>k} Q_{j}^{n}} \tag{7.117}
\end{equation*}
$$

In the case where $\nu<1$, we chose $k$ such that

$$
\begin{equation*}
\sum_{i \leq k} P_{i}^{n} \ll \sum_{i \leq k} Q_{i}^{n} \ll 1 \tag{7.118}
\end{equation*}
$$

and similarly for $\nu>1$

$$
\begin{equation*}
\sum_{i>k} Q_{i}^{n} \ll \sum_{i>k} P_{i}^{n} \ll 1 \tag{7.119}
\end{equation*}
$$

In either case, a single tail sum dominates in the bound upon both fidelity and TVD, similarly allowing us to lower bound the moderate exponent of the infidelity,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[1-F\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)\right] \geq \lim _{n \rightarrow \infty} \frac{1}{n t_{n}^{2}} \ln \left[\delta\left(\boldsymbol{P}^{n}, \tilde{\boldsymbol{P}}^{n}\right)\right] \tag{7.120}
\end{equation*}
$$

### 7.6 Outlook

We have performed the moderate deviation analysis of resource interconversion problems for which single-shot transformation rules are based on majorisation and thermo-majorisation. As a result, in the regime of asymptotically vanishing error, we have found unified expressions for second-order corrections to asymptotic conversion rates within resource theories of entanglement, coherence and thermodynamics. More precisely, we obtained a family of results that specifies the optimal trade-off between the speed at which the conversion rate approaches the asymptotic rate, and the speed at which the error vanishes, when the number of transformed states $n$ grows. Crucially, we have found that the correction term can vanish independently of $n$ when a certain resonance condition between
the initial and final states is satisfied. This opens the path to transformation reversibility beyond the asymptotic limit, the phenomenon that we discuss in detail in the accompanying paper [7.18].

There are quite a few research directions that one may want to take in order to generalise and extend the results presented in this paper. Since the small deviation analysis of the majorisation-based resource interconversion has been performed in Refs. [7.7,7.8], and the moderate deviation analysis was the focus of the current work, the straightforward extension would be to investigate the interconversion problem in the large deviation regime. This may be of particular interest in the context of fluctuationfree work extraction, where one may want to sacrifice a constant fraction of possible work output for its quality [7.31]. On the other hand, one could also look for the exact expression for the third-order term of the asymptotic expansion of $R_{n}$, which one can conjecture to scale as $O\left(t_{n}^{2}+\log n\right)$ [7.11]. Another obvious generalisation is to go beyond the restrictions of pure states (for entanglement direction) and energy-incoherent states (for thermodynamic direction). This, however, is a much harder task, as the single-shot transformation rules are still not known for these unrestricted cases. Finally, since the second-order analysis of resource interconversion led us not only to quantitative results, but also to qualitatively new predictions concerning finite-size reversibility, a similar analysis for other resource theories is now very well justified.
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## 7.A Relation to small deviation bound

In this section we explore the relationship between our moderate deviation results of Theorems 7.17.3 , and the small deviation results of Refs. [7.7,7.8]. In these papers, a second-order expansion of the rate is given for a constant infidelity error, in terms of the Rayleigh-normal distribution. Below we will consider the expansions of the Rayleigh-normal cumulative distribution function around $-\infty$, and show consistency with Theorems 7.1 and 7.2. Moreover, we will explain how the expansion around $+\infty$ leads to a conjecture analogous to Theorem 7.3 with error level measured by infidelity.

The Rayleigh-normal distributions are a parameterised family of distributions, depending on a parameter $\nu \geq 0$. For a formal definition and properties, see Ref. [7.7]. We will denote the associated cumulative distribution functions by $Z_{\nu}(\mu)$, for $\nu \geq 0$ and $\mu \in \mathbb{R}$. We will also adopt the notation for

Gaussian probability and cumulative distribution functions of

$$
\begin{align*}
\phi(x) & =\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2},  \tag{7.121}\\
\phi_{\mu, \nu}(x) & =\frac{1}{\sqrt{2 \pi \nu}} e^{-(x-\mu)^{2} / 2 \nu},  \tag{7.122}\\
\Phi(x) & =\int_{-\infty}^{x} \phi(t) \mathrm{d} t,  \tag{7.123}\\
\Phi_{\mu, \nu}(x) & =\int_{-\infty}^{x} \phi_{\mu, \nu}(t) \mathrm{d} t . \tag{7.124}
\end{align*}
$$

## 7.A. 1 Expansion around $\mu=-\infty$

The crossing point $\alpha_{\mu, \nu}$ is defined by the equation [7.7]

$$
\begin{equation*}
\frac{\phi\left(\alpha_{\mu, \nu}\right)}{\phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)}=\frac{\Phi\left(\alpha_{\mu, \nu}\right)}{\Phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)} \tag{7.125}
\end{equation*}
$$

As $\mu \rightarrow-\infty, \alpha_{\mu, \nu} \rightarrow+\infty$. We will use the $x \rightarrow \infty$ approximation $\Phi(x) \approx 1$, which leads to $\phi\left(\alpha_{\mu, \nu}\right) / \phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right) \approx 1$, resulting in

$$
\begin{equation*}
\alpha_{\mu, \nu} \approx \frac{\mu}{1-\sqrt{\nu}} . \tag{7.126}
\end{equation*}
$$

We now look at the Rayleigh-normal distribution, which takes the form

$$
\begin{equation*}
\sqrt{1-Z_{\nu}(\mu)}=\sqrt{\frac{2 \sqrt{\nu}}{1+\nu}} e^{-\mu^{2} / 4(1+\nu)} \Phi_{\frac{-\mu}{1+\nu}, \frac{2 \nu}{1+\nu}}\left(-\alpha_{\mu, \nu}\right)+\sqrt{\Phi\left(\alpha_{\mu, \nu}\right) \Phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)} . \tag{7.127}
\end{equation*}
$$

We now note that, as $\alpha_{\mu, \nu} \rightarrow+\infty$, the first term on the RHS is exponentially vanishing, and second exponentially approaching 1 . Specifically we have

$$
\begin{align*}
\ln \left[1-\sqrt{\Phi\left(\alpha_{\mu, \nu}\right) \Phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)}\right] & \approx-\frac{1}{2} \frac{\mu^{2}}{(1-\sqrt{\nu})^{2}},  \tag{7.128a}\\
\ln \left[e^{-\mu^{2} / 4(1+\nu)} \Phi_{\frac{-\mu}{1+\nu}, \frac{2 \nu}{1+\nu}}\left(\alpha_{\mu, \nu}\right)\right] & \approx-\frac{1}{2} \frac{\mu^{2}}{(1-\sqrt{\nu})^{2}}, \tag{7.128b}
\end{align*}
$$

and thus for $\mu \rightarrow-\infty$ we have

$$
\begin{equation*}
\ln \left[Z_{\nu}(\mu)\right] \approx-\frac{1}{2} \frac{\mu^{2}}{(1-\sqrt{\nu})^{2}} \tag{7.129}
\end{equation*}
$$

## 7.A.2 Consistency with Theorems 7.1 and 7.2

The small deviation analyses of Refs. [7.7,7.8] consider transformations with a fixed infidelity, bounded away from zero. Despite this, using the above expansion one can naïvely substitute $1-F=\epsilon_{n}^{-}$into the expressions for the optimal rates obtained within the small deviation regime. Whilst this analysis
is no longer rigorous, we will see that it gives a rate which is consistent with our rigorous results, Theorems 7.1 and 7.2.

Inverting the expansion around $\mu=-\infty$, we have

$$
\begin{equation*}
Z_{\nu}^{-1}(\epsilon) \approx|1-\sqrt{\nu}| \sqrt{-2 \ln \epsilon}, \tag{7.130}
\end{equation*}
$$

for small positive $\epsilon$. In particular, for $\epsilon_{n}^{-}:=e^{-n t_{n}^{2}}$ we have

$$
\begin{equation*}
Z_{\nu}^{-1}\left(\epsilon_{n}^{-}\right) \simeq|1-\sqrt{\nu}| \sqrt{2 n} t_{n} . \tag{7.131}
\end{equation*}
$$

Substituting the above into the results of Refs. [7.7,7.8] yields the expressions for optimal rates from Theorems 7.1 and 7.2.
7.A. 3 Expansion around $\mu=+\infty$.

The crossing point $\alpha_{\mu, \nu}$ is defined by the equation [7.7]

$$
\begin{equation*}
\frac{\phi\left(\alpha_{\mu, \nu}\right)}{\phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)}=\frac{\Phi\left(\alpha_{\mu, \nu}\right)}{\Phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)} \tag{7.132}
\end{equation*}
$$

As $\mu \rightarrow+\infty, \alpha_{\mu, \nu} \rightarrow-\infty$. We can now use the approximation $\Phi(x) \approx \phi(x) / x$ for $x \rightarrow-\infty$. Applying this to the above, we have

$$
\begin{equation*}
\frac{\phi\left(\alpha_{\mu, \nu}\right)}{\phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)} \approx \frac{\phi\left(\alpha_{\mu, \nu}\right)}{\phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)} \cdot \frac{\alpha_{\mu, \nu}-\mu}{\nu \alpha_{\mu, \nu}}, \tag{7.133}
\end{equation*}
$$

which in turn implies that

$$
\begin{equation*}
\alpha_{\mu, \nu} \approx \frac{\mu}{1-\nu} \tag{7.134}
\end{equation*}
$$

Returning to the Rayleigh-normal distribution, we note that $\sqrt{1-Z_{\nu}(\mu)}$ exponentially vanishes as $\alpha_{\mu, \nu} \rightarrow-\infty$, specifically

$$
\begin{align*}
\ln \left[\sqrt{\Phi\left(\alpha_{\mu, \nu}\right) \Phi_{\mu, \nu}\left(\alpha_{\mu, \nu}\right)}\right] & \approx-\frac{1+\nu}{(1-\nu)^{2}} \frac{\mu^{2}}{4},  \tag{7.135a}\\
\ln \left[e^{-\mu^{2} / 4(1+\nu)} \Phi_{\frac{-\mu}{1+\nu}, \frac{2 \nu}{1+\nu}}\left(\alpha_{\mu, \nu}\right)\right] & \approx-\frac{1}{1+\nu} \frac{\mu^{2}}{4} . \tag{7.135b}
\end{align*}
$$

As such, we can see that the second expression dominates, leading us to conclude that, for $\mu \rightarrow+\infty$, the Rayleigh-normal distribution may be approximated as

$$
\begin{equation*}
\ln \left[1-Z_{\nu}(\mu)\right] \approx-\frac{\mu^{2}}{4(1+\nu)} \tag{7.136}
\end{equation*}
$$

## 7.A. 4 Conjectured infidelity analogue of Theorem 7.3

Similar to the case of the expansion around $\mu=-\infty$, we can use the expansion around $\mu=+\infty$ to (non-rigorously) obtain a conjecture for the analogue of Theorem 7.3 for error measured in infidelity. Inverting the expansion around $\mu=+\infty$, we find

$$
\begin{equation*}
Z_{\nu}^{-1}(\epsilon) \approx \sqrt{-4(1+\nu) \ln (1-\epsilon)}, \tag{7.137}
\end{equation*}
$$

for $\epsilon$ close to 1 . Specifically, for $\epsilon_{n}^{+}=1-e^{-n t_{n}^{2}}$ we have

$$
\begin{equation*}
Z_{\nu}^{-1}\left(\epsilon_{n}^{+}\right) \approx \sqrt{4(1+\nu) n} t_{n} \tag{7.138}
\end{equation*}
$$

Substituting this approximation into the results of Refs. [7.7,7.8], we have that the optimal rates for an infidelity error level of $\epsilon_{n}^{+}$are of the following form

$$
\begin{align*}
R_{n}^{\mathrm{ent}}\left(\epsilon_{n}\right) & \simeq R_{\infty}^{\mathrm{ent}}+\sqrt{\frac{2 V(\boldsymbol{p})}{H(\boldsymbol{q})^{2}}} \sqrt{1+1 / \nu^{\mathrm{th}}} t_{n}  \tag{7.139a}\\
R_{n}^{\mathrm{th}}\left(\epsilon_{n}\right) & \simeq R_{\infty}^{\mathrm{th}}+\sqrt{\frac{2 V(\boldsymbol{p} \| \boldsymbol{\gamma})}{D(\boldsymbol{q} \| \gamma)^{2}}} \sqrt{1+1 / \nu^{\mathrm{th}}} t_{n} \tag{7.139b}
\end{align*}
$$

## 7.B Compact convergence lemma

Lemma 7.12. Let $\left\{f_{n}\right\}_{n}$ and $\left\{g_{n}\right\}_{n}$ be sequences of non-decreasing real functions, both of which pointwise converge to continuous functions $f$ and $g$, respectively. If $f>g$, then $\left.f_{n}\right|_{X}>\left.g_{n}\right|_{X}$ eventually on all compact $X$.

Proof. First we note (see, e.g., page 1 of Ref. [7.32]) that sequences of non-decreasing real functions which point-wise converge to continuous functions do so compactly. Let $\Delta_{n}: X \rightarrow \mathbb{R}$ be defined by $\Delta_{n}(x)=f_{n}(x)-g_{n}(x)$ for all $x \in X$. As $\Delta=f-g$, we know that $\Delta>0$. Indeed, because $\Delta$ is a continuous function on a compact domain, the Extreme Value Theorem tells us that $\Delta$ is bounded away from zero, i.e., there exists an $\epsilon>0$ such that $\Delta \geq \epsilon$. As $\Delta_{n} \rightarrow \Delta$ uniformly, we must eventually have that $\Delta_{n} \geq \Delta-\epsilon / 2 \geq \epsilon / 2$, and so $\left.f_{n}\right|_{X}>\left.g_{n}\right|_{X}$.
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#### Abstract

We identify and explore the intriguing property of resource resonance arising within resource theories of entanglement, coherence and thermodynamics. While the theories considered are reversible asymptotically, the same is generally not true in realistic scenarios where the available resources are bounded. The finite-size effects responsible for this irreversibility could potentially prohibit small quantum information processors or thermal machines from achieving their full potential. Nevertheless, we show here that by carefully engineering the resource interconversion process any such losses can be greatly suppressed. Our results are predicted by higher order expansions of the trade-off between the rate of resource interconversion and the achieved fidelity, and are verified by exact numerical optimisations of appropriate approximate majorisation conditions.


### 8.1 Introduction

Rapid progress in experimental techniques to control intermediate-scale quantum systems [8.1] may soon bring the advent of new technologies that will utilise quantum effects to overcome current limitations of electromechanical systems and information processors [8.2]. From a theoretical perspective, the first step to achieve this is to identify which components of quantum theory can provide such an
advantage, i.e., to recognise what actually constitutes quantum resources. Once identified, it is then crucial to understand when different resources can be interconverted, and how efficiently this can be done. The ultimate goal is to find reversible resource transformations, i.e., transformations that can be perfectly reversed and that do not dissipate any resources. Such questions can be treated in great generality under the umbrella of quantum resource theories [8.3, 8.4].

With the above applications in mind, we focus on the question of reversibility of resource interconversion for intermediate-scale quantum systems, specifically in the resource theories of entanglement [8.5] and coherence [8.6] (for pure state transformations), and thermodynamics [8.7] (for energyincoherent transformations). In particular, we ask under what precise circumstances we can engineer reversible, and thus dissipationless, transformations between a relatively small number of resource states. In the above resource theories reversibility always holds in the asymptotic regime, where one assumes access to an infinite source of resource states [8.8]. This means that, in the appropriate asymptotic limit, we can reverse the conversion process perfectly, recovering exactly the resource states we started with. Such an assumption, however, is unjustified in many practically relevant and fundamentally interesting scenarios. On the one hand, quantum resources like entanglement and coherence will only be available in small amounts in the near future; on the other hand, in quantum thermodynamics we want to explore how the known macroscopic laws change when we go beyond the thermodynamic limit and consider thermal processes involving a finite number of particles [8.9].

A first attempt to address irreversibility beyond the asymptotic limit was made in [8.10] in the context of entanglement concentration. Then, in [8.12] the authors developed a mathematical framework that allows us to study corrections to reversible entanglement transformations arising due to finite-size effects, while the conditions for these corrections to vanish were discussed in [8.11]. The framework of [8.12] has recently been extended to the resource theory of thermodynamics by the present authors [8.13]. On a technical level all these prior works deal with conversion processes that asymptotically recover the resource states only up to a constant error. The accompanying work [8.14] takes a complementary approach that allows us to consider more relevant processes with asymptotically vanishing error (that are still asymptotically reversible).

These analytical results together with the numerical results presented here reveal the phenomenon of resource resonance, a surprising feature of resource interconversion that ensures that resource dissipation can be avoided by carefully engineering small quantum systems. Exploring this phenomenon and discussing its potential impact on quantum information processing and thermodynamic protocols will be the main focus of this paper.

### 8.2 Motivating example

Before we delve into the details and present our results in full generality, let us first illustrate their spirit using the following simple example. Consider a heat engine, with a finite-size working body consisting of $n=200$ non-interacting two-level systems and operating between two thermal baths at temperatures $T_{h}>T_{c}$, performing work on a battery system initially in the ground state. As we explain later in the text, such a process can be elegantly phrased as an interconversion problem within the resource theory of thermodynamics, with the working body at cold temperature $T_{c}$ acting as a non-equilibrium resource in the presence of the hot bath at temperature $T_{h}$. While the working body heats up from $T_{c}$ to $T_{c^{\prime}}$, part of its resource content can be converted into work by exciting the battery
system. Now, a perfect engine with an infinite working body, $n \rightarrow \infty$, and constantly operating at the Carnot efficiency would extract the amount of work $n W_{C}$ equal to the free energy change of the working body. However, since $n$ is small, the energy fluctuations of the working body are not negligible compared to the average energy, and thus the engine operates beyond the thermodynamic limit. We can then expect two kinds of effects. On the one hand, the quality of work $[8.15,8.16]$ will not be perfect, as some of the energy fluctuations will be transferred to the battery. In Fig. 1a we present the optimal work quality as a function of $T_{c}$ and $T_{c^{\prime}}$ for an engine extracting $W=0.95 W_{C}$ per qubit of the working body. On the other hand, if we demand the work quality to be above some threshold level, the optimal efficiency of the engine may be affected so that it cannot achieve the Carnot limit. In Fig. 1b we plot the optimal fraction of $W_{C}$ that can be extracted when its quality is bounded by a constant, again as a function of $T_{c}$ and $T_{c^{\prime}}$.

In both plots we see clear resonant lines, indicating near-perfect quality and near-Carnot efficiency corresponding to reversible (and thus dissipationless) processes, obtained while operating well outside the asymptotic regime with a finite-size working body. As we argue in this paper, it is in fact a genuine feature of all resource theories whose single-shot transformation laws are based on majorisation relation. These include the considered resource theories of entanglement, coherence and thermodynamics, but also applies to, e.g., the studies of randomness conversions [8.12]. In all these cases, we find that if a pair of states satisfies a particular resonance condition, one can achieve interconversion with dramatically reduced losses, i.e., transformation that is arbitrarily close to reversible even for finite number $n$ of resource states being processed. In what follows we first introduce necessary concepts, then state the resonance condition, and finally discuss how it can be employed to avoid irreversibility.

### 8.3 Setting the scene

The interconversion and dissipation of general quantum resources can be suitably analysed within a resource-theoretic framework [8.3, 8.4]. In a resource theory we allow only a subset of all possible quantum operations, and this in turn restricts the quantum states that can be prepared - the socalled free states of the theory. Natural restrictions may arise from practical difficulties, e.g., when preparing a system in a superposition of particular states is experimentally challenging, but may also be of fundamental nature, as with the laws of thermodynamics constraining possible transformations to preserve energy and increase entropy. A quantum resource is any quantum system that, in conjunction with the allowed operations, allows one to overcome these restrictions. A paradigmatic example is provided by the resource theory of entanglement [8.5]: Alice, facing the restriction of not having access to a quantum channel to Bob, is unable to share an entangled quantum state $|\psi\rangle$ with him. However, if they are in possession of a maximally entangled state acting as a resource, they can use it to teleport Bob's share of $|\psi\rangle$ using only local operations and classical communication.

In this work we focus on the interconversion problem within the resource theories of entanglement, coherence and thermodynamics. These are defined via the relevant sets of free operations and free states, the latter of which we will collectively denote by $\omega$. More precisely, in entanglement theory one is restricted to local operations and classical communication (LOCC) and the allowed free states are given by separable states [8.5]; in coherence theory one is restricted to incoherent operations and the allowed free states are incoherent in the preferred basis [8.6]; finally, in the resource theory of thermodynamics (with respect to a fixed background temperature $T=1 / \beta$ ) one is restricted to thermal


Figure 8.1: Resonance in work extraction. Performance of the heat engine with a working body consisting of $n=200$ non-interacting qubits, each with energy gap $\Delta E$. Hot bath temperature it set by $k_{B} T_{h}=10 \Delta E$ (where $k_{B}$ is the Boltzmann constant), the working body is initially at cold bath temperature $T_{c}$ and heats up to $T_{c^{\prime}}$ in the process. (a) The optimal quality of work, measured by the infidelity $\epsilon$ between the final and excited battery state, while extracting $W=0.95 W_{C}$ per qubit. (b) The optimal fraction $W_{C}$ that can be extracted per qubit when the quality of work is bounded by $\epsilon<10^{-3}$. The dashed line in both plots indicates the position of the resonance predicted by Eq. (8.9).
operations and the only free state is a thermal equilibrium state $\gamma$ at temperature $T$ [8.17]. Rather surprisingly, all these three prominent examples of resource theories are formally very strongly related, as single-shot interconversion in each of them is ruled by a majorisation partial order $[8.18,8.19]$ (or its variant known as thermo-majorisation [8.7]). This not only allows for a unified treatment, but also for a simplified representation of initial and target quantum states, $\rho$ and $\sigma$, as probability distributions, $\boldsymbol{p}$ and $\boldsymbol{q}$.

Before we describe this mapping, let us first explain the notions of multi-copy and approximate transformations. When considering transformations between multiple copies of initial and target states, $\rho^{\otimes n}$ and $\sigma^{\otimes R n}$, the number of initial and target states will generally not be the same, i.e., conversion rate $R$ may differ from 1 . However, since one can always append any number of free states $\omega$ to both the initial and target states, without loss of generality one can focus on transformations between total initial and target states,

$$
\begin{equation*}
\tau_{i}=\rho^{\otimes n} \otimes \omega^{\otimes R n}, \quad \tau_{f}=\sigma^{\otimes R n} \otimes \omega^{\otimes n} . \tag{8.1}
\end{equation*}
$$

Now, it may happen that for given $\tau_{i}$ and $\tau_{f}$ the interconversion is impossible, but there exists a state $\tilde{\tau}_{f}$ that is $\epsilon$-close to $\tau_{f}$ and such that the interconversion between $\tau_{i}$ and $\tilde{\tau}_{f}$ is possible. We then say that an approximate transformation is possible with the error level $\epsilon$, as quantified by the infidelity
$1-F$ with $F=\left[\operatorname{Tr}\left(\tau_{f}^{\frac{1}{2}} \tilde{\tau}_{f} \tau_{f}^{\frac{1}{2}}\right)^{\frac{1}{2}}\right]^{2}$.
We then say that an approximate transformation is possible with the error level $\epsilon$ quantified by the infidelity between target state $\tau_{f}$ and final state $\tilde{\tau}_{f}$.

As mentioned above, the interconversion conditions for all considered resource theories can be expressed using theory-dependent representations of initial and target quantum states. For entanglement theory, given initial and target pure bipartite states, $\rho=|\Psi\rangle\langle\Psi|$ and $\sigma=|\Phi\rangle\langle\Phi|$, with the Schmidt decomposition given by $|\Psi\rangle=\sum_{i} a_{i}\left|\psi_{i}\right\rangle \otimes\left|\psi_{i}\right\rangle$ and $|\Phi\rangle=\sum_{i} b_{i}\left|\phi_{i}\right\rangle \otimes\left|\phi_{i}\right\rangle$, we can represent them via probability distributions

$$
\begin{equation*}
p_{i}=\left|a_{i}\right|^{2}, \quad q_{i}=\left|b_{i}\right|^{2} . \tag{8.2}
\end{equation*}
$$

For coherence theory with respect to a fixed basis $\{|i\rangle\}$ one can represent pure initial and target states, $\rho=|\psi\rangle\langle\psi|$ and $\sigma=|\phi\rangle\langle\phi|$, using

$$
\begin{equation*}
p_{i}=|\langle i \mid \psi\rangle|^{2}, \quad q_{i}=|\langle i \mid \phi\rangle|^{2} . \tag{8.3}
\end{equation*}
$$

Finally, in the resource theory of thermodynamics, the initial and target energy-incoherent mixed states $\rho$ and $\sigma$ can be represented by

$$
\begin{equation*}
p_{i}=\left\langle E_{i}\right| \rho\left|E_{i}\right\rangle, \quad q_{i}=\left\langle E_{i}\right| \sigma\left|E_{i}\right\rangle, \tag{8.4}
\end{equation*}
$$

where $\left\{\left|E_{i}\right\rangle\right\}$ denotes the energy eigenbasis of the system. We will denote distributions representing free states $\omega$ by $\boldsymbol{f}$. In entanglement and coherence theories these are represented by sharp probability distributions $\boldsymbol{s}$ with a single non-zero entry; whereas in the thermodynamic case $\boldsymbol{f}$ is given by a thermal Gibbs distribution $\gamma$ with $\gamma_{i} \propto \exp \left(-\beta E_{i}\right)$.

### 8.4 Reversibility condition

The optimal conversion rate $R$ between $n$ copies of an initial state $\rho$, represented by $\boldsymbol{p}$, and $R n$ copies of the target state $\sigma$, represented by $\boldsymbol{q}$, can now be expressed in a unified way for all considered resource theories using a general asymptotic expansion,

$$
\begin{equation*}
R \simeq R_{\infty}(\boldsymbol{p}, \boldsymbol{q})-r(\boldsymbol{p}, \boldsymbol{q}, n, \epsilon) \tag{8.5}
\end{equation*}
$$

In the above, $R_{\infty}$ denotes the rate achieved in the asymptotic limit, whereas $r$ is the correction term, which depends on the number of initial states $n$ and the accepted error level $\epsilon$, and vanishes for $n \rightarrow \infty$. Expressions for asymptotic rates $R_{\infty}$ are well known for the studied resource theories, with $R_{\infty}=H(\boldsymbol{p}) / H(\boldsymbol{q})$ for coherence and entanglement [8.20], and $R_{\infty}=D(\boldsymbol{p} \| \boldsymbol{\gamma}) / D(\boldsymbol{q} \| \boldsymbol{\gamma})$ for thermodynamics [8.21], where $H$ and $D$ denote the Shannon entropy and the relative entropy, respectively. What is important for the current analysis, is the fact that $R_{\infty}(\boldsymbol{p}, \boldsymbol{q})=1 / R_{\infty}(\boldsymbol{q}, \boldsymbol{p})$, i.e., the asymptotic rate of a given process is equal to the inverse of the asymptotic rate for the reverse process. As a result, every resource interconversion is reversible in the asymptotic limit, so that no dissipation of resources takes place.

In the accompanying paper [8.14] we find the next order in the asymptotic expansion of the correction term $r$ for all considered resource theories in the moderate deviation regime, i.e., when one
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demands both error and correction term to vanish with growing $n^{1}$. The crucial observation is that for all $\alpha$ the correction term $r$ depends on a parameter $\nu=\nu(\boldsymbol{p}, \boldsymbol{q})$, which we will refer to as the irreversibility parameter. Its importance lies in the fact that as $\nu \geq 0$ gets closer to 1 , the magnitude of $r$ diminishes, and in the limit $\nu=1$ it vanishes. Therefore, in the moderate deviation approximation, states satisfying $\nu=1$ can be interconverted with vanishing error at the asymptotic rate, $R=R_{\infty}$, even for finite $n$, and thus are reversibly interconvertible.

For entanglement and coherence transformations $\nu$ is given by [8.12]

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p}) / H(\boldsymbol{p})}{V(\boldsymbol{q}) / H(\boldsymbol{q})}, \tag{8.6}
\end{equation*}
$$

with $V$ denoting entropy variance $[8.23,8.24]$,

$$
\begin{equation*}
V(\boldsymbol{p})=\sum_{i} p_{i}\left(\log p_{i}+H(\boldsymbol{p})\right)^{2} \tag{8.7}
\end{equation*}
$$

and the correction term reads

$$
\begin{equation*}
r\left(\boldsymbol{p}, \boldsymbol{q}, n, e^{-n t_{n}^{2}}\right)=\sqrt{\frac{2 V(\boldsymbol{p})}{H(\boldsymbol{q})^{2}}}|1-1 / \sqrt{\nu}| t_{n} \tag{8.8}
\end{equation*}
$$

with $t_{n}$ denoting arbitrary moderate sequence, i.e., $t_{n} \rightarrow 0$ and $\sqrt{n} t_{n} \rightarrow+\infty$ as $n \rightarrow \infty$. Note that since the Shannon entropy $H$ quantifies the average (asymptotic) resource content of a state, entropy variance $V$ can be understood as quantifying its fluctuations. Indeed, $V$ vanishes only for distributions that are uniform on their support, which correspond to maximally coherent and maximally entangled states. Hence, the ratio $V / H$ tells us about relative strength of resource fluctuations in a single copy of a given state, and so the resonance condition is satisfied for states with equal relative resource fluctuations.

Similarly, in the thermodynamic case we have [8.13]

$$
\begin{equation*}
\nu=\frac{V(\boldsymbol{p} \| \boldsymbol{\gamma}) / D(\boldsymbol{p} \| \boldsymbol{\gamma})}{V(\boldsymbol{q} \| \boldsymbol{\gamma}) / D(\boldsymbol{q} \| \gamma)} \tag{8.9}
\end{equation*}
$$

with $V$ denoting relative entropy variance [8.23],

$$
\begin{equation*}
V(\boldsymbol{p} \| \boldsymbol{\gamma})=\sum_{i} p_{i}\left(\log \frac{p_{i}}{\gamma_{i}}-D(\boldsymbol{p} \| \boldsymbol{\gamma})\right)^{2} \tag{8.10}
\end{equation*}
$$

and the correction term reads

$$
\begin{equation*}
r\left(\boldsymbol{p}, \boldsymbol{q}, n, e^{-n t_{n}^{2}}\right)=\sqrt{\frac{2 V(\boldsymbol{p} \| \boldsymbol{\gamma})}{D(\boldsymbol{q} \| \gamma)^{2}}}|1-1 / \sqrt{\nu}| t_{n} . \tag{8.11}
\end{equation*}
$$

Note that $D$, quantifying resource content in the asymptotic (thermodynamic) limit, can be interpreted as non-equilibrium free energy of a state [8.21]. Thus, the relative entropy variance describes fluctuations of free energy and, again, states with equal relative fluctuations are in resonance. Moreover, as noted in [8.13], $V\left(\boldsymbol{\gamma}^{\prime} \| \boldsymbol{\gamma}\right.$ ) (for $\boldsymbol{\gamma}^{\prime}$ being a thermal state at temperature $T^{\prime} \neq T$ ) is proportional to the heat capacity at $T^{\prime}$ and to the squared Carnot factor for $T$ and $T^{\prime}$.

[^19]
### 8.5 Resource resonance

The moderate deviation analysis of the asymptotic expansion for the resource conversion rate predicts a resonance phenomenon. However, the question that remains open is: how well does this analytical result capture the actual errors and rates arising in resource interconversion of a small number $n$ of resource states involved? To address this problem, we numerically investigate the interconversion problem for small-dimensional systems, and compare the results with our analytical predictions. More precisely, building on an algorithm developed by the present authors in [8.13], we find the actual optimal conversion rates for a fixed error level, and also the actual error level for a fixed conversion rate. The details can be found in the Supplementary Material, and here we focus on presenting a few illustrative examples.

We start by considering the following scenario: imagine one has access to $n$ systems, each initially in a state $\rho_{1}$ or $\rho_{2}$, and wants to transform them to a target state $\sigma$. Moreover, assume that the asymptotic resource values of $\rho_{1}$ and $\rho_{2}$ are equal, i.e., asymptotically one can obtain the same number of copies $R_{\infty} n$ of $\sigma$ from either $n$ copies of $\rho_{1}$ or $n$ copies of $\rho_{2}$. One can achieve this asymptotic conversion rate also for finite $n$, but for the price of error $\epsilon$. This error depends on the irreversibility parameter $\nu$, and thus for finite $n$ the states $\rho_{1}$ and $\rho_{2}$ no longer have the same value. Crucially, however, it may happen that they are incompatible with $\sigma$ in opposite ways, such that the irreversibility parameter for $\rho_{1}$ and $\sigma$ is smaller than 1 , while for $\rho_{2}$ and $\sigma$ it is larger than 1 . Thus, by taking $\lambda n$ copies of $\rho_{1}$ and $(1-\lambda) n$ copies of $\rho_{2}$ one can tune the initial state to be in resonance with the target state, i.e., to have irreversibility parameter close to 1 . In Fig. 2a we show how such tuning can reduce the infidelity of entanglement transformation by several orders of magnitude. Note that this effect is much stronger than the expected increase in fidelity due to the increased number $n$ of processed states that can be observed for $\lambda \in\{0,1\}$.

We also consider an alternative situation where, instead of demanding conversion at the asymptotic rate, we enforce the error to be below some fixed threshold value $\epsilon$. For the sake of simplicity, we can again focus on a set of initial states $\left\{\rho_{i}\right\}$ that are asymptotically equivalent, and ask how many copies of the target state $\sigma$ can we optimally get for $\rho_{i}^{\otimes n}$, with error not exceeding $\epsilon$. Now, based on our analytical results, we expect that as $n$ grows the conversion rate $R$ will approach the asymptotic value $R_{\infty}$ quicker for states $\rho_{i}$ that are closer to resonance with $\sigma$. Indeed, this is the case, as the numerical results presented in Fig. 2b show.

Finally, let us come back to our initial motivating example (see Fig. 8.1) to explain it in more detail. First of all, we note that it is a particular instance of the paradigmatic thermodynamic protocol of work extraction $[8.7,8.15,8.25]$, where the state we extract work from is given by a thermal state at a colder temperature than the background temperature $T_{h}$. More precisely, our aim is to transform $n$ copies of $\gamma_{c} \otimes|0\rangle\langle 0|$ (where the first system refers to the working body and second to the battery consisting of $n$ qubits) into $n$ copies of $\gamma_{c^{\prime}} \otimes|1\rangle\langle 1|$, with subscripts $c$ and $c^{\prime}$ denoting initial and final temperatures of the working body, $T_{c}$ and $T_{c^{\prime}}$, and $|1\rangle\langle 1|$ being the excited state of the battery with energy $W$. The amount of extracted work is then given by $n W$ and its quality is measured by the infidelity between the battery's final state and its target state $|1\rangle\left\langle\left. 1\right|^{\otimes n}\right.$. It is known that in the asymptotic limit the optimal thermodynamic process extracts $n W_{C}$ with $W_{C}=k_{B} T_{h}\left[D\left(\gamma_{c} \| \gamma_{h}\right)-D\left(\gamma_{c^{\prime}} \| \gamma_{h}\right)\right]$ [8.21], which coincides with the amount of work that would be extracted by an engine operating at Carnot efficiency between an infinite bath at fixed temperature $T_{h}$ and a finite working body that heats up during the process from $T_{c}$ to $T_{c^{\prime}}$ [8.13]. For small $n$, however, fluctuations can decrease this optimal amount


Figure 8.2: Tuning resources to resonance. State interconversion under LOCC for a bipartite system consisting of $n$ pairs of qutrits. (a) The infidelity $\epsilon$ between the target state $|\Phi\rangle^{\otimes n}$ and the optimal final state obtained from $\left|\Psi_{1}\right\rangle^{\otimes \lambda n} \otimes\left|\Psi_{2}\right\rangle^{\otimes(1-\lambda) n}$. Different plots correspond to varying numbers of interconverted states $n \in\{5,10, \ldots, 30\}$, from top to bottom. The location of the resonant mixing factor $\lambda_{*}$ (dashed line) can be found using Eq. (8.6). (b) The optimal conversion rate $R$ between the initial state $\left|\Psi_{i}\right\rangle$ and the target state $|\Phi\rangle^{\otimes R n}$ with transformation infidelity bounded by $\epsilon<0.01$. Different plots correspond to initial states with equal asymptotic conversion rate $R_{\infty}$ (dashed line), but varying irreversibility parameters $\nu$. The Schmidt coefficients of all states can be found in the Supplementary Material.
(alternatively, decrease the quality of extracted work), as already discussed before and presented in Fig. 8.1. It is also important to note that, since $V\left(\gamma_{c} \| \gamma_{h}\right)$ is positive and vanishes for $T_{c}=T_{h}$ and $T_{c}=0$, for all $T_{h}$ there exist resonant pairs of temperatures $T_{c}$ and $T_{c^{\prime}}$, for which fluctuations vanish.

### 8.6 Conclusions

We have shown that finite-size analysis can bring qualitatively new insights into the nature of interconversion processes within resource theories of entanglement, coherence and thermodynamics. This is in rather stark contrast to the small or moderate deviation analysis for information theoretic tasks based on quantum hypothesis testing, including many channel coding problems (see, e.g., [8.26-8.30]), where we instead see a behaviour that can be understood as a rather immediate manifestation of the central limit theorem and its moderate deviation analogue. Here, we have demonstrated that the predicted $f_{i}$ nite resource resonance is clearly visible numerically and is not dominated by higher order asymptotics neglected in the analytical approximations. This makes us believe that the resonance effect could also be observed in noisy intermediate-scale quantum devices in the near future. Moreover, we explained how the predicted phenomenon can be employed to significantly improve the quality of the conversion
process.
On the one hand, our result may serve as a guiding principle for devising optimal protocols for resource conversion that would minimise losses by operating near resonance. On the other hand, it strongly motivates the investigation of the second order asymptotic corrections to interconversion rates in other resource theories. In particular, one could look for such corrections within the resource theory of $U(1)$ asymmetry $[8.31,8.32]$, which could contribute to our understanding of quantum thermodynamics beyond energy-incoherent states [8.33, 8.34]. Finally, while it is true that the resonance phenomenon is strongly related to the majorisation condition, it is possible that similar behaviour can be observed in other quantum information processing tasks [8.35].
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## 8.A Supplementary Material

Here we explain how the numerical data presented in the plots of the main text was obtained. First, note that the approximate interconversion conditions are ultimately specified by approximate majorisation and thermo-majorisation relations. In order to find the final distribution that is closest in infidelity distance to the target state, and at the same time satisfies the required majorisation relation, we employ the algorithm developed in our previous work [8.13] (and conceptually based on [8.36]). The precise details can be found in Appendix C of [8.13] (the python code is also attached to the arXiv submission of [8.13]).

The data presented in Figs. 1a and 1b was obtained in the following way. First, the temperature and energy units were chosen such that the Boltzmann constant $k_{B}=1$, and the energy difference between the ground and excited state of the qubit $\Delta E=1$. Thus, thermal distributions at temperature $T_{x}$ of qubits comprising the working body are given by

$$
\begin{equation*}
\gamma_{x}=\frac{1}{1+e^{-1 / T_{x}}}\left[1, e^{-1 / T_{x}}\right] . \tag{8.12}
\end{equation*}
$$

The hot temperature was set to $T_{h}=10$, while the initial and final cold temperatures, $T_{c}$ and $T_{c^{\prime}}$, varied between 0.5 and 5 (with $T_{c^{\prime}}>T_{c}$ ). Now, for each pair of points ( $T_{c}, T_{c^{\prime}}$ ) the following free energy difference was calculated,

$$
\begin{equation*}
W_{C}\left(T_{c}, T_{c^{\prime}}\right):=T_{h}\left[D\left(\boldsymbol{\gamma}_{c} \| \gamma_{h}\right)-D\left(\boldsymbol{\gamma}_{c^{\prime}} \| \boldsymbol{\gamma}_{h}\right)\right] . \tag{8.13}
\end{equation*}
$$

Note that this is the optimal amount of work that can be extracted in the asymptotic limit per one qubit of the working body. The process of extracting work $W$ per copy is modelled by the following interconversion process

$$
\begin{equation*}
\left(\gamma_{c} \otimes[1,0]\right)^{\otimes n} \longrightarrow\left(\gamma_{c^{\prime}} \otimes[0,1]\right)^{\otimes n} \tag{8.14}
\end{equation*}
$$

where the second system is a qubit battery with the energy difference between the ground and excited state set to $W$. For Fig. 1a we set $W=0.95 W_{C}$ and run the algorithm yielding the optimal infidelity $\epsilon$ between the right hand side of Eq. (8.14) (the target state) and a distribution thermo-majorised by the left hand side of Eq. (8.14) (the final state). For Fig. 1b we set $W=x W_{C}$ with $x$ varying from 1 to 0 , until the same algorithm does not yield infidelity $\epsilon$ below the threshold value set to $10^{-3}$. For both plots we set $n=200$.

We now proceed to Figs. 2a and 2b. Pure state transformations under LOCC are fully determined by majorisation relations between Schmidt coefficients of the transformed states. Let us then denote the Schmidt coefficients of a pure bipartite state $|\Psi\rangle$ by $\zeta_{\Psi}$. The data presented in Fig. 2a was obtained for initial and target states characterised by the following Schmidt coefficients (up to 4 significant digits):

$$
\begin{array}{lll}
\boldsymbol{\zeta}_{\Psi_{1}}=[0.4309,0.4300,0.1391], & H\left(\boldsymbol{\zeta}_{\Psi_{1}}\right)=1, & V\left(\boldsymbol{\zeta}_{\Psi_{1}}\right)=0.1529, \\
\boldsymbol{\zeta}_{\Psi_{2}}=[0.5499,0.2300,0.2201], & H\left(\boldsymbol{\zeta}_{\Psi_{2}}\right)=1, & V\left(\boldsymbol{\zeta}_{\Psi_{2}}\right)=0.1977, \\
\boldsymbol{\zeta}_{\Phi_{1}}=[0.5121,0.3300,0.1579], & H\left(\boldsymbol{\zeta}_{\Phi}\right)=1, & V\left(\boldsymbol{\zeta}_{\Phi}\right)=0.1729 . \tag{8.15c}
\end{array}
$$

Similarly, Fig. 2b was obtained using:

$$
\begin{array}{lll}
\boldsymbol{\zeta}_{\Psi_{1}}=[0.5436,0.4264,0.0300], & H\left(\boldsymbol{\zeta}_{\Psi_{1}}\right)=0.8, & V\left(\boldsymbol{\zeta}_{\Psi_{1}}\right)=0.2406, \\
\zeta_{\Psi_{2}}=[0.6594,0.2806,0.0600], & H\left(\boldsymbol{\zeta}_{\Psi_{2}}\right)=0.8, & V\left(\boldsymbol{\zeta}_{\Psi_{2}}\right)=0.4024, \\
\zeta_{\Psi_{3}}=[0.7119,0.1481,0.1400], & H\left(\boldsymbol{\zeta}_{\Psi_{3}}\right)=0.8, & V\left(\boldsymbol{\zeta}_{\Psi_{3}}\right)=0.5236, \\
\boldsymbol{\zeta}_{\Phi}=[0.4514,0.4086,0.1400], & H\left(\boldsymbol{\zeta}_{\Phi}\right)=1, & V\left(\boldsymbol{\zeta}_{\Phi}\right)=0.1541 . \tag{8.16d}
\end{array}
$$

As in the thermodynamic case, here also we employed the algorithm yielding the optimal infidelity between the final and target states.
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## Chapter 9

## Conclusion

In this thesis we looked at the role of noise in quantum information processing. In Part I this was considered from the perspective of quantum error correction, while in Part II we considered fundamental resource-error trade-offs of problem in quantum communication and quantum resource theories.

Quantum error correcting codes are typically analysed with respect to simple toy models of noise. A common theme in both Chapters 2 and 3 was extending these analyses to more realistic noise models. Specifically in Chapter 2 we provide a multitude of techniques for studying noise which is not spatially iid, but has some local correlations, and in Chapter 3 we analyse the surface code under the influence of dephasing-biased noise.

A natural application of these techniques would be in the design of codes which not only take into account-but exploit-the features of realistic noise processes, such as biases and correlations. Follow the ideas of Chapter 3, we could start by considering modifications of existing codes which help tailor them to certain noise models. The correlated decoder discussed in Chapter 2 would be a useful tool for this, as it provides a method of approximating the optimal decoder even when the performance of a code with respect to a given error model is not well understood.

One significant limitation of the methods considered in Chapters 2 and 3 is that they only apply to stochastic Pauli noise. Within the framework of stabiliser/subsystem codes, this is a particularly convenient noise model both for numerical and theoretical analysis, but there exist important noise models which lie outside this framework, such as amplitude damping or coherent errors. If it can be extended, a statistical mechanical mapping outside of Pauli noise would be a very significant tool for studying the performance of codes under such noise models.

In Chapter 4 we consider approximate quantum error correction, in codes possessing logical operators which only satisfy approximate commutation relations. Whilst we have shown that such operators imply the existence of an underlying code, how one would utilise such operators to actually perform error correction and decoding on such a code is not well understood. To what degree error correction procedures can be generalised to approximate error correcting codes is therefore an interesting direction for future research.

In Chapter 5 we provided an analysis of the finite-size effect of quantum communication in the so-called moderate deviation regime, in which the rate approaches the capacity and the error rate vanishes. At the time, this was the first work looking at applying moderate deviation techniques to the quantum regime. This analysis proceeded by first developing a moderate deviation analysis of
hypothesis testing, and then utilising a connection between this and c-q channel coding. There are however a multitude of other coding tasks which are known to have connections to hypothesis testing, such as quantum and entanglement-assisted classical coding, and this likely provides an avenue via which a moderate deviation analysis of these may also proceed.

In Chapters 6 and 7 we applied a finite-resource analysis to the problem of state interconversion in resource theories such as pure-state entanglement theory, and energy-incoherent quantum thermodynamics. In Chapter 6 this was considered in the regime of constant error, and refined in Chapter 7 to account for non-exponentially decreasing error.

The analysis of these resource theories relied on the fact that, mathematically, these resource theories are all based on majorisation conditions in the single-shot regime. A natural future direction is to perform similar finite-resource analyses to resource theories which are not known to be based on majorisation conditions. One of the most intriguing of these is the resource theory of magic, which is of critical importance in the area of quantum computing.

Finally in Chapter 8 we explored the phenomenon of resource resonance, which followed as a physical consequence of the analyses in Chapters 6 and 7. Here we found that, by careful engineering the states being used, detrimental finite-size effects in entanglement and thermodynamic transformation may be dramatically reduced. Whilst our theory is asymptotic in nature, we also showed numerically that this effect persists for small system sizes.

Resource resonance arose from a refinement of the asymptotic analysis. Even though this phenomenon is still relevant at small system sizes, an analysis how this phenomenon arises from the single-shot theory is still poorly understood. As above, whether this resonance is seen in other resource theories, most notably that of magic, would also be of significant importance. Such a resonance behaviour in the theory of magic would allow for significantly more efficient use of magic states in computational protocols.


[^0]:    ${ }^{1}$ For a general group, $[A, B C]=[A, B] B[A, C] B^{-1}$.

[^1]:    ${ }^{2}$ In the case where $d$ is composite, and some of the generators $S_{k}$ are not of maximal order, this will actually cause an over-counting in Theorem 2.1. Each degree of freedom should take on a number of states equal to the order of $S_{k}$. For notational convenience we will assume all of our generators $S_{k}$ are of maximal order, as is always the case for prime $d$.

[^2]:    ${ }^{3}$ This is required to preclude errors occurring after measurements, which are clearly uncorrectable. This assumption is equivalent to only requiring that an error correction procedure correct errors prior to the final measurement round for it to be deemed successful.

[^3]:    ${ }^{4}$ More generally any model which produces factored spatio-temporally correlated noise could be used.

[^4]:    ${ }^{1}$ As usually stated, the Stone-von Neumann theorem is much more general than Theorem 4.1. We will only be concerned with twisted commutation in finite-dimensional spaces, and unconcerned with uniqueness, so this form will suffice for our purposes.

[^5]:    ${ }^{2}$ Following Ref. [4.36, 4.37] we adopt the normalisation $\|A\|=\|A\|$ for all rank-1 operators $A$.

[^6]:    ${ }^{3}$ Such a $W$ could be found by performing the polar decomposition restricted to the ground space, and padding the unitary out to act as the identity on the rest of the space.

[^7]:    ${ }^{4}$ In saying there are two such terms we have assumed $g \geq 3$. If $g=1$ the lemma is trivial ( $f$ is constant), and if $g=2$ then we have double counted in $f_{j}\left(\theta_{j}\right)$, but our analysis of its minimum remains valid.

[^8]:    ${ }^{1}$ In the technical analysis, we are considering moderate deviations from the mean of a sum of independent log-likelihood ratios, thus justifying the name emanating from statistics [5.8, Theorem 3.7.1].
    ${ }^{2}$ As mentioned above an archetypical moderate sequence is $x_{n}=\Theta\left(n^{-t}\right)$ for some $t \in\left(0, \frac{1}{2}\right)$. The boundary cases are not included - in fact $t=0$ requires a large deviation analysis whereas $t=\frac{1}{2}$ requires a small deviation analysis.

[^9]:    ${ }^{3}$ In contrast to classical channels a tight characterisation of the error exponent of c-q channels remains elusive to date even for high rates. See, e.g., Refs. [5.4-5.6] for partial progress.

[^10]:    ${ }^{4}$ An example of which is the induced Lévy-Prokhorov metric (see, e.g., Section 6 and Theorem 6.4 in Ref. [5.33]).

[^11]:    ${ }^{5}$ Whilst Equation (5.17) characterises the divergence radius, we will mostly rely on a more useful form presented in Definition 5.2.

[^12]:    ${ }^{6}$ More specifically the root-mean-square

[^13]:    ${ }^{1}$ In a particular case of trivial Hamiltonian $H \propto \mathbb{1}, \rho$ and $\sigma$ can be arbitrary quantum states.

[^14]:    ${ }^{2}$ Note that within the paper we will refer interchangeably to systems at temperature $T_{\mathrm{x}}$ or inverse temperature $\beta_{\mathbf{x}}$.

[^15]:    ${ }^{3}$ Strictly speaking this is only true because of our choice of Definition 6.1. More generally the partial trace in Eq. (6.5) may be taken over arbitrary subsystem, not necessarily $B$. However, as it does not affect our analysis, we believe that it is more compelling to keep the dimension of the system under study fixed.

[^16]:    ${ }^{4}$ Note that for fixed $H$ the inverse temperature $\beta$ fully specifies the thermal Gibbs distribution $\gamma$.

[^17]:    ${ }^{5}$ Start with a subset of indices $\left\{m_{l}^{(-2)}\right\}_{l} \subseteq \mathbb{N}$ on which $\left\{r_{n}\right\}_{n}$ converges to its limit superior. The scalar version of Bolzano-Weirestrass gives a subset $\left\{m_{l}^{(i)}\right\}_{l} \subseteq\left\{m_{l}^{(i-1)}\right\}_{l}$ on which $c_{i}$ exists. Applying this for each $-1 \leq i \leq I$, one obtains a set of indices $\left\{m_{l}\right\}_{l}:=\left\{m_{l}^{(I)}\right\}_{l}$ with the desired property.

[^18]:    ${ }^{1}$ The lack of a slack parameter in the cut means that these two sums compete. In the direct case (vanishing error $\epsilon_{n}^{-}$) this leads to a catastrophic cancellation, but in the converse case, this causes no problem.

[^19]:    ${ }^{1}$ Complementary to these results, are expressions for $r$ in the small deviation regime (when one allows for constant error $\epsilon$ and vanishing $r$ ), obtained in [8.12] and our previous work [8.13], for resource theories of entanglement and thermodynamics, respectively.

