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Chapter 1

Introduction

1.1 Background

1.1.1 High-speed Vision
Conventional vision systems with standard video signals (NTSC 30 f ps / PAL

25 f ps) have existed for many years and have been applied to a variety of fields such

as multimedia, traffic system, biomedical, three-dimensional reconstruction, industrial

vision measurement/inspection, and so on. Due to the low sampling rate, conventional vi-

sion systems are not suitable for high-speed phenomena, for instance, factory automation

high-speed production line, high-speed motion, high-speed target tracking, hyper human

manipulation and visual servoing. Therefore, many high-speed vision systems that op-

erate at 1000 f ps or more have been developed to overcome the restrictions imposed by

standard video signals.

The bottleneck of the image information transmission from photo-detectors (PD) to

processing elements (PE) constrained the sampling rate of conventional vision systems.

To overcome this limitation, vision chips have been developed and execute real-time pro-

cesses at a rate of 1000 f ps or more by integrating sensors and processors compactly,

shown in Figures 1.1. Bernard et al. proposed an on-chip array of bare Boolean pro-

cessors with halftoning facilities and developed a 65×76 Boolean retina on a 50 mm2

CMOS 2 µm circuit for the imager of an artificia retina [1]. Eklund et al. verifie the

near-sensor image processing (NSIP) concept, which describes a method to implement a

two-dimensional (2-D) image sensor array with processing capacity in every pixel, and

1
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Input image
Len Vision chip

Photo-detector (PD)Processing element (PE)� Integrate sensors and processors compactly
Figure 1.1: Digital vision chip

have fabricated and measured a 32×32 pixels NSIP [2]. Ishikawa et al. have developed

a COMS vision chip for 1ms image processing and proposed the S3PE(simple and smart

sensory processing elements) vision chip architecture with each PE connected to a PD

without scanning circuits [3, 4]. Komuro et al. proposed a dynamically reconfigurabl

single-instruction multiple-data (SIMD) processor for a vision chip and developed a pro-

totype vision chip based on their proposed architecture, which has 64×64 pixels in a 5.4

mm 5.4 mm area fabricated using the 0.35 µm TLM CMOS process [5]. Ishii et al. pro-

posed a new vision chip architecture specialized for target tracking and recognition, and

developed a prototype vision chip using 0.35 µm CMOS DLP/TLM(3LM) process [6].

Recently, several research groups have attempted to implement high-speed image

processing using circuits on an FPGA (Field Programmable Gate Array) board, which is

directly connected to a high-speed digital camera head, shown in Figures 1.2. Hirai et al.

developed an fl xibility FPGA-based vision system using the logic circuit to implement

the image algorithm [7]. Watanabe et al. developed a high-speed vision system for real-

time shape measurement of a moving/deforming object at a rate of 955 f ps (256×256

resolution) [8]. Ishii et al. developed a high-resolution high-speed vision platform,

H3(Hiroshima Hyper Human) Vision, which can simultaneously process a 1024×1024

pixels image at 1000 f ps and a 256×256 pixels image at 10000 f ps by implementing im-

age processing algorithms as hardware logic on a dedicated FPGA board [9]. In the latest



1.1 BACKGROUND 3
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Figure 1.2: Highspeed vision system based on FPGA

two years, Ishii et al. developed a high-speed vision system called IDP Express, which

can execute real-time image processing at a rate from 2000 f ps (512×512 resolution) to

10000 f ps (512×96 resolution), and high frame rate video recording simultaneously [10].

At present, high-speed vision systems can be used as robot sensors at hundreds of

hertz or more; several applications of these systems have been also reported, shown in

Figures 1.3. Ishii et al. proposed a simple algorithm for high-speed target tracking using

the feature of high speed vision, and realized target tracking on the 1 ms visual feedback

system [11]. Nakabo et al. developed a 1 ms vision system, which has a 128×128 PD

array and an all parallel processor array connected to each other in a column parallel

architecture, for 1 ms cycle-time for visual servoing and applied it to high-speed target

tracking [12]. Nakamura applied high-speed vision system to virtual stillness for beating

heart surgery [13]. Nakabo et al. developed a 3D target tracking/grasping system, which

are composed of a 1ms feedback rate using two high-speed vision systems called column

parallel vision (CPV) systems and a robot hand arm [14]. Namiki et al. developed a high-

speed three-fingere robotic hand controlled by a massively parallel vision system (CPV

system) for robot catching [15]. Shiokata et al. proposed a strategy called ”dynamic hold-

ing” and developed a experimental robot dribbling using a high-speed multi-fingere hand

and a high-speed vision system [16]. Mizusawa et al. used high-speed vision servoing to

tweezers type tool manipulation by a three-finge robot hand [17]. Nie et al. developed a
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Figure 1.3: High-speed vision application field

Guitar string vibration Vibration distributions
Figure 1.4: HFR video-based guitar string vibration measurement

real-time scratching behavior quantificatio system for laboratory mice using high-speed

vision [18]. Wang et al. developed an intelligent High-Frame-Rate video logging system

to automatically detect high-speed unpredictable behavior and record video comprising

images with dimensions of 512×512 pixels at a rate of 1000 f ps [19]. Yang et al. pro-

posed a ”modal radar” algorithm as a structural damage analyses methodology for modal

testing that can localizeand accurately quantify structual damage which is difficult to de-

tect by appreance-based visual inspection of a single image [20]. Gu et al. proposed a

2000 fps multi-object feature extraction system based on FPGA implementation of the

cell-based labeling algorithm, which is suitable for hardware implementation and only

few memory is required for multi-object feature extraction [21]. With the development

of the sampling rate and resolution, such high-speed vision systems can also observe the

vibration distribution of an object excited at dozens or hundreds of hertz, which is too

fast for the naked eye and standard NTSC cameras. Figures 1.4 shows the High-frame-

rate (HFR) video-based guitar string vibration measurement with 10000 f ps sampling

frequency (512×96 resolution) at auditory sensation level.
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1.1.2 Vision-Based 3D Shape Measurement
Three-dimensional measurement constitutes an important topic in computer vision,

having different applications such as range sensing, industrial inspection of manufactured

parts, reverse engineering (digitization of complex,free-form surfaces), object recogni-

tion, 3-D map building,biometrics,clothing design and others. The developed solutions

are traditionally categorized into contact and non-contact techniques. Contact measure-

ment techniques have been used for a long time in reverse engineering and industrial

inspections. The main problems of contact techniques are their slow performance and the

high cost of using mechanically calibrated passive arms [22]. Besides, the fact of touching

the object is not feasible for many applications. Non-contact techniques were developed

to cope with these problems, and have been widely studied. Non-contact techniques can

be classifie into two different categories: active and passive. In passive approaches, the

scene is firs imaged by video cameras from two or more points of view and correspon-

dences between the images are found. It is important to mention that the cameras have to

be previously calibrated [23]. The main problem experimented when using this approach

is as parse reconstruction since density is directly related to the texture of the object.

This complicates the process of findin correspondences in the presence of texture

less surfaces [24]. Therefore, passive reconstruction is rather limited to reconstruct dense

3-D surfaces, due to the problem of findin correspondences [25]. Methods based on

structured light (active techniques) came to cope with this issue, creating correspondences

and giving specifi codewords to every unitary position in the image. In this approach one

of the cameras is substituted by an active device (a projector), which projects a structured

light pattern onto the scene. This active device is modeled as an inverse camera, being

the calibration step a similar procedure to the one used in a classical stereo-vision system

[26]. The projected pattern imposes the illusion of texture on to an object, increasing

the number of correspondences [27]. Therefore, surface reconstruction is possible when

looking for differences between projected and recorded patterns.
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paths for a laser scanner. Bernstein et al. [35] developed a bi-sensorial measurement sys-

tem consisting of a light-section system and a shadow-detection system that can remove

unobservable image regions for efficient computation in measuring concave 3-D shapes.

For recent improvement of the integration technology, many high-speed vision systems

such as vision chips [36, 37, 38] and FPGA-based vision systems [39, 40, 9] have been

developed for real-time video processing at frame rates of 1000 fps or more. In particular,

many high-speed smart sensors [41, 42, 43, 44] for 3D shape measurement have been

developed, because 3-D profil calculation with the light-section method can actualize

with simple processing that is suited for integration. Yamamoto et al. [45] developed a

high-speed vision system to measure 3-D shapes of planar objects at 1000 fps in a wider

measurement range than the spatial resolution of the image sensor by setting a multisided

mirror between the image sensor and the measurement object.

1.2.2 Coded Structured Light Method
Shape reconstruction using coded structured light is considered one of the most

reliable techniques to recover object surfaces. By projecting certain type of patterns,

the correspondence of the images can be easily identified and depth information can be

retrieved by a simple triangulation technique. This is one advantage that structured light

has over stereo vision, in which the fundamentally difficult correspondence problem must

be solved.

In the coded structured light method [48], multiple bright-and-dark light patterns

are projected from a projector onto the measured object, and images of the object are

obtained by a camera installed in a direction different from the projection directions of the

light patterns. When n-bit light patterns are projected, n-bit space code can be calculated

at each pixel by checking its brightness in the captured images; n-bit space code indicates

the beam direction of projected light patterns. For all the pixels in the image, the depth

information can then be measured by triangulation on the basis of the relationship between

the pixel location and its space code.

Posdamer’s method, in which bright-and-dark light patterns are projected with a
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pure binary code, may often have serious errors in encoding them even when the amount

of noise is small, because there are brightness boundaries of bright-and-dark light patterns

with a pure binary code at the same positions. To solve this problem, Inokuchi et al. [49]

proposed a bright-and-dark pattern projection method for minimizing encoding errors on

boundaries. Bergmann [50] proposed an improved 3-D shape measurement method that

combines the gray code pattern projection method and a phase-shifting method, but the

number of projection patterns increases. Zhang et al. [51] developed a fast phase-shifting

system for binary structured light patterns projected at high frame rates. In their system,

multiple sinusoidal fringe patterns are generated by properly defocusing the projector, and

they are used in a phase-shifting method to obtain 3-D shape information. For reduction

of the number of projection patterns, Caspi et al. [53] proposed a color-patterned gray

code pattern projection method. Most of these methods can obtain high-resolution depth

images of static objects by calculating distance information at every pixel. However,

synchronization errors between multiple light patterns at different timings restrict 3-D

measurement accuracy when moving objects are observed, and in 3-D measurement using

standard video signals at dozens of frames per second, accuracy decreases significantl .

For depth image acquisition by one-shot projection, several structured light meth-

ods using spatially coded patterns have been proposed. The methods proposed are suitable

for 3-D measurement of moving objects without synchronization errors between multiple

light patterns at different timings. Pages et al. [54] proposed a color stripe pattern pro-

jection method based on de Bruijn sequences as a robust coded pattern projection method

that combines the high resolution of classic striped patterns with the accuracy of multi-slit

patterns. Ito et al. [55] proposed a three-level checkerboard pattern projection method that

projects a grid-like light pattern onto the object to be observed. Its cell has a gray level

chosen from three intensity values. Guan et al. [56] proposed a continuous-tone phase

measuring profilometr (PMP) method that modulates and combines multiple PMP pat-

terns into a single composite pattern for one-shot projection. Griffin et al. [57] proposed

a color-circle-array pattern projection method that uses an alphabet of four symbols for

color circles. Sakashita et al. [58] obtained both the 3-D shape and the texture of the ob-

ject to be observed by capturing a one-shot color-patterned grid pattern with a multi-band
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camera and an infrared projector. Mircosoft Kinect [59] can acquire depth images in real

time at 30 fps by capturing an infrared spatially coded light pattern. As a result of one-

shot projection, most spatially coded methods are suitable for 3-D image acquisition of

dynamically changing environments, but their accuracies in 3-D measurement are much

worse than the spatial resolutions of image sensors because most of them assume local

surface smoothness of the object surface in spatial encoding with one-shot projection.

1.3 Outline of Thesis
The thesis is structured as followed. Chapter 1 will introduce the development and

applications of high-speed vision, and vision based 3-D shape measurement. The related

works of light section method and coded structured light method for vision based 3-D

shape measurement will be described in detail.

Chapter 2 will discuss the limitations of related works and the research purpose

of this study is to overcome these limitations. Then, we propose the concept of self-

projection for light-section method and structured light method which can reduce the pro-

cessing data quantity for real-time processing during online shape inspection to improve

the inspection speed.

Chapter 3 will describe the algorithm of self-projected light-section method in de-

tail and the performance of this method is verifie by implementation on a real-time,

high-frame-rate 3-D shape measurement system, which consists of a high-speed vision

platform and an LCD projector.

Chapter 4 will introduce a 3-D shape inspection system based on self-projection

structured light method which is implemented on a GPU-based real-time 3-D scanner

which can output 3-D images of 512×512 pixel at 500 f ps by using high-frame-rate vi-

sion platform and a DMD high-speed projector. This system can measure the differential

shape from the reference object with less patterns projection without affecting the accu-

racy level even the depth difference is very large. Several experiments are executed to test

the performance of this system.

Chapter 5 will summarize the contributions of this study and discuss the future
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work. In future work, we want to introduce the real-time 3-D shape measurement system

to various application field considering the high-speed and real-time processing property,

such as human interfacing depend on the fast movement of human finger or eyeballs

which is difficult to captured by normal speed cameras, or robot controlling which need

to decide the movement by real-time position information in the factory.



Chapter 2

Concept of Self-Projection Method

2.1 The Limitations of RelatedWorks and Research Pur-

pose
With the development of computer vision, many 3-D shape measurement systems

based on various optical measurement methods have been developed. However, the pro-

cessing speed of these systems is limited by the speed of standard video signals (e.g,

NTSC 30 fps or PAL 25 fps) that are designed based on the characteristics of the hu-

man eyes. And it is also impossible for CPU to process so large size of data in real-time

calculation with traditional optical 3-D measurement methods. On the other hand, the

high-speed production lines are more and more applied in the factories to raise the pro-

duction efficiency during these years. However, the production inspection speed was not

so satisfie while the speed of production lines have been improved to a desirable level

nowadays. It is a very important problem to be solved for accelerating the development

speed of industrial process.

Most of the shape inspection system use the non-contact vision based 3-D measure-

ment techniques which have a fast performance and the low cost for not using mechani-

cally calibrated passive arms. Among various non-contact vision based 3-D measurement

methods, light-section method and coded structured light method are usually applied to

practical 3-D shape measurement system in practical settings. Most of the shape acqui-

sition systems based on laser scanners obtain the 3-D shape by scanning the object with

a laser plane and detecting the projected line in the camera image for triangulating all

11
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the illuminated points. The advantage of these scanners is the large resolution and accu-

racy obtained leading to high quality 3-D surface reconstruction. But correspondingly, it

limits the application field of the light-section method due to the static objects only mea-

surements. A large number of images must be acquired for the high accuracy 3-D surface

reconstruction, and all the images have to be captured in the same situation when the mea-

sured objects are static. Substantial quantity of data are processed based on the images

captured for the measured objects which also limit the processing speed for real-time 3-D

surface reconstruction.

The most difficult problem in the coded structured light method is the determination

of homologous points in a series projection images, for example, determining which pro-

jective points represent the same three dimensional object point. This problem is known

as the correspondence problem, which is the main limitation of structured light method,

since once it is solved the rest has been already formalized[60]. To avoid the corre-

sponding problem, most of the three-dimensional shape measurement system based on

the structured light method are applied for static objects, because of the images sensor

they used which follow the standard video signals(e.g., NTSC 30 fps or PAL 25 fps).

The low frame rate of standard video signals makes the corresponding error among the

projection images become seriously when moving objects are observed. To resolve this

problem, many coded structured light method only using one projection patten have been

developed. However, the accuracy of these methods in three-dimensional measurement

are much worse than the spatial resolutions of images sensors, because most of them as-

sume a local smoothness of object surface in spatial encoding with one-shot projection.

To reduce the corresponding errors in the structured light method using multiple projec-

tion patterns for moving objects, we can provide the resolutions from two different per-

spectives. One is decreasing the time interval between each between adjacent two frames,

which we can achieve by using high-frame-rate camera in the three-dimensional measure-

ment system. And another one is reducing the projection number for three-dimensional

measurement without affecting the accuracy level of the measured result, for what we

developed a novel projection method for the high-speed structured light shape inspection

system.
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2.2 Concept of Self-Projected Light-Section Method
In these years, a lot of sensing systems that can greatly accelerate the speed of 3-D

shape measurements have been developed. However, most of them still involve ineffi-

cient processes to obtain a 3-D section profil from a redundant slit image; they require

a slit image of 2n width in the case of a 3-D shape measurement with n-bit height pre-

cision. This redundancy becomes larger when we measure 3-D shapes of concave and

convex objects such as cylinders, because the height information is calculated as an abso-

lute distance from a level surface, which is initially given with a straight-light projection

of the slit light. In factory lines, there are strong demands for product quality control to

rapidly inspect the 3-D shapes of concave and convex products by comparisons with a

nondefective product. Thus, for fast 3-D shape inspection of concave and convex prod-

ucts it is important to reduce the pixel dimensions of the image to be processed without

degradation of accuracy.

For this reason, we propose an improved light-section method (hereinafter referred

to as the “self-projected light-section method”) that can reduce the pixel dimensions of

an image to be processed for obtaining the difference between the 3D shape of a mea-

surement object and that of a reference object. Figure 2.1 shows the concept of our self-

projected light-section method, compared with the conventional light-section method.

In the conventional method, a straight-line light pattern is projected on a measure-

ment object at a fi ed angle with a level plane regardless of the concavity or convexity of

the shape; the straight-line light pattern has no prior information. A camera installed in a

different direction can capture the straight-line light pattern projected on the object as an

image of the spatially diversifie brightness pattern; this diversificatio becomes larger

as the shape of the object becomes more concave or convex, because the conventional

method calculates absolute height information as a distance from a level plane.

Instead of a straight-line light pattern projection, our self-projected light-section

method uses a curved-line light pattern for projection on an object to be inspected; we as-

sume that a 3D shape of a reference object is given as prior information. The curved-line

light pattern is initially generated as a self-projected light pattern using the 3D shape of the
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(b) self-projected light-section method

Figure 2.1: Self-projected light-section method.

reference object. The angles formed by beams of light that consist of the self-projected

light pattern and a level plane are spatially diversifie in proportion to its concavity or

convexity. In the mean time, a straight-line slit image in a camera view can be captured

as a reduced image for fast triangulation computation when the 3D shape is matched with

that of the reference object. This characteristic is maintained even when the shape of the

object is concave and convex. The self-projected light pattern works as a template for 3D

shape inspection, and the differential shape object can be easily picked up by checking if

there is deviation on the captured straight-line. And because we introduce a self-projected

light pattern projection with prior information, our method can directly calculate differ-

ential height information from the 3D shape of the reference object instead of calculating

absolute height information from a level plane in the conventional method. Thus, even

small differences in the 3D shape between a measurement object and a reference object
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can be enhanced in a narrower image region when their shapes are strongly concave or

convex.

Our self-projected light-section method acts as an inverse process of the conven-

tional light-section method, assuming that a reference object is initially given. In this

study, we consider the following two subprocesses in the self-projected light-section

method for inspecting the 3D shapes of cylinder-like objects:

(1) Self-projected light pattern generation:

The 3D shape of a reference object is firs embedded as a curved-line light pattern

for self-portrait projection to reduce the pixel dimensions of the image to be processed.

(2) Differential 3D shape measurement:

The height deviation from a reference object is efficiently obtained by processing a

reduced image region in real time at a high frame rate without degradation of accuracy.

Based on our self-projected light-section method we developed a projector-camera

measurement system that can simultaneously obtain 3-D shapes of cylindrical objects

moving in one direction. This system consists of a high-speed vision platform which

can capture and process images in real time at 10000 fps, an LCD projector and an elec-

tronic linear stage to convey an object in one direction. The high-speed vision platform

applied in our system has an FPGA image-processing board that can be coded for image-

processing function in hardware and a column-moment calculation circuit module that

can calculate the centroids for 3-D shape measurement was implemented as hardware

logic to improve the processing speed.

2.3 Concept of Self-Projected Structured-Light Method
In the self-projected light section method, the pixel dimensions of the image to be

processed can be reduced by projecting a curved light pattern generated by a reference

3-D shape. To expand the idea of self-portrait projection in the self-projected light section

method for fast and real-time 3-D profil acquisition, we propose an improved structured

light method (hereinafter referred to as the “self-projected structured light method”) that

can reduce the number of projections needed to obtain the 3-D shape of a measured object



16 CHAPTER 2. CONCEPT OF SELF-PROJECTION METHODlight patternprojector cameraprojected pattern captured image

(a) conventional structured-light methodlight patternprojector cameraprojected pattern captured image

(b) self-projected structured-light method

Figure 2.2: Self-projected structured-light method.

without affecting the 3-D measurement accuracy, assuming that a reference 3-D shape is

initially known. Fig. 2.2 illustrates our self-projected structured light method compared

with the conventional structured light method.

In the conventional method, bright-and-dark straight-stripe patterns are projected

onto a measured object regardless of the 3-D shape of the measured object, and the

straight-stripe patterns have no prior information. A camera can capture the straight-stripe

patterns projected onto the object as an image sequence containing the curved-stripe pat-

terns deformed by the 3-D shape of the measured object. This deformation increases

when the 3-D shape of the measured object is more concave or convex, and a larger bit

number of structured light code projection is required for accurate depth measurement in

a 3-D scene with large height differences. This is because the bit number of the struc-

tured light code in the conventional method determines the measurement accuracy and
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measurable range of the absolute depth information in 3-D measurement.

In contrast, our self-projected structured light method projects multiple self-projected

curved-stripe patterns onto the measured object, rather than straight-stripe patterns, as-

suming that a reference 3-D shape is provided initially and that the self-projected patterns

are generated as curved-stripe patterns calculated using prior information. When the 3-D

shape of the measured object matches the reference 3-D shape, the straight-stripe pattern

images in the camera view are captured as curved-stripe patterns projected onto the object.

This property is maintained when the 3-D shape is concave or convex with a large height

difference. In our self-projected structured light method, the self-projected patterns can

serve as templates for 3-D shape inspection and different 3-D shapes can be readily identi-

fie by checking for deformations in the captured straight-stripe-like patterns because the

degree of deformation is expressed as differential depth information based on the refer-

ence 3-D shape, instead of absolute depth information based on a level plane, as observed

in the conventional method. As a result of the self-projected patterns, our method can

obtain the depth image of a measured object even in a complex 3-D background scene by

projecting fewer light patterns without narrowing the measurable range or affecting the

accuracy in 3-D measurement, in contrast to the conventional method. Thus, even small

local differences between the 3-D shapes of a measured object and a reference object can

be expressed using fewer bits of structured light code if the reference 3-D shape contains

large height differences.

In our self-projected structured light method, the following two processes are con-

sidered in a way that is opposite to that of the conventional structured light method.

(1) Generation of self-projected patterns

Initially, a reference 3-D shape is embedded as deformed curved-stripes patterns for

self-portrait projection to reduce the number of projections in 3-D measurement.

(2) Depth calculation

The depth information of the measured object is calculated by processing fewer

projection images without degrading the accuracy and narrowing the depth measurement

range in the structured light method.
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To apply the proposed self-projection structured light method on moving objects,

we developed a structured light system that can output depth images of 512 × 512 pixels in

real time at 500 fps [52], and accelerated it by installing a GPU board for parallel process-

ing of a gray-code structured light method [49] using eight pairs of positive and negative

patterns with an 8-bit gray code, which we projected at 1000 fps from a high-speed pro-

jector. Compared with standard videos at dozens of frames per second, capturing eight

pairs of light patterns projected at a high frame rate significantl reduces synchronization

errors caused by projection with different timings. By implementing our self-projection

structured light method, the synchronization error in 3-D measurement determined by

the number of projections and their frame interval can be reduced and we can get more

accurate depth images.



Chapter 3

Self-Projected Light-Section Method

3.1 Introduction
In this chapter, we will introduce the new light-section method that can accurately

obtain differential shape from a given reference 3-D shape at a high frame rate by pro-

jecting a “self-projected light pattern,” that is, a curved-line light pattern generated by a

3-D shape of a reference object; it is assumed that a reference object to be inspected is

initially given. A high-frame-rate 3-D shape measurement system based on our method

was also developed, and its effectiveness was demonstrated by measuring the 3-D shapes

of cylinder-shaped objects in real time at 10000 fps.

3.2 A Real-Time, High-Frame-Rate 3-D Shape Measure-

ment System
Based on light-section method we developed a measurement system that can simul-

taneously obtain 3-D shapes of cylindrical objects moving in one direction. An overview

is shown in Figure 3.1. This system consists of a high-speed vision platform, IDP Express

[10], which can capture and process 8-bit gray-scale images of 96×512 pixels in real time

at 10000 fps, an LCD projector (LP-XU55, Sanyo Inc., Japan), and an electronic linear

stage (ISA-LXM-200, IAI Inc., Japan) to convey an object in one direction.

The optical center of the camera lens was the origin of the xyz coordinate system,

and the optical center of the projector lens was at a height of z0 = 579 mm. The distance

19
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On our system, the subprocess of self-projected light pattern generation is executed

offline by scanning a straight-line light pattern from left to right in the Xp direction on

the projector image plane; this scanning is performed to fin the beam positions for the

self-projected light pattern, and their corresponding beams are measured at Xc = 0 on the

camera image plane when a reference object is observed. The subprocess of differential

3-D shape measurement was executed for 96×512 pixel images in real time at 10000 fps

as described in Eqs. (3.10) and (3.13). It was accelerated by implementing the column-

moment calculation circuit module; 512 beam positions (Xc,Yc) measured on the camera

image plane are obtained at 10000 fps. Here the beam position measured on each col-

umn of 96 pixels in the captured image was described using the column-centroid C(η) as

follows:

(Xc,Yc) = (a(C(η) 48.5), a(η 256.5)). (3.3)

where a = 10 µm is the pixel size of the image sensor.

On our system, objects were conveyed at 1000 mm/s by a linear slider. On the

conveying plane of z = 1167 mm, the measurement error was 0.10 mm in the x direction,

0.23 mm in the y direction, and 0.33–0.39 mm in the z direction. Here, the measurement

error in the z direction is dependent on the beam angle θ from the projector.

3.3 Self-Projected Light-Section Method

3.3.1 Triangulation for a camera and projector system
The self-projected light-section method is considered for a conveying object on a

camera and projector system as illustrated in Figure 3.2. Here the pin-hole camera model

of perspective projection is assumed for a camera and a projector.

The xyz coordinate system is define as the world coordinate system; its origin O

is located at the optical center of the camera lens. The x axis is the conveying direction

of the object, the y axis is at a right angle in the conveying plane, and the z axis is the

optical axis of the camera lens. The XcYc coordinate system on the camera image plane
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isperpendiculartotheopticalaxis.Itsoriginislocatedattheintersectionpointwith

theopticalaxisofthecameralens.TheXcandYcaxesareparalleltothexandyaxes,

respectively.TheXcYcplaneisatadistanceoffcfromtheopticalcenter.Theprojectoris

installedinadirectiondifferentfromthatofthecamera;theopticalcenteroftheprojector

lensisO′(x0,0,z0).Theopticalaxisoftheprojectorlensformsanangleθ0withrespect

tothezaxis.TheXpYpcoordinatesystemontheprojectorimageplaneisperpendicular

totheopticalaxisoftheprojectorlens.TheXpYpplaneisatadistanceoffpfromthe

opticalcenteroftheprojectorlens.TheYpaxisisparalleltotheyaxis.

Inmostlight-sectionmethods,the3-Dposition(x,y,z)onameasurementobject

isobtainedbytriangulationbasedonthefollowinggeometricalrelationshipbetweenthe

beamposition(Xp,Yp

	0,0,0

′	 ,0,

,,

0

0

,

,

tan

tan

)ontheprojectorimageplaneanditscorrespondingbeamposition

Figure3.2:Geometryofacameraandprojectorsystem.
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(Xc,Yc) measured on the camera image plane:

(x, y, z)=
x0+z0 tan θ
tanα+tan θ

(tanα, tan β, 1) (3.4)

=
x0+z0 tan θ
tanα+tan θ

(
tanα,

x0 z0 tanα
x0+z0 tan θ

tan ϕ, 1
)
, (3.5)

where the angles of α, β, θ, and ϕ are define using (Xc,Yc) and (Xp,Yp) as follows:

α = tan 1 Xc
fc
, β = tan 1 Yc

fc
, (3.6)

θ = θ0 + tan 1 Xp
fp
, ϕ = tan 1 Yp

fp
. (3.7)

3.3.2 Self-projected light pattern generation
In the self-projected light-section method, the self-projected light pattern is initially

generated on the projector image plane to project the light pattern at Xc = 0 on the camera

image plane when a reference object is observed. When the light pattern is measured

at Xc = 0 in the camera view, its intersected 3-D profil of the reference object is pro-

jected onto the x = 0 plane. In this case, the relationship between the beam position

(Xp,Yp) in the projector view and its corresponding beam position (0, yr, zr) projected on

the reference object can be described by using Eqs. (3.4)–(3.7) as follows:

(0, yr, zr) =
(
0,
x0 tan ϕ
tan θ

,
x0
tan θ

+ z0
)
. (3.8)

Thus, we can generate the beam positions (Xp,Yp) for the self-projected light pattern

on the projector image plane using the initially given reference 3-D profil (0, yr, zr) as

follows:

(Xp,Yp) =
(
x0 (zr z0) tan θ0
(zr z0) + tan θ0

fp,
yr

zr z0
fp
)
. (3.9)

In this study, the self-projected light pattern is obtained by scanning light beams

in the direction of the Xp axis on the projector image plane, instead of obtaining the

intersected 3-D profil of a reference object; the beam positions for the self-projected



=

θ = θ β β = /

ff

, y,

α β

, y, =
β

β α +
α, β,

=
β θ β

α + θ β
α, β, ,

α β ,

β = / θ β +

θ

ff Δ ,Δy,Δ = , y, ∈, y ∈, ∈

Δ ,Δy,Δ =
∈ β α ∈ β α

α+ θ
α, β, ,

∈, y ∈, ∈ α ∈ β =

/

,



ff Δ ,Δy,Δ ff

α ff Δ ,Δy,Δ = , y, , y ,

Δ ,Δy,Δ =
β α

α+ θ β
θ β , β,

′ α

(
β ,

β β

θ β
,

β

θ β

)
.

α

=

ff

,

±

±



3.4 EXPERIMENTS 27

������

������

���	���

(a) overview
(b) self-projected light pattern

Figure 3.3: Mountain-shaped cylinder to be measured.

els in our method, whereas an image width of 70 pixels was required to obtain its whole

shape in the conventional light-section method. Our self-projection light-section method

demonstrably decreased the image width, thereby directly affecting the frame rate of the

camera. Although the change in image width depends on the differential shape, in order to

work at a higher frame rate in the high-speed shape inspection, the necessary image width

should be determined by the permitted error range of the inspected object rather than the

number of pixels that cover all of the deviation in the image. Figure 3.5 shows the height

information of the mountain-shaped cylinder on an intersected line. Here height informa-

(a) self-projected light-section method (b) conventional light-section method

Figure 3.4: Captured image of mountain-shaped cylinder.
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Figure 3.5: Height of mountain-shaped cylinder on an intersected line.

tion was described as a distance from the conveying plane on z = 1167 mm to verify the

measured 3-D shapes clearly. By comparison with its actual height, it can be seen that

the measurement errors in our self-projected light-section method were within 0.36 mm,

while those in the conventional light-section method were within 0.39 mm. This fact

indicates that our self-projected light-section method can maintain the same accuracy in

3-D shape measurement as that in the conventional light-section method, while the image

region to be processed was remarkably reduced in our method.

Next, measurement results for a stair-shaped object carved with marks were ob-

�������������������� ����� �����

�	
��

(a) overview (b) self-projected light pattern

Figure 3.6: Stair-shaped object carved with marks.
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3.5 Concluding Remarks
In this chapter, we proposed a novel light-section method for fast 3-D shape inspec-

tion that can reduce the pixel dimensions of the image to be processed without decreas-

ing accuracy, assuming that a reference object is given. Our self-projected light-section

method was integrated on a high-speed vision system as a real-time 3-D shape inspec-

tion system at 10000 fps. Its performance was verifie by showing several real-time

experimental results, compared with those measured with the conventional light-section

method. In this study, it was assumed that measurement objects have cylinder-like shapes

because the frame rate of the projector was much slower than that of the high-speed vi-

sion platform. In next chapter, we will extend our 3-D shape measurement method and

system to arbitrary 3-D shape objects by synchronizing a high-speed vision platform with

a high-frame-rate pattern light projector such as a DMD projector.





Chapter 4

Self-Projected Structured Light Method

4.1 Introduction
In this chapter, we introduce a self-projected structured light method that can re-

duce the number of projections without decreasing the 3-D measurement accuracy by

projecting multiple curved-stripe patterns onto the measured 3-D scene; it is assumed that

a reference 3-D shape is initially given, and the curved-stripe patterns to be projected are

generated by the reference 3-D shape. We also develop a high-frame-rate (HFR) struc-

tured light system for real-time fast 3-D shape inspection by implementing our method

on a GPU-based high-speed vision system synchronized with a high-speed projector, and

verify its effectiveness via experiments using 512 × 512 depth images captured in real

time at 500 fps.

4.2 GPU-Based Real-Time Structured Light 3-D Scan-

ner
The coded structured light-projection method [48] has often been used for 3-D

shape acquisition by projecting multiple light patterns on the object being observed. Many

3-D measurement systems based on this method have been developed for quickly and ac-

curately determining the 3-D shape of a static object. Most of them use image sensors that

follow standard video signals (e.g., NTSC 30 fps or PAL 25 fps). Due to synchronization

errors in projecting multiple light patterns with different timings, the frame rate of the

33
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projector mirror
camera �� �

307mm
550mm

395mm 484mm

102mm

(a) System overview

Compact High-speed  
Camera Head IDP Express Board 

(b) IDP Express

(c) Tesla 1060

Figure 4.1: Real-time GPU-based 3-D scanner.

calibration method developed by Moreno et al. [61]. In this method, a sequence of gray

code patterns is projected onto a static planar checkerboard and images are captured for

each pattern to fin the correspondences between projector and camera pixels. The set of

correspondences is used to compute a group of local homographies that allow us to fin

the projection of any of the points in the calibration object onto the projector image plane.

Then, the projector can be calibrated as a normal camera. Zhang’s method [62] is used

to calculate the intrinsic and extrinsic parameters of projector and camera because of its

simplicity and well-known accuracy.

The DLP LightCommander 5500 is a multi-functional development kit for high-

speed projection based on DMD device technology, and is composed of a high-performance

LED light engine, a DLP 0.55 XGA Chipset, and its controller. The projector can itera-

tively project hundreds of 1024×768 binary patterns at a frame rate of 1000 fps or more,

in synchronization with an external system, such as the high-speed vision platform.
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The IDP Express [10] was designed to implement various types of image processing

algorithms, and to record both images and features at a high frame rate on standard PC

memory. It consists of a compactly designed camera head and a dedicated FPGA board

(IDP Express board). Figure 4.1(b) shows an overview of the IDP Express. The camera

head can capture 8-bit gray-level images of 512×512 pixels at 2000 fps, and can transfer

images to the IDP Express board at 2000 fps. The IDP Express board has two camera

inputs and trigger I/Os to synchronize with external systems, and it can be connected to

a PC. We can implement user-specifi image processing algorithms on an FPGA (Xilinx

XC3S5000). Two 512×512 images and their processed results can be simultaneously

mapped onto standard PC memory at 2000 fps via a PCI-e bus.

The Tesla C1060 is a computer processor board based on the NVIDIA Tesla T10

GPU. It is capable of a processing performance of 933 Gflop /s, using 240 processor

cores operating at 1.296 GHz and a bandwidth of 102 GB/s for its inner 4 GB memory.

Figure 4.1(c) shows an overview of the Tesla 1060. A PC with a 16-lane PCI-e 2.0 bus

and a processor chipset with a DMA function are adapted to transfer memory-mapped

data between standard memory and the Tesla 1060 at high speed via the PCI-e bus. In

this study, the algorithm for coded structured light 3-D measurement was accelerated by

parallel-processing software on the Tesla 1060. We use a CUDA IDE for NVIDIA to code

algorithms with dedicated API functions for the IDP Express, which enables us to access

memory-mapped data through Windows XP (32 bit). We use a PC with the following

specifications ASUS P6T7 WS SuperComputer main board, Intel Core (TM) i7 3.20

GHz CPU, 3 GB of memory, and two 16-lane PCI-e 2.0 buses.

4.3 Implementation of Coded Structured Light Projec-

tion Method
The coded structured light projection method [48] acquires 3-D images by pro-

jecting multiple zebra (black and white) light patterns onto the objects to be observed.

Projection images captured by a camera with a different viewing angle from that of the

projector are used for 3-D image calculation. For n zebra light patterns, the measurement
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space is divided into 2n vertical slices. By judging each pixel in the image as bright or

dark, n-bit data is obtained at each pixel as a space code that shows the direction of the

corresponding light ray from the projector. Depth information can be obtained at each

pixel using the triangulation of the relationship between a space code image and the mea-

surement directions determined by pixel positions.

In Posdamer’s method, zebra light patterns with a pure binary code are projected.

This may have severe encoding errors, even when there are only small noises, because

the brightness boundaries of multiple zebra light patterns with a pure binary code are

in the same positions. Inokuchi et al. [49] introduced a gray-code light pattern projec-

tion method to minimize these boundary encoding errors. Bergmann [50] proposed an

improved 3-D shape measurement method, combining the gray-code pattern projection

method and the phase shift method, which increased the number of projection patterns.

To reduce the number of projection patterns, Capsi et al. [53] proposed a color-type gray-

code pattern light projection method. Most of these methods can obtain an accurate 3-D

image of static objects by distance calculation at every pixel, whereas synchronization

errors are generated when moving objects are observed because multiple light patterns

are projected at different times.

Several one-shot projection methods based on spatially-coded light patterns have

been proposed for the 3-D measurement of moving objects. Pages et al. [54] introduced a

color stripe pattern based on the De Bruijn sequence, which combined the high resolution

of classical striped patterns and the accuracy of multi-slit patterns. Ito et al. [55] pro-

posed a grid pattern, named the three-level checkerboard pattern, where each cell has a

gray level chosen from three intensity values, and Griffin et al. [57] define a pattern con-

sisting of an array of colored circles using an alphabet of four symbols. Sakashita et al.

[58] obtained both the 3-D shape and texture of an object by capturing a one-shot color-

patterned grid with a multi-band camera and an infrared projector. Microsoft’s Kinect

[59] is a computer interface that can acquire a 3-D shape in real time at 30 fps by cap-

turing an infrared light pattern that is spatially coded. Most of these methods can obtain

3-D images of dynamically changing environments without any synchronization errors by

capturing only a single projection pattern at dozens of frames per second with standard
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Subprocesses (3)–(7) are accelerated by parallelizing themwith 512 blocks of 1×512

pixels on the GPU board. Table 4.1 shows the total execution time; this includes the trans-

fer time from the PC memory to the GPU board of a pair of gray-scale 512×512 images,

and the transfer time from the GPU board to the PC memory for the processed 3-D im-

ages. We can confir that the 3-D shape measurement is accelerated by implementing

this algorithm on the GPU board; the total time is 1.00 ms, and we confirme the 3-D

shape measurement in real time at a frame rate of 500 fps.

4.3.2 Experiments
To verify the performance of our real-time 3-D scanner that can output 3-D images

of 512×512 pixels at 500 fps, we show experimental results for three types of moving

scenario: (a) a moving human hand, (b) a rippling liquid surface, and (c) human finger

������� ������� �����	� ����
�� ����

� �������
(a) Experimental scenes

t=1.50s t=1.54s t=1.58s t=1.62s t=1.66s t=1.70s
0 200 mm

(b) 3-D images 0 200 mm
t=1.50s t=1.54s t=1.58s t=1.62s t=1.66s t=1.70s

(c) Extracted 3-D hand shapes

Figure 4.3: Captured 3-D images of a moving human hand.
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(b) 3-D trajectory

Figure 4.4: 3-D position of the extracted fist

tapping keys on a computer keyboard. First, we show the measured result for a human

hand that was periodically clenched into a fis at a frequency of approximately 3.5 times

per second in 3-D space. Figure 4.3 shows (a) the images captured at 30 fps using a

standard NTSC video camera, (b) the 3-D color-mapped images calculated using our

developed 3-D scanner, and (c) the 3-D hand shapes extracted by differentiating the 3-

D input images from those of the background objects, taken at intervals of 0.04 s for

t = 1.50–1.70 s. The observations started at t = 0. The fis of the operator moved on

a circular orbit whose plane was vertically slanted in a depth range from approximately

100 mm to 200 mm above the level surface. On the level surface, we placed a computer

mouse, books, and balls as background objects. In the experiment, we confirme that

the 3-D position of the fis can be obtained in real time at 500 fps by differentiating the

3-D input images from those of the background objects, and calculating the 3-D centroid

information based on the 0th and 1st moment features of the differentiated 3-D images.

It can be observed that the 3-D shapes of both the moving human hand and background

objects were measured in Figure 4.3(b), while only the 3-D shape of the fis was correctly

extracted in Figure 4.3(c), even when the human hand moved quickly over a complex

background. Figure 4.4 shows (a) the temporal changes of the x, y, and z coordinate

values of the fist s 3-D position for t = 1.0–2.0 s, and (b) its trajectory in 3-D space. It

can be observed that the centroid position changed periodically at a frequency of 3.5 Hz

on the circular orbit on a certain vertically slanted plane, corresponding to the quick and

periodic movement of the fis in 3-D space.
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(a) Experimental scenes

25 mm 57 mm 

t = 1.20 s t = 1.28 s t = 1.36 s t = 1.44 s t = 1.52 s t = 1.60 s 

t = 1.68 s t = 1.72 s t = 1.76 s t = 1.80 s t = 1.84 s t = 1.88 s 

(b) 3-D images

Figure 4.5: 3-D images of waves on the surface of a liquid.

Next, we show the measured result for waves on the surface of a pool of water after

an eraser of size 27×23×11 mm is dropped into it. The size of the pool was 34×25 cm,

and it was fille with water whitened by waterborne acrylic white paint. The water depth

was 3 cm. Figure 4.5 shows (a) the images captured using a standard NTSC video camera,

and (b) the 3-D color-mapped images calculated using our scanner. The observation start

time was t = 0, and the eraser landed on the water surface at t = 1.36 s. We can observe

a temporal change in the 3-D shape of the water surface after the eraser lands on the

water surface, and the wave propagates radially from the point of impact. In general,

the propagation speed of a surface wave is given by v =
√
gh for a water depth of h;

g (= 9.8 m/s2) is gravitational acceleration. It can be observed that the temporal changes

in the 3-D shapes on the water surface, which were generated by wave propagation at a
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(a) Experimental scenes
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t=1.02s t=1.12s t=1.22s t=1.32s t=1.42s t=1.52s 

(b) 3-D images

Figure 4.6: 3-D images of finge -tapping on a keyboard.
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Figure 4.7: Depth information on tapped keys.

speed of v = 54 cm/s, were measured in real time.

Finally, we show the measured result for human finger rapidly tapping the keys on

a computer keyboard. Figure 4.6 shows (a) the images captured using a standard NTSC

camera, and (b) the 3-D color-mapped images calculated using our 3-D scanner, taken at

intervals of 0.1 s. In the experiment, the operator inputted approximately ten letters per

second by tapping keys on a computer keyboard of 18 mm key pitch. The keys “I” and

“J” were alternately tapped by the forefinge and middle finge at a frequency of 5 Hz.
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system on the projector image plane is perpendicular to the optical axis of the projector

lens. The XpYp plane is at a distance of fp from the optical center of the projector lens.

The Yp axis is parallel to the y axis.

camera image plane projector image plane���, ���
���, ���
��0, 0, 0�

�′���, 0, ���

�, 	, �
�� � 
�

�� � tan�� ���� � � tan�� ����� 
 � 
� � tan�� ����
 
 
�

Figure 4.8: Geometry of the camera and the projector system.

When the projector projects a beam of light at a point x = (x, y, z) on the measured

object, its position can be obtained by triangulation using its corresponding points on the

camera image plane and the projector image plane, Xc = (Xc,Yc) and Xp = (Xp,Yp), as

follows:

x =
x0 + z0 tan θ
tanα + tan θ

(tanα, tan β, 1) (4.8)

where α, β, and θ are define using Xc and Xp as follows:

α = tan 1 Xc
fc

β = tan 1 Yc
fc

θ = θ0 + tan 1 Xp
fp

(4.9)
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follows:

Si(Xp)=gi(IXp(Yc),IYp(Xc))(i=0,···,2m 1) (4.13)

,2 1

,2 1

,2 1 1

,2 1

,2 1 1

,

,,

,2 1,2

0,…,2 1

,2 1

4.4.3 DepthCalculation

Figure4.9:Flowchartfortheself-projectedstructuredlightmethod.

Aftergeneratingtheself-projectedcurved-stripepatternsproducedusingEq.(4.13),

thedepthimagesofthemeasuredobjectcanbeobtainedusingthefollowingprocesses.

Fig.4.9givesaflwchartfordepthcalculationusingourself-projectedstructuredlight

method.
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(a)0mm (b)25mm

(c)109mm

Figure4.10:Themeasurederrorondifferentheightlevelplanes.

thelevelplaneweremeasured,were1.79mm,1.59mm,and1.04mm,respectively,at

thecenterofthemeasuredregion.Fig.4.10giveserrorgraphicsof16×16pointsthat

aredistributedinthe320×320pixelsinthecenterareaoftheimage.Themeasurement

rangeexpressedinEq.(4.32),wasz=457.88–550.0mmoverthelevelplaneatthecenter

ofthemeasuredregion,whentheminimumstripewidthinprojectingpatternswassetto

a′=3pxandtherangeofneighborhoodn(XR)searchedinspace-codematchingwas48

px.

Theself-projectedpatterngenerationprocesswasconductedoffline.Togenerate

fourpairsofpositiveandnegativeself-projectedpatternswitha4-bitgraycode,768

and1024straightlineswerescannedontotheprojectorimageplaneinthedirectionof

theXpandYpaxes,respectively,whichcorrespondedtotheresolutionoftheprojector.

Theminimumwidthofthestraight-stripepatternscapturedonthecameraimageplane

wassettoa=2pxwhenobservingthereference3-Dscene. Whengeneratingtheeight

self-projectedpatterns,thespace-codeimageofthereferenceobjectandtherelationships

betweenXcandXpandCR(Xc)andfR(Xc)werealsocalculatedandstoredas512×512
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2 2 1 2 2 2 3 2 6 2 7 2 8 2 9

2 2 1 2 2 2 3 2 6 2 7 2 8 2 9

look-uptablesforonlinedepthcalculation.

Figure4.11:Pipelining-outputofdepthimages.

Fourpairsof1024×768positiveandnegativeself-projectedpatternswereperiod-

icallyprojectedat1000fps(τ=1ms)andthedepthcalculationswereexecutedbyim-

plementingsubprocesses(3)–(8),describedinSubsection4.4.3,asparallelizedmodules

ontheGPUboard.Thedepthimagewasoutputtedat500fpsbyusingpipelineparal-

lelprocessingforinputimagesbetweeneightcontinuousframes,asshowninFig.4.11.

Whenapairofimageswithpositiveandnegativeprojectionpatternsiscaptured,theim-

ageswillbetransferredtotheglobalGPUmemoryfordepthcalculation.Thetwo512

×512inputimagesweredividedinto512blocksof512×1pixels,andabinarizedim-

ageG(Xc,2k
′+1)of512×512pixelswasobtainedbyEq.(4.15),wherethebinarization

thresholdwassettoθb=5.Then,aspace-codeimageC(Xc,2k
′+1)iscalculateddepend-

ingonEq.(4.16)–(4.18)withthepreviousthreebinarizedimageswhicharestoredinthe

globalGPUmemorybydivisioninto512blocksof512×1pixels.TofinthepointXpon

theprojectorimageplanecorrespondingtoXconthecameraimageplane,wesearchthe

space-codeimageCR(Xc)ofthereference3-DshapethatisprestoredintheglobalGPU

memoryandcalculatethedepthinformationbasedonthetriangulationin512blocksof

512×1threads.Table4.2showstheexecutiontimeforthedepthcalculation,including
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Table 4.2: Execution time for 3-D shape measurement with self-projected structured
light method

Time [ms]
Image acquisition 0.03
Transfer to GPU 0.08
Binarization 0.07

Determination of measurable pixels 0.09
Gray-to-binary conversion 0.20
Space code image generation 0.09

Neighborhood search 0.07
Triangulation 0.10

Transfer to PC memory 0.58
Total 1.31

the transfer time from the PC memory to the GPU board for 512 × 512 input images and

that from the GPU board to the PC memory for the processed 512 × 512 depth images.

Our self-projected method based on the 4-bit gray code was accelerated by implementing

it on the GPU board; the total execution time was 1.31 ms. We subsequently confirme

that 512 × 512 depth images were obtained in real time at a frame rate of 500 fps.

25 mm 109 mm
(a) Reference 3-D scene

25 mm 109 mm
A Lego block

(b) 3-D scene being measured

Figure 4.12: Experimental scenes with cuboids of different heights.
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4.5 Experiments

4.5.1 Static 3-D Scene with Different Heights
We verifie the accuracy of the depth images using a static 3-D scene with different

heights observed using our system. Fig. 4.12 shows the 3-D scene measured and the

reference 3-D scene for self-projected projection. In both scenes, the 25-mm-height and

109-mm-height cuboids were located at the same position and with the same orientation

on the level plane. The differences between these 3-D scenes were whether the letter “A”

was carved at a 2-mm depth on the 25-mm-height cuboid and the toy blocks of 3-mm-

height, 6-mm-height and 9-mm-height were located on the 109-mm-height cuboid.

4.5.1.1 Self-Projected Patterns Generation

To obtain the self-projected patterns for the measured 3-D scene, we use straight

lines to scan the measured fiel in both the x and y directions. First, 768 straight lines

of Xp = 0, 1, ..., 767 are projected one by one and 768 images are taken simultaneously.

4 bit 3 bit

2 bit 1 bit
Figure 4.13: Self-projected patterns of cuboids of different heights.
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With the images we can determine the Xp direction coordinate on the projector image

plane corresponding to all 512 × 512 points on the camera image plane. The Yp direction

coordinate on the projector image plane can be define in the same way by projecting

1024 straight lines of Yp = 0, 1, ..., 1023. The corresponding coordinate in the Xp and Yp

directions gives the relationship Xc = fR(Xp) between projection pattern and captured

image with the reference 3-D scene. The corresponding projection patterns for the ref-

erence 3-D scene, which can produce straight-stripe images g2i(Xc) and g2i+1(Xc) on the

camera image plane, can be generated by writing black or white points according to the

relationship Xc = fR(Xp). Fig. 4.13 shows the positive 4-bit self-projected curved-stripe

patterns measuring 1024 × 768 px, which were generated by the reference 3-D shape. Af-

ter the projection of the 4-bit curved-stripe patterns on the 3-D scene being measured, the

camera captured the 512 × 512 images shown in Fig. 4.14. This shows that the curved-

stripe patterns from the projector became straight-stripe patterns in the captured images,

excluding the areas of differential shapes, because the shape of the cuboids can be fi with

the curve stripes in the self-projection patterns.

4 bit 3 bit 2 bit 1 bit
Figure 4.14: Captured images of cuboids of different heights.

4.5.1.2 Depth Calculation

Fig. 4.15 shows (a) the 512 × 512 depth image and (b) the 512 × 512 difference

depth image from the reference 3-D scene, which were computed by setting parameter

e to 8. The measurable range in the z direction was set to 0.00–65.11 mm and 67.20–

141.66 mm at the center of the measurable region around the 25-mm-height cuboid and

the 109-mm-height cuboid, respectively. By way of comparison, (c) shows a 512 × 512
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depth image computed using the conventional structured light method [49] with an 8-bit

gray code and a 2-pixel pitch (m = 8, a = 2); the 2-pixel-width straight stripe patterns

were projected by the projector. Fig. 4.16 shows the measured 3-D profiles which were

intersected on the horizontal centerline in the depth images; where there were no carved

letters and no toy blocks.

0 192mm

(a) Depth (self-projected, 4-bit)

-10 mm 22mm

(b) Differential depth
(self-projected, 4-bit, 2 pixel

pitch)

0 192mm

(c) Depth (conventional, 8-bit,
2 pixel pitch)

Figure 4.15: Depth images of cuboids of different heights.

020406080100120140160

0 40 80 120 160 200 240 280 320 360 400 440 480depth [mm
]

x coordinate [mm]

self-projection methodconventional method

Figure 4.16: 3-D profile intersected on the horizontal centerline in depth images.

For the global 3-D shape, the measured heights of the surfaces of the two cuboids

were 25.83 mm and 108.55 mm. For the difference 3-D shape, we could see the letter “A”

with carving depth of 2.70 mm or less and three toy blocks of 2.78 mm height, 5.38 mm

height, and 9.28 mm height. By comparison with the actual heights of the cuboids, it can
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be seen that the errors on the 25-mm-height cuboid and the 109-mm-height cuboid in 3-D

shape measurement using our self-projected method with the 4-bit gray code were within

0.83 mm and 0.45 mm, respectively, while those in 3-D shape measurement using the

conventional structured light method with the 8-bit gray code were within 0.56 mm and

1.41 mm, respectively.

To compare with the measured 3-D shape using our self-projected method with

the 4-bit gray code, Fig. 4.17 shows the 512 × 512 depth images computed using the

conventional structured light method with a 4-pixel-pitch 7-bit gray code (m = 7, a = 4),

an 8-pixel-pitch 6-bit gray code (m = 6, a = 8), a 16-pixel-pitch 5-bit gray code (m = 5,

a = 16), and a 32-pixel-pitch 4-bit gray code (m = 4, a = 32).

7 bit 6 bit 5 bit 4 bit

0 192mm

Figure 4.17: Depth images of cuboids with different bit number projection in con-
ventional method.

050100150200250300

0 40 80 120 160 200 240 280 320 360 400 440 480depth [mm
]

x coordinate [mm]

self-projection methodconventional method

Figure 4.18: 3-D profile intersected on the vertical centerline in depth images.
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It can be seen that the saw-shape deviation errors increased while fla surfaces were

being measured as the number of patterns to be projected increased. The conventional

structured light method with less projection patterns was not capable of accurate depth

measurement of the 3-D scene with large height differences. Fig. 4.18 shows the 3-D pro-

file intersected on the vertical centerline in the depth images, which were measured using

our self-projected method with the 4-bit gray code and the conventional structured light

method with a 4-bit gray code; there were no toy blocks on the 109-mm-height cuboid. It

can be seen that the 3-D shape of the 109-mm-height cuboid was more accurately mea-

sured using our self-structured light method than using the conventional structured light

method with the same number of 4-bit-gray-code projection patterns. These results in-

dicate that our self-projected structured light method with a 4-bit gray code can keep as

much accuracy in 3-D shape measurement as that in the conventional structured light

method with an 8-bit gray code, while reducing the number of patterns to be projected.
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� � 1.84�� � 1.76� � � 1.92� � � 2.00�
� � 2.16�� � 2.08� � � 2.24� � � 2.32�
(a) Experimental scenes0 256mm

� � 1.84�� � 1.76� � � 1.92� � � 2.00�
� � 2.16�� � 2.08� � � 2.24� � � 2.32�

(b) Depth images0 64mm
� � 1.84�� � 1.76� � � 1.92� � � 2.00�
� � 2.16�� � 2.08� � � 2.24� � � 2.32�
(c) Differential depth images

Figure 4.19: Depth images of a slider moving at 300 mm/s.
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4.5.2 Moving 3-D Scenes
To show the real-time performance of our system in 3-D shape measurement for

moving objects, we conducted two experiments: (a) a PC mouse conveyed by a linear

slider, and (b) human hands moving at different heights.

First, we measured the 3-D shape of a PC mouse conveyed in the horizontal direc-

tion at 300 mm/s by an electronic linear slider (ISA-IXM-200, IAI Inc.). The PC mouse

was fi ed on a white-painted metal plate, which was attached to the linear slider. The

height, width, and depth of the PC mouse were 26.5 mm, 38.5 mm, and 68.2 mm, respec-

tively. While conveying the PC mouse by the linear slider, the surface of the attachment

plate was always at the level plane at z = 447 mm. The reference 3-D scene was provided

prior as the same background scene in the online experiment, excluding the PC mouse

and its attachment plate. Fig. 4.19 shows (a) the experimental scenes captured using a

standard video camera, (b) the depth images, and (c) the difference depth images, which

were taken at intervals of 0.08 s for t = 1.76–2.32 s. The observation time started at t = 0.

In the experiment, parameter e was set to zero so as to inspect objects above the back-

ground 3-D scene. It can be seen that the 3-D shape of the 26.5 mm-height PC mouse

was accurately measured in real time at 500 fps when the objects to be inspected were

conveyed unidirectionally, similar to conveyor product lines in factory automation.

Next, we measured the depth images of two human hands moving at different

heights. The two human hands were moved periodically, three times per second, in a

3-D scene with a large height difference. The left hand was moved above the level plane

at z = 441 mm, and the right hand was moved above the surface of z = 550 mm level

plane. The reference 3-D scene was provided prior as the same background scene in the

online experiment, excluding the two human hands. Fig. 4.20 shows (a) the experimental

scenes captured using a standard video camera, (b) the depth images, and (c) the differ-

ence depth images, which were taken at intervals of 0.04 s for t = 0.02–0.30 s. In the

experiment, parameter e was set to zero so as to inspect objects above the background 3-

D scene. The results show that the depth information of the pixels around the two moving

human hands was observed accurately in real time as local differential depth information,
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which corresponded to the rapid and periodic movements of the human hands.

4.6 Concluding Remarks
In this chapter, we proposed a novel structured light method for fast 3-D shape in-

spection that can compute depth images using a reduced number of projections without

affecting the accuracy, if a reference 3-D scene is provided. After implementing our pro-

posed self-projected structured light method using a GPU-based structured light system

as a real-time depth vision system that can output 512 × 512 depth images at 500 fps,

we verifie its performance using several real-time experiments and comparing the re-

sults with those obtained using the conventional structured light method. On the basis of

the experimental results obtained, we plan to improve our HFR depth vision system for

more robust and faster 3-D shape inspections. We will also extend the applicability of the

system to various machine inspections and human-computer interactions.
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(c) Differential depth images

Figure 4.20: Depth images of two human hands moving at different heights.
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Conclusion

Currently, vision-based shape inspection technology plays an important role in accurate

product quality management in industrial manufacturing. There are many demands for si-

multaneous three-dimensional (3-D) shape measurement to allow inline shape inspection

on the production line. With the development of computer vision, many 3-D shape mea-

surement systems based on various optical measurement methods have been developed.

However, the processing speed of these systems is limited by the speed of standard video

signals (e.g, NTSC 30 fps or PAL 25 fps) that are designed based on the characteristics

of the human eyes. And it is also impossible for CPU to process so large size of data

in real-time calculation with traditional optical 3-D measurement methods. On the other

hand, the high-speed production lines are more and more applied in the factories to raise

the production efficiency during these years. However, the production inspection speed

was not so satisfie while the speed of production lines has been improved to a desirable

level nowadays.

To resolve this problem I develop a self-projection method which can reduce the cal-

culation data in various vision based 3-D measurement techniques in real-time processing

without narrowing the measured range and affecting the accuracy in 3-D measurement.

At first we introduced the self-projection concept into light-section method and

proposed a novel light-section method for fast 3-D shape inspection that can reduce the

pixel dimensions of the image to be processed without decreasing accuracy, assuming

that a reference object is given. Instead of a straight-line light pattern projection, the self-

projected light-section method uses a curved-line light pattern for projection on an object

67
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to be inspected. Compared with straight-line light projections, a light pattern projected on

a measurement object can be captured in a narrower image region in our method, enabling

high-speed processing for acquiring the 3-D shape with a higher dynamic range when the

shape of the measurement object is cylindrical. Our self-projected light-section method

was integrated on a high-speed vision system as a real-time 3-D shape inspection system

at 10000 fps. Its performance was verifie by showing several real-time experimental

results, compared with those measured with the conventional light-section method. In

this study, it was assumed that measurement objects have cylinder-like shapes because the

frame rate of the projector was much slower than that of the high-speed vision platform.

In next step, we extend our 3-D shape measurement method and system to arbitrary 3-

D shape objects by synchronizing a high-speed vision platform with a high-frame-rate

pattern light projector such as a DMD projector.

By expanding the idea of self-portrait projection in the self-projected light-section,

I proposed a novel structured light method for fast 3-D shape inspection that can compute

depth images using a reduced number of projections without affecting the accuracy, if a

reference 3-D scene is provided. In this method, multiple curved-stripe patterns generated

by a reference 3-D shape are projected onto the measured 3-D scene, and 3-D shapes can

be obtained by processing multiple straight-stripe-like patterns projected in the camera

view. Compared with the straight-stripe projections in most structured light methods, our

self-projected structured light method can reduce the number of curved-stripe projections

by facilitating fast processing and accurate acquisition of 3-D shapes. A GPU-based high-

frame-rate structured light system synchronized with an HFR projector was developed to

demonstrate the effectiveness of the proposed method. It can process 512 × 512 depth

images of moving scene in real time at 500 fps by implementing the self-projected struc-

tured light method. Its performance was verifie using several real-time experiments and

comparing the results with those obtained using the conventional structured light method.

In future, I want to introduce the real-time 3-D shape measurement system to various

application field considering the high-speed and real-time processing property, such as

human interfacing depend on the fast movement of human finger or eyeballs which is

difficult to captured by normal speed cameras, or robot controlling which need to decide
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the movement by real-time position information in the factory.
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