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Abstract

In this paper, we propose a novel approach using a cyclic group to model the
appearance change in an image sequence of an object rotated about an arbitrary
axis (1DOF out-of-plane rotation). In the sequence, an image xj is followed by
an image xj+1. We represent the relationship between images by a cyclic group
as xj+1 = Gxj , and obtain the matrix G by real block diagonalization. Then, G
to the power of a real number is used to represent the image sequence and also
for pose estimation. Two estimation methods are proposed and evaluated with
real image sequences from the COIL-20, COIL-100, and ALOI datasets, and
also compared to the Parametric Eigenspace method. Additionally, we discuss
the relationship of the proposed approach to the pixel-wise Discrete Fourier
Transform (DFT) and to linear regression, and also outline several extensions.
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1. Introduction

When a three-dimensional object rotates about an axis, as shown in Fig. 1,
the sequence of images of the object is cyclic: the last image is followed by the
first image. When we have that kind of a sequence of n images x0,x1, . . . ,xn−1,
this cyclic property can be represented by the action of a cyclic group:

xj+1modn = Gxj , (1)

✩This paper extends the conference version [1] with additional experimental results and
extra detailed discussions.
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where G is an element of the cyclic group. Although this relationship is essential
for images of one parameter (1DOF) rotation, no attention has been paid to it
before. Utilizing this cyclic property, we first propose a novel representation of
an image sequence of a rotating object, and then use it for pose estimation.

(a) (b)

Figure 1: Images of an object obtained by (a) in-plane and (b) out-of-plane rotations.

Previously, several analytical studies have been done on the representation
of an image sequence of a rotating object. The primary motivation has been
to efficiently compute the Eigenspace of the sequence. For example, Uenohara
and Kanade [2] proposed an efficient Eigenspace computation by DCT (or DFT,
DHT [3]) for images of an object rotating about the optical axis of the camera
as shown in Fig. 1(a). This case corresponds to two-dimensional image rotation,
therefore being called in-plane rotation [4]. The above analytical method has
been extended to handle other in-plane cases, such as translation [5], multiple
objects [6], and the case when the number of images becomes infinite [4].

However, extending the above analysis to a general 1DOF rotation is difficult.
Usually, an object is rotated about an arbitrary axis as shown in Fig. 1(b), and
this rotation is called out-of-plane rotation [4]. Previous efforts to analyze and
represent out-of-plane rotation [5, 4, 7] have resulted only in approximations
and the problem has not been solved yet in its full generality.

In this paper, we propose a novel approach for representing out-of-plane ro-
tation with a cyclic group acting on an image sequence. The proposed method
focuses on a transformation from an image to another image in the sequence,
and both out-of-plane and in-plane rotations can be represented by the transfor-
mation. Our goal here is to use this approach for pose estimation rather than for
efficient Eigenspace computation. Applying the first equation (1) several times,
we can obtain another equation, xj = Gjx0. Actually here G is an operator of a
cyclic group, but we can think of it as a matrix, and x is an image vector. Then
this equation can be regarded as a linear equation. Now, pose estimation can be
formulated as the following problem: find some optimal j that gives x = Gjx0

for a given image x with the first image x0. Moreover, we can use the equation
in a different way: if j is known then xj = Gjx0 would represent a novel view.

However, then the following question would arise: How the jth image xj can
be obtained from the first image x0 by just multiplying a matrix j times? For
example, when x0 is a frontal image and xj is an image of the back side, due to
self-occlusion, xj does not seem to have any common information with x0. But
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the answer is simple: G is a very large matrix whose dimension is N ×N (N is
the number of pixels), and it contains all the necessary information needed to
obtain xj from x0.

G incorporates information about the specific object, rather than being a
generic rotation matrix (or operator). This object-specific information comes
from n images of the object used to construct G, and this leads to an efficient
computation of Gj by block diagonalization with rank-n matrices, instead of
N × N matrix computations. The rank-n matrices relate the matrix G to a
subspace spanned by the n images of the object. Intuitively, generating novel
views can be seen as DFT of the n images as shown in Section 5.

The decomposition of G by block diagonalization is then used to estimate
the pose of an unknown view of the object. In this paper we propose two
estimation methods. One is based on a distance in a subspace, and searches for
the minimum over all possible values j. The other method is based on an angle
in a subspace that uses some properties of block diagonalization.

Some of the limitations of the proposed method need also to be addressed.
The proposed methods can be classified as global appearance-based (view-based)
pose estimation, similar to [8, 9, 10, 11, 12, 13, 14]. In this paper we only con-
sider 1DOF out-of-plane rotations. Although extending the proposed method
to general 3DOF rotations, using cyclic permutations, would not be as straight-
forward as might be for other global appearance-based methods, possible ways
to extend it to 3DOF rotations will also be discussed later on. Another limi-
tation is that the proposed method cannot deal with cases in which the object
is occluded or the background is changed. To handle such cases, recent object-
specific pose estimation methods [15, 16] and object recognition and localization
methods [17, 18, 19, 20, 21, 22, 23, 24] utilize local features for highly cluttered
scenes.

The main contribution of this paper lies in demonstrating that the appear-
ance change resulting from out-of-plane 1DOF rotation can be represented by
a cyclic permutation, even though the proposed method is based on global ap-
pearance of the object. This enables us to simultaneously represent a sequence
of images and estimate the pose of an unknown view, something which has
never been achieved by any of the conventional pose estimation methods or by
the analytical Eigenspace methods.

The paper is organized as follows: the cyclic property of an image sequence
formulated by a matrix, and the decomposition of the matrix by block diago-
nalization are described in section 2. Based on this decomposition, two pose
estimation methods are proposed in section 3. Section 4 shows experimental
results for pose estimation using image sequences from several datasets. In sec-
tion 5, we discuss several properties of the proposed formulation from the view
point of DFT and regression, and then we conclude the paper in section 6.

2. Formulation of a cyclic image sequence with cyclic permutation

In this section, we describe the proposed method for representing an image
sequence by a cyclic permutation. First, we introduce a matrix G to represent
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a given cyclic image sequence, and show how the matrix G can be decomposed
using a permutation matrix M . Then, the block diagonalization of M is shown
and its interpretation from a subspace point of view is given. Finally, we describe
how the matrix G can be used to represent object’s pose.

2.1. Matrix representation of relationship between images

We represent n consecutive images in a given out-of-plane rotation sequence
by vectors x0,x1, . . . ,xn−1. Each image xj = (xj1, xj2, . . . , xjN )T is an N -
dimensional vector taken at view angle θj = 2πj

n . Throughout the paper, we
assume N > n because usually the number of pixels is larger than the number
of images.

First we consider the following transformation with an operator G:

xj+1modn = Gxj , xj = Gjx0, xj = IGxj . (2)

Here G transforms an image xj into xj+1 as the angle is incremented from
θj to θj+1. This transformation can be seen as the action of a cyclic group
Gn = {IG, G,G2, . . . , Gn−1} of degree n, acting from the left side of the image.
G is called a generator (or primitive element) of Gn, and IG is the identity
element of Gn.

Although group theoretical transformations represent a much broader math-
ematical concept, here we restrict our attention only to linear transformations,
that is, G is an N ×N matrix. Therefore, the transformation can be written in
a matrix form as

[x1 x2 · · · xn−1 x0] = G[x0 x1 · · · xn−2 xn−1], (3)

or in a more compact form as

X1 = GX0, (4)

where X1 = [x1 x2 · · · xn−1 x0], and X0 = [x0 x1 · · · xn−2 xn−1].
We obtain G with X+

0 , a Moore-Penrose generalized (pseudo) inverse of X0

as follows:

G = X1X
+
0 , (5)

X+
0 = (XT

0 X0)
−1XT

0 = V Σ−1ET , (6)

where the singular value decomposition ofX0 isX0 = EΣV T . G is the minimum
norm solution to Eq. (4) that is a rank-n approximation, and therefore G itself
is not invertible. XT

0 X0 should be full rank, or rank(X0) = n for the inverse
to be unique. In that case, X+

0 X0 = In, the n × n identity matrix. Note that
this assumption is violated if an image is exactly identical to another image
(i.e., repeated texture), or a linear combination of other images (which rarely
happens).
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When we consider the transformation from X0 to X1, it can also be repre-
sented by an n× n column permutation matrix M multiplied to the right side
of X0:

X1 = X0M, where M =


0 1
1 0

1 0

.
.
.
.
.
.

1 0
1 0

 . (7)

Then Eq. (5) can be rewritten as follows:

G = X0MX+
0 . (8)

Note that G represents the action of X0MX+
0 on the column space of X0,

that is, the linear subspace spanned by x0,x1, . . . ,xn−1. Since G is an N ×N
matrix of rank n, G is not invertible and Gn is not the identity matrix. However,
Gn acts as the identity operator IG if the action is restricted to the column space,
which means that (X0MX+

0 )nxj = X0M
nX+

0 xj = xj .

2.2. From discrete transformation to continuous rotation

Figure 2: Two projections X+
0 , X0 and a rotation M composing the transformation G.

In Eq. (8), it is interesting that we can interpret G as a combination of X+
0 ,

M , and X0 (see Fig. 2):

1. X+
0 transforms the sequence X0 into In because of X+

0 X0 = In. This
means that the (j − 1)th image xj−1 is mapped to the jth standard unit

vector ej = (0, . . . , 0,
j

1̌, 0, . . . , 0)T .

2. Next,M moves the jth standard unit vector ej to the (j+1)th standard unit
vector ej+1. This can be done by just shifting elements in ej : MIn = M .

3. Finally, X0 projects the vectors back to image space: X0M = X1.
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(a) (b)

Figure 3: Interpretations of M as a continuous rotation. (a) n = 3, (b) n = 2.

From this observation, we can see that image xj is projected by X+
0 to point

ej in n-D subspace. There, the corresponding points are well separated, with
distance

√
2 from each other, because ||ej − ek|| =

√
1 + 1 =

√
2 if j ̸= k.

The permutation matrix M transforms ej to ej+1, and this is a discrete
transformation because j is just an integer between 0 and n− 1. Our proposed
method further extends the value of j from integer to all real values 0 ≤ j < n,
so that any pose between given discrete poses can be represented. This idea is
illustrated in Fig. 2. M can be regarded as a rotation in n-D subspace in the
hyperplane with equation x1 + · · · + xn = 1, which is orthogonal to the vector
(1, 1, . . . , 1)T ∈ Rn, and all ej are on the hyperplane. Therefore, M is a discrete
rotation, and if we extend it to a continuous rotation, then it would make ej
form a hypercircle on the hyperplane.

But in fact, as an n× n matrix, M is not always a rotation matrix. Indeed,
if n is odd, then |M | = 1 and M is a rotation matrix; but when n is even,
then |M | = −1 and M cannot be a rotation matrix. For example, if n = 3 in
Fig. 3(a), there are three points (1, 0, 0)T , (0, 1, 0)T , and (0, 0, 1)T on a circle
with a center ( 13 ,

1
3 ,

1
3 )

T . In the case of n = 2, however, there is such a circle for
the points (1, 0)T and (0, 1)T , which are mirror images of each other about the
axis (1, 1)T . In this case, we consider an additional axis as an imaginary part,
as shown in Fig. 3(b). Now, similar to Fig. 2, M can be regarded as a rotation
in the plane with equation x1+x2 = 1 that is orthogonal to the vector (1, 1, 0)T ,
where the last component is considered as being in imaginary space. Although
the circle M is no longer in the real space, both points (1, 0)T and (0, 1)T are
on the circle. Therefore, the concept is applicable to both even and odd cases.

The discussions in the following sections naturally involve complex numbers
to extend discrete rotation M to continuous rotation.
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2.3. Decomposition of G

Now, let us consider again the equation xj = Gjx0. Substituting Eq. (8)
into it, it can be written as:

xj = Gjx0 = (X0MX+
0 ) · · · (X0MX+

0 )x0 = X0M
jX+

0 x0, (9)

since X+
0 X0 = In.

To compute M j for any value j, we decompose M as M = WDWT , with a
block diagonal matrix D and an orthogonal matrix W , where

D =

{
diag(1, A1, A2, . . . , As), n is odd,

diag(1, A1, A2, . . . , As,−1), n is even,
(10)

W =


√

2
n

(
c0√
2
, c1, s1, c2, s2, . . . , cs, ss

)
, n is odd,√

2
n

(
c0√
2
, c1, s1, c2, s2, . . . , cs, ss,

cn
2√
2

)
, n is even,

(11)

s =

{
n−1
2 , n is odd,

n−2
2 , n is even,

(12)

Ak =

(
cos θk sin θk

− sin θk cos θk

)
, (13)

ck = (cos(n− 1)θk, cos(n− 2)θk, . . . , cos θk, 1)
T , (14)

sk = (sin(n− 1)θk, sin(n− 2)θk, . . . , sin θk, 0)
T . (15)

Here diag(·) means that a matrix has blocks in its diagonal part. Details of the
block diagonalization of M are given in the Appendix.

By combining G = X0MX+
0 and M = WDWT , we have the following

decomposition: G = U2DU1, where U1 = WTX+
0 and U2 = X0W .

Here, the matrix U1 can be regarded as a projection from the image space
onto an n-dimensional (n-D) subspace. Each pair of row vectors of U1 cor-
responds to Ak. These rows project an image onto the two-dimensional (2-D)
subspace spanned by the row vectors. These 2-D subspaces are independent and
orthogonal to each other because the blocks in D do not overlap. Therefore, the
projection x′ obtained by U1 is produced by a set of projections onto different
2-D subspaces, and multiplying x′ by D corresponds to a set of 2-D rotations
(with Ak by θk).

2.4. G to the power of a real number and its properties

Using the decomposition of G, the transformation from x0 to xj can be
rewritten as:

xj = Gjx0 = U2D
jU1x0, (16)

which follows from U1U2 = In. Therefore, j (the exponent of Dj) determines
how much the image x0 is transformed in the image sequence.
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We can easily calculate Dj for a real number j because D is a block diagonal
matrix and the angles in the 2× 2 blocks Ak are just multiplied by j:

Dj =

{
diag(1, Aj

1, A
j
2, . . . , A

j
s), n is odd,

diag(1, Aj
1, A

j
2, . . . , A

j
s, (−1)j), n is even,

(17)

Aj
k =

(
cos jθk sin jθk

− sin jθk cos jθk

)
. (18)

When n is even, the last diagonal element in D becomes a complex number
when j is not an integer. As we mentioned before, M can be regarded as a
rotation if we use an additional 1-D imaginary space when n is even and j is
not an integer. The last element in D corresponds to the imaginary space, and
we use Euler’s formula to compute it: (−1)j = eiπj = cos(πj)+ i sin(πj), where
i =

√
−1.

This property is the most useful one in the proposed formulation, because
Gj can be calculated by just multiplying the angle θk by j. If the block diago-
nalization were not used, it would not have been so straightforward to compute
Gj for any real number j.

x0 x1

x0.0 x0.1 x0.2 x0.3 x0.4 x0.5 x0.6 x0.7 x0.8 x0.9 x1.0

x1 x2

x1.0 x1.1 x1.2 x1.3 x1.4 x1.5 x1.6 x1.7 x1.8 x1.9 x2.0

Figure 4: Generated images x0.1j . Images in the bottom row are created by repeatedly
multiplying a matrix G0.1 to the first image x0. Images in the upper row are taken from
COIL-20 (object 4). 36 images including x0,x1,x2 (0, 10, 20[deg]) are used for learning.
Two images (5,15 [deg]) corresponding to x0.5,x1.5 are shown for comparison. The lower row
shows that 9 images are created between each learned images. The full sequence is available
online as a supplemental material.

Now we are interested in extending the range of the exponent j from several
integer numbers (0, 1, . . . , n−1) to the real numbers in [0, n[. Fig. 4 demonstrates
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an example of view generation for an out-of-plane rotation sequence. After the
first image x0, all other images x0.1, . . . ,x2.0 were created by Eq. (16). Thirty-
six images x0,x1, . . . ,x35 were used as training images for computing G, and
images in-between (such as x0.5,x1.5, . . .) were not used. Since the number of
images is even, the generated images have complex values. In the figure, the
moduli of the complex values were used as the gray values of the pixels.

The generated images x1.0 and x2.0 are exactly the same with the learned
images x1 and x2. For the other images generated between the learned images
(for example, see x0.5 and x1.5 for comparison), the appearances are very similar
to the actual intermediate images. They look as if they were made by blending
two learned images. However, our goal here is not to make these generated
images close to the real ones, but to utilize them for pose estimation. Pose
estimation using Gj is described in the next section.

3. Pose estimation

In this section, we propose two methods (a distance-based and an angle-
based one) for estimation of the pose of a new image by using the subspace
described in the previous section.

3.1. Estimation by searching the minimum distance in the n-D subspace

In the previous section, we have shown that D to the power of a real number
j generates images between the learned samples. Based on this observation and
Eq. (2), we make the assumption that a test image x matches Gjx0 for some j.
Further, we assume that this also holds in the n-D subspace: x′ matches Djx′

0

for some j, where x′ = U1x is a projection of x in the subspace.
For matching, we minimize the Euclidean distance in the n-D subspace:

ĵ = argmin
j∈[0,n)

dist(x′, j), where dist(x′, j) = ||x′ −Djx′
0||2, (19)

and pose is estimated as θ̂ = θĵ =
2πĵ
n . We call this estimation the distance-based

method. dist(x′, j) continuously changes as j changes from 0 to n continuously.
Since Djx0 has complex numbers when n is even, the Euclidean distance is
defined as ||x||2 = xHx, where H denotes the transpose of a complex conjugate.

Although this minimization requires an exhaustive search over j and it
is computationally expensive, we can use a coarse-to-fine strategy effectively.
Fig. 5 shows distances dist(x′

ℓ, j) for some given test image xℓ. As in Fig. 4,
only 36 images x0,x1, . . . ,x35 were used as training images for computing G,
and in-between images (x0.5,x1.5, . . .) were not used during the training. For
the learned samples ℓ = 5, 11, 17, we can see that the distances have sharp min-
ima at j = ℓ because x′

ℓ and Dℓx′
0 are exactly the same. Even for images which

were not learned (ℓ = 22.5, 28.5, 34.5), the distance has a smooth minimum
around the correct pose. The learned images have the same distance

√
2 to each

other (as described before). When the exponent j is a real number, the distance
deviates from

√
2, but it is so small that the search for minimum is not affected.
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Figure 5: The Euclidean distance dist(x′
ℓ, j) for different values of j, where j is is the exponent

of Dj . Some distance curves are shown as examples for learned images ℓ = 5, 11, 17, and not
learned images ℓ = 22.5, 28.5, 34.5.

Based on this observation, first we search for a minimum of j using a large
search step, then search around the minimum again with a smaller step, and
gradually the search interval shrinks. This strategy reduces the computational
cost and estimation at any pre-defined precision can be achieved.

3.2. Estimation using an angle between two vectors in a 2-D subspace

Here we propose a direct estimation method without any searching (in con-
trast to the distance-based method from the previous section, which involves
iterative search, even if the algorithm is efficient).

As mentioned before, the projection of x by U1 is a set of projections to many
different 2-D subspaces, and in each 2-D subspace the projection is rotated by
Ak. Now we focus on two elements corresponding to A1, because A1 is a 2× 2
rotation matrix of θ1 (the angle between images in the sequence). Since two
images xj and xj+1 are related by A1 in the 2-D subspace corresponding to A1,
x0 and xj are related by jθ1.

(a) (b)

Figure 6: (a) Extraction of x′′ and x′′
0 from x and x0. (b) Relation between x′′ and x′′

0 in
the 2-D subspace.

The two elements x′′,x′′
0 ∈ R2 are extracted from the second and the third
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elements (corresponding to A1) as shown in Fig. 6(a):

x′′ =
(

0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
x′ =

(
0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
U1x = U ′

1x, (20)

x′′
0 =

(
0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
x′
0 =

(
0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
U1x0 = U ′

1x0, (21)

where
U ′
1 =

(
0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
U1, (22)

i.e. U ′
1 is a 2×N matrix consisting of the second and the third row of U1.

Those extracted vectors x′′,x′′
0 are just related by A1 as x′′ = A1x

′′
0 (see

Fig. 6(b)). Therefore, the angle θ between x′′ and x′′
0 is obtained by solving a

system of equations:

x′′ =

(
cos θ sin θ
− sin θ cos θ

)(
x′′
0

y′′0

)
=

(
x′′
0 y′′0

y′′0 −x′′
0

)(
cos θ

sin θ

)
, (23)

where x′′
0 = (x′′

0 , y
′′
0 )

T , and the solution is
(

cos θ
sin θ

)
=
(

x′′
0 y′′

0

y′′
0 −x′′

0

)−1

x′′. Finally

θ = tan−1
(
sin θ
cos θ

)
is the angle between x′′ and x′′

0 ; the pose estimate of x.
Note that Ak (k ≥ 2) can not be used in the same way as A1 because the

angle between vectors is not uniquely determined. Combining Ak with A1 is
our future work.

4. Experimental results

Figure 7: Images from the databases used in the experiments. (Top) All 20 objects in COIL-20,
grayscale, 128×128. (Middle) First 20 of 100 objects in COIL-100, color, 128×128. (Bottom)
First 20 of 1000 objects in ALOI, color, 192×144.

The proposed methods were implemented and evaluated on three datasets
(Fig. 7): COIL-20 [25] (20 objects), COIL-100 [26] (100 objects), and ALOI [27]
(1000 objects). Each object in the datasets has 72 images obtained by rotating
the object in 5 degrees steps. The rotation is 1DOF out-of-plane rotation be-
cause the rotation axes are not identical to the optical axis. All grayscale images
(COIL-20) have been represented as vectors x. For color images (COIL-100 and
ALOI) with N pixels, RGB values have been stacked to obtain vectors x with
3N elements.
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For comparison, the Parametric Eigenspace Method [8] (in the following, we
call it PEM for short), which is one of the conventional methods, was also imple-
mented. This method is well known and widely used for performance evaluation
of 1DOF pose estimation. The dimensionality of the Eigenspace was fixed to 11
for all experiments, based on preliminary experiments. The exhaustive search
on a cubic spline in the Eigenspace was done by every 0.1 degrees. All images
were normalized as described in [8] so that image vectors have norm 1, whereas
the angle-based and distance-based methods do not require the normalization.

Computation times per test image for estimation by our implementation
in C++ are about 1 [ms] with a 2.4-GHz CPU. Averages for 1440 images from
COIL-20 are 0.0683±0.00454 [ms] for the angle-based method, 1.16±0.0373 [ms]
for the distance-based method, and 1.99±0.0703 [ms] for PEM.

4.1. Overall performance of the proposed methods

· · ·

Figure 8: A subset of the images used in the experiments for n = 36. x0,x1, . . . are learned
(designated by box marks), while x0.5,x1.5, . . . are test images.

We evaluated the performance of pose estimation by the error (difference)
between the estimated and true angles. The root mean square error (RMSE) of
pose estimates for an object was calculated for test images only (not including
learned images). The number of images n used for learning was set to 36,
24, 18, and 12. For example, in the case of n = 36 (see Fig. 8), we used 36
images x0,x1, . . . ,x35 corresponding to 0, 10, 20, . . . , 350 [deg]. The other 36
images x0.5,x1.5, . . . ,x35.5 corresponding to 5, 15, 25, . . . , 355 [deg] were used
for evaluation.

Fig. 9 compares the performance of the different methods. Each figure shows
the average and standard deviation of the RMSE for different n. The number
of objects for taking the average is 20 for COIL-20, 100 for COIL-100, and 1000
for ALOI. The averages of the RMSE tend to increase as the number of images
n decreases. In each case, the angle-based method is better than the distance-
based method. The difference between the angle-based method and PEM seems
to be small.

To see the differences, we performed tests for significance with the paired
t-test (two-tailed). The results for COIL-20 are not significantly different in
most cases because of the small number of objects. In all cases for COIL-100
and ALOI, the angle-based method outperformed the distance-based method.
The results for the distance-based method are also worse than those for PEM,
which means that the distance in the n-D subspace may not be a good metric
for pose estimation.

Overall, the angle-based method seems to be competitive to PEM. The per-
formance of the angle-based method is worse (in the sense of significance) only
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Figure 9: RMSE of pose estimation for three datasets. (Top) ALOI, (Bottom Left) COIL-
100, (Bottom Right) COIL-20. RMSE averages with standard deviations of three methods
are shown for fixed n. ** stands for significance p < 0.01 (and * for p < 0.05) by the paired
t-test.

in three out of eight cases: n = 12 for COIL-100, and n = 36, 12 for ALOI. In
all other cases, there is no significant difference between the two methods.
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Figure 10: Cumulative histograms of RMSE for ALOI and COIL-100.

However, the standard deviations of the angle-based method are smaller
than those of PEM in all cases, and this means that the angle-based method
may be more stable than PEM. This fact may be supported by the cumulative
histograms of RMSE shown in Fig. 10 for two cases: n = 36 for ALOI in which
PEM outperforms the angle-based (p < 0.01), and n = 36 for COIL-100. In
both cases, the cumulative histograms of PEM have longer tails than those
of the angle-based method. This observation shows that: (1) in most of the
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estimations (80 ∼ 95 %) the RMSEs of the angle-based method are larger than
those of PEM, and (2) in few cases PEM has quite a large RMSE, while the
angle-based method does not have so many large errors. We will discuss later
the reason for this by analyzing the worst cases.

4.2. Performance comparison with 20 objects

Next, we focus on the results for each object in COIL-20 because averages
of the RMSE do not show how the methods differ for a certain type of objects
and for what types the methods work well.

Fig. 11 shows the RMSEs for 20 objects. In general, all methods tend to
have larger error as n decreases. The angle-based method performs as well as
PEM when n = 36, but the distance-based method has a large error for some
objects (object 6, and 12).

When n ≤ 24, the angle-based method is not as good, especially for objects
6, 9, and 19. But there are still moderate cases, such as object 1, 4, and 20.
Table 1 shows the RMSEs for object 4. If an error up to 5 [deg] is acceptable
for an estimation, this moderate case needs at least 12 images (n = 12) for
the proposed methods. Of course, the number of images for a good estimation
depends on the type of objects. n = 36 is required for satisfactory results for
all cases.

Table 1: RMSE [deg] for object 4 in COIL-20.
n 36 24 18 12 9 8 6 4 3 2

PEM 0.794 1.22 1.71 1.94 2.41 3.06 11.5 35.4 42.7 90.6
angle-based 1.23 1.64 2.42 3.20 6.23 6.75 12.3 29.1 38.2 74.2

distance-based 1.80 2.23 2.91 4.32 5.74 6.49 8.89 30.3 38.2 74.2

Note that the results for PEM on COIL-20 reported here seem to be quite dif-
ferent from those described in [8]. The reason is that in [8], a global Eigenspace
has been used for estimation: that is, all 72 images of all 20 objects have been
used to construct a single Eigenspace. This means that the number of images
used for constructing the Eigenspace is very large (totally 1440). In contrast,
the experiments reported here used a small number of images (up to 36 images).

4.3. Analysis of the worst cases

Here we discuss the cases where the proposed methods do not work well.
According to the discussion above, we chose object 6 for the worst case.

First, we discuss the performance of the distance-based method and compare
it to PEM, because the two methods are similar: both use distance in a subspace
where a test image is projected, and compute a point in a pose manifold which
gives the minimum distance. But they use different subspaces and different
interpolation methods: PEM uses PCA and cubic spline, while the distance-
based method uses DFT (as shown in Section 5).

Fig. 12 shows distances to pose manifolds (n = 36, 24) from two test images
of object 6 at 35 and 275 [deg]. There are two minima for each image because
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Figure 11: Estimation results for angle-based, distance-based and Parametric Eigenspace
methods for (a) n = 36, (b) n = 24, (c) n = 18, (d) n = 12.
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Figure 12: Comparison of the distance-based method and PEM for object 6 (n = 36, 24). The
horizontal axis is pose angle, and the vertical axis is the distance to the pose on the manifold.

the appearance of object 6 is quite similar to that from the opposite side (180
[deg]). The image at 35 [deg] has a minimum around 215 [deg], but the minimum
around 35 [deg] is still smaller than the other, and the pose is estimated (almost)
correctly by both PEM and the distance-based method. However, the image
at 275 [deg] has a minimum around 95 [deg], and this makes the estimation
completely wrong. This is the reason why PEM and the distance-based method
have large variances of RMSE.

This “similar appearance from opposite side” effect occurs for objects 6,
9, and 19, which have oblong shapes. The distance-based method is affected
by this effect. The distance curves in Fig. 12 for the distance-based method
are not as flat as those in Fig. 5, which means that it is difficult to find the
correct minimum. Also, it is sensitive to the number of learning images because
the distance differs greatly when n changes from 36 to 24. In contrast, the
performance of PEM is bettter although it is also affected by this effect. The
reason may be that the distance to the pose manifold retains a similar shape
when n changes.

The angle-based method should be also affected by this effect, but in a
different way. Eq. (21), the definition of a 2-D vector x′′ used for the angle-

based method, can be rewritten as: x′′ = U ′
1x =

(
cT
1

sT
1

)
X+

0 x (see Section 5

for a detailed explanation). This means that vector x′′ is actually a linear
combination of (cos jθ1, sin jθ1)

T , with different phases of cos and sin, with a
weight b = X+

0 x. For a learned image x0, b becomes a standard vector e1
and the estimated pose is exactly correct because the inappropriate terms are
eliminated from the linear combination. If the weight has a large value around
a correct phase for a test image to be estimated, then as a result of the linear
combination the phase comes close to the true phase of the pose.

Fig. 13 shows weights for two test images at 35 and 275 [deg] for object
6, and also for object 4 for comparison. The weights for object 4 behave as
we expect: the two test images have larger values around the correct phases
than for other phases. However, the image at 275 [deg] of object 6 has large
weights at a phase opposite to the true pose, and as a result, pose estimation
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Figure 13: Weights of angle-based method for (Top) image at 35 [deg], (Bottom) image at
275 [deg]. n = 36, 24. Horizontal axis is j of phase jθ1, and vertical axis is the weight value.

fails for such oblong objects. Weight b which includes the pseudoinverse of X0

is sensitive to similarity (or correlation) between images. Further discussion on
the pseudoinverse can be found in [28, 29].

4.4. Estimation for noisy images

Figure 14: RMSEs of estimation with std. for 10 trials for noisy images (n = 36). The
horizontal axis is the magnitude [−d, d] of uniform noise added. The vertical axis is the
average RMSE for 20 objects in COIL-20 for only test images with noise.

The proposed methods estimate pose exactly for the learned images, but
if we get the image at 0 [deg] again after learning, it is not the one used for
learning, because of image noise.
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Fig. 14 compares the robustness of the methods for the noisy images shown
in the figure. These images are contaminated by uniform noise without any
intensity normalization (negative pixel values and large values also included).
The range of pixel values are between 0 and 255, and the magnitude of the
uniform noise is up to ±200. Even when the largest uniform noise is added, the
average RMSE of the angle-based method is less than 7 [deg], while error for
the distance-based method increases to 14 [deg]. The performance degradation
for PEM may be caused by the normalization required by PEM.

This result demonstrates how robust the angle-based method is. The reason
for this lies in the weight of different phases of sin and cos, mentioned above.
Contribution from noise to the weight is small relative to that from pixel values
from the image. Even if noise is not so small, weights from noise might cancel
each other. Then, the weights from the image have larger contribution to the
estimate pose.

5. Discussion

Here we discuss some topics related to the proposed method. We have shown
that the matrix G is decomposed into U2DU1, and the power of D to the real
number j is used to generate images in-between the learned sample images. Dj is
also used for pose estimation. Now, we will discuss what does the decomposition
mean, and to what kind of image sequences the proposed method is applicable.

5.1. Interpreting G as a DFT

First, we show why we can generate xj+1 by Gxj .
This generation can be seen as a DFT for each pixel because U2 = X0W .

The first row of X0 is a function of the first pixel, and the first column of W is
the first basis function of a DFT basis. Therefore, U2 stores coefficients for all
pixels, and element j-k in U2 is the coefficient of the jth pixel for the kth basis
function of DFT.

Using these coefficients, the original images can be reconstructed with the
DFT basis. Since pixel value functions are stored in rows in X0 (not in column),
the transpose of W is used as X0 = U2W

T . To reconstruct X1, shift the column
of WT (not W ) by one because X1 is just a column shift of X0 by one: this
can be done with WTM . This means shifting the phase of the basis WT by one
step θ1 = 2π

n .
As a result, X1 is reconstructed by U2W

TM . Here WTM can be replaced
with DWT because M = WDWT . Then we have X1 = U2DWT , and finally
multiply it by X+

0 X0 = In from the right side,

X1 = U2DWTX+
0 X0 = U2DU1X0 = GX0, (24)

and this is the reason why Eq. (4) holds.
For the equation above, the first assumption N > n is necessary: the num-

ber of pixels N of an image is larger than the number of images n. In this
case, Eq. (4) is an under-determined system, and of course, the pseudoinverse in

18



Eq. (5) is not a unique (it is unique in the sense that a minimum norm solution
is given). However, if N < n then the solution of Eq. (5) becomes least-square
solution and Eq. (4) does not hold.

5.2. Shifting the phase of the DFT basis with Dj

Here we show that in Eq. (24) Dj shifts the basis in phase continuously, while
D shifts it discretely. We focus on the k-th pair of rows in DjWT : cTk and sTk
corresponding to Ak (other rows are not involved because D is block diagonal).
The phases of ck and sk are shifted by multiplying with Ak from the left side:

Aj
k

(
cTk
sTk

)
=

(
cos jθk sin jθk
− sin jθk cos jθk

)(
cos(n− 1)θk, . . .
sin(n− 1)θk, . . .

)
, (25)

=

(
cos jθk cos(n− 1)θk + sin jθk sin(n− 1)θk, . . .
cos jθk sin(n− 1)θk − sin jθk cos(n− 1)θk, . . .

)
, (26)

=

(
cos(n− 1− j)θk, . . .
sin(n− 1− j)θk, . . .

)
. (27)

Therefore, Dj shifts the DFT basis W in phase continuously by jθk, while D
does so discretely by θk.

As a result, each pixel in the generated image sequence xj = Gjx0 (as shown
in Fig. 4) changes its value according to a sinusoidal curve. In other words, the
pixel values in an intermediate image are calculated by interpolation with DFT.
This is different from image blending that uses the same weights for all pixels.

5.3. Generating images in sequences with varying illumination

As shown above, the proposed scheme uses pixel-wide DFT to reconstruct
images with continuously phase-shifted DFT basis. From this point of view,
Eq. (4) can be applied to any cyclic image sequence, for example one obtained
as a light source turns around in front of a face (even though the proposed
method is formulated for a single axis rotation).

Fig. 15 illustrates an example of face images with different light directions.
However, discussing the estimation of the light direction is out of the scope of
this paper. This example implies that the proposed method can be also used
for estimating illumination change.

5.4. On the estimations

Here we show how U1 can be used for the estimation in the angle-based
method. It uses U ′

1 which is constructed from two rows extracted from U1.
Expanding Eq. (22), we obtain the following relationship:

U ′
1 =

(
0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
U1 =

(
0 1 0 0 · · · 0
0 0 1 0 · · · 0

)
WTX+

0 =

(
cT1
sT1

)
X+

0 . (28)

Multiplying both sides by X0, we obtain a system of equations
(

cT
1

sT
1

)
= U ′

1X0,

and Eq. (28) is its solution. In this system, each image xj on the right-hand
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x0 x1 x2

x0.0 x0.25 x0.50 x0.75 x1.0 x1.25 x1.50 x1.75 x2.0

x2 x3 x4

x2.0 x2.25 x2.50 x2.75 x3.0 x3.25 x3.50 x3.75 x4.0

Figure 15: Images created by multiplying the first image x0 with the matrix G0.25. The
images in the upper row are taken from the Yale face database B [30, 31]. 20 images including
x1,x2,x3,x4,x5 are used for learning. The lower row shows every three images created
between each pair of the learned images. The full sequence is available online as a supplemental
material.

side (a column of X0) is related by U ′
1 to the corresponding pose parameters

(cos jθ1, sin jθ1)
T (the order of elements is reversed from Eq. (14) and (15) to

simplify explanation). Since the system has two equations for a number of un-
knowns, it is underdetermined and the solution is a minimum-norm solution.
Therefore, the angle-based method is theoretically identical with linear under-
determined regression[9].

Similarly, U1 = WTX+
0 (the definition of U1) is a minimum-norm solution of

the system of equationsWT = U1X0. In this system, each image xj is related by
U1 to the corresponding pose parameters (1, cos jθ1, sin jθ1, cos jθ2, sin jθ2, . . . ,
cos jθs, sin jθs)

T where n is odd (again the order of the components is reversed
from that in Eq. (14) and (15) to simplify explanation). The distance-based
method compares the Euclidean distance between vectors in this form.

5.5. Overview of the proposed scheme and its extensions

Above we have shown what the matrix Gj actually does, and here we sum-
marize that information. Gj can be thought of as consisting of three parts:

• Phase estimation part: U1 estimates the phase jθ1 corresponding to image
xj . This phase information is stacked in cos and sin vectors.

• Phase shifting part: Dj shifts the phase of the vector.
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• Reconstruction part: U2 stores the coefficients for all images, and recon-
structs an image from the phase-shifted vector.

Now we outline several possible extensions based on this decomposition into
three building blocks.

One straightforward extension would be to replace the estimation part U1

with any other estimation method, such as CCA [12, 32], nonlinear regression[11,
33], Gaussian processes [34, 35], or even using the Parametric Eigenspace method
[8]. Subspace based methods [36] might be more useful because certain prefer-
able properties could be naturally included. For example, classification can be
done simultaneously [37], robust recognition can be achieved under occlusion
and nonuniform background [38, 39], and so on.

Another extension would address the case when the rotation angle increment
is not constant. Until now, we have assumed that the images are taken at regular
angles. The proposed method can estimate poses for non-regular samples, but
the estimates should be corrected. For example, if n = 4 but the given images
are taken at 0, 89, 180, and 270 [deg]. The image at 89 [deg] is estimated as 90
[deg] and the image at 90 [deg] may be estimated to be around 91 [deg]. This
error is not random — it is systematically distributed among the images from
0 to 180 [deg]. Images at 0 and 180 [deg] are estimated correctly. Therefore,
the error is so small and the estimation is not sensitive to the irregularity. To
correct for the systematic error, we can introduce a function that converts 0, 89,
180, and 270 [deg] to 0, 90, 180, and 270 [deg]. For general non-regular rotation
angles, we may replace the regular DFT with a non-regular DFT that would be
applicable to nonequispread data [40].

The most interesting extension would be to deal with 3DOF rotation. In
general, a pose of an object is described as a 3× 3 rotation matrix R in SO(3).
When we have images xj for different poses Rj , it is necessary to find a way
how to fit them into the proposed scheme. To do so, we have to realize that
the 1DOF case (this paper) uses the DFT basis that is an orthonormal basis for
periodic functions defined on S1 (the unit circle). U1 estimates the phase of the
basis for all frequencies, and U2 uses the basis for reconstruction. Therefore,
we may use an orthonormal basis for a function defined on SO(3), the so-called
spherical functions [41]. This is similar to the spherical harmonics [42, 43] which
form an orthonormal basis for S2 (the unit sphere). Using spherical functions
for SO(3), we may modify U1 to estimate the phases of the spherical functions
for all frequencies, and Dj to shift the phases, then U2 would reconstruct with
coefficients that are estimated in advance. Reconstruction and coefficient esti-
mation are well developed for spherical harmonics (such as [42]), and we can use
these techniques. However, the phase shifting Dj may no longer be a (block)
diagonal matrix, but rather something like a procedure to interpolate 3DOF
pose [44, 45]. This extension is the subject of our future work. In addition to
rotation, translation can be incorporated with a basis for rigid motion[46].
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6. Conclusions

We have proposed a framework to use a cyclic group for appearance change of
an image sequence of a rotating (1DOF, out-of-plane) object. The matrix G that
transforms one image in the sequence to another, is decomposed as U2DU1 by
block diagonalization of the column permutation matrix M . Then, we extended
the exponent j of Gj from an integer to a real number, and showed how G to the
power of a real number j transforms the images. In section 3, we proposed two
methods for pose estimation. One is the distance-based method that finds the
minimum distance in n-D subspace, and the other is the angle-based method,
that uses an angle between two vectors in 2-D subspace. Experimental results
with real datasets of 1120 objects in total demonstrated that the angle-based
method is robust against noise and performs better than the distance-based
method. In Section 5, we have shown the relation of Gj to linear regression
and pixel-wise DFT. A limitation of the proposed method in addition to those
described in the introduction is that it works only for sequences in which the
images are revolved. There are many inapplicable cases, for example, a face
sequence taken from the left side to the right side, with a frontal face included,
would have no images of the back of the head. However, we have demonstrated
an example of view generation for a non-rotation sequence.

To summarize, the cyclic property of the proposed formulation is based on
DFT, and the proposed angle-based estimation method is equivalent to a linear
regression. However, it should be noted that before the proposed formulation no
other methods have ever combined DFT and regression in a unified approach,
and this is the main contribution of this paper.
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Appendix

A. Complex diagonalization of M

Here we show how matrix M can be diagonalized. This diagonalization of
M is nothing new, it is just a standard exercise in linear algebra [47]. It can
also be found in studies on the analytical Eigenspace approach [5, 3, 6].

The characteristic equation of M is:

|M − λI| = (−1)n

∣∣∣∣∣∣∣
λ −1
−1 λ

−1 λ

.
.
.
.
.
.

−1 λ
−1 λ

∣∣∣∣∣∣∣ = (−1)n(λn − 1), (29)

so the eigenvalues λ are ζn, n different primitive nth roots of unity: λk = ζkn =
eθki for k = 0, 1, 2, . . . , n− 1, where i =

√
−1 and θk = 2π

n k.
Let wk = (w1, w2, . . . , wn)

T ∈ Rn be the eigenvector corresponding to ζkn:
Mwk = ζknwk. From the elements on both sides,

(wn, w1, w2, . . . , wn−1)
T = (ζknw1, ζ

k
nw2, . . . , ζ

k
nwn)

T , (30)

it follows that the eigenvector is wk = (ζ
(n−1)k
n , . . . , ζ2kn , ζkn, 1)

T .
Then M is diagonalized as M = W ′D′W ′H with:

D′ = diag(1, ζn, ζ
2
n, . . . , ζ

n−1
n ), (31)

W ′ =
1√
n
(w0,w1,w2, . . . ,wn−1) , (32)

where H denotes the transpose of a complex conjugate, and W ′ is the basis of
complex DFT.

B. Real block diagonalization of M

Here we give the block diagonalization of M . This can also be found in
textbooks on linear algebra [47] and also in [5, 3, 6]. As Park [3] pointed out,
this real block diagonalization is not unique, and there are other ways how it
can be done.

ζkn and ζn−k
n (two eigenvalues of M) are complex conjugate to each other. To

make the correspondingwk andwn−k (a pair of complex conjugate eigenvectors)
real vectors, divide them into real and imaginary parts: wk = ck + isk and
wn−k = ck − isk, where

ck = (cos(n− 1)θk, cos(n− 2)θk, . . . , cos θk, 1)
T , (33)

sk = (sin(n− 1)θk, sin(n− 2)θk, . . . , sin θk, 0)
T . (34)

Using ck and sk, the multiplications of M by vectors wk,wn−k

M(wk,wn−k) = (wk,wn−k)

(
ζkn 0
0 ζn−k

n

)
, (35)
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are rewritten as M(ck, sk) = (ck, sk)Ak, where

Ak =

(
cos θk sin θk
− sin θk cos θk

)
∈ R2×2. (36)

Now M = W ′D′W ′H is rewritten as a block diagonalization M = WDWT .
Here, D is a block diagonal matrix, and W is the basis of real DFT, as follows:

D =





1

A1

A2

. . .

As

 , n is odd,



1

A1

A2

. . .

As

−1


, n is even,

(37)

W =


√

2
n

(
w0√
2
, c1, s1, c2, s2, . . . , cs, ss

)
, n is odd,√

2
n

(
w0√
2
, c1, s1, c2, s2, . . . , cs, ss,

w n
2√
2

)
, n is even,

(38)

s =

{
n−1
2 , n is odd,

n−2
2 , n is even,

(39)

where w0 = (1, 1, . . . , 1)T = c0, w n
2
= (−1, 1,−1, 1, . . . ,−1, 1)T = cn

2
. The

orthogonality of W is shown in an appendix available online as a supplemental
material.

Note that there is another famous block diagonalization called the Jordan
(normal or canonical) form. In our case, M has n different eigenvalues and
therefore the Jordan form is no more block diagonal but just a diagonal form.
It is the same as Eq. (32).
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C. Orthogonality of W

For the sake of completeness, here we show that the columns of W are
orthogonal to each other in n dimensional space. Intuitively, the columns ck
form a DCT basis, and sk form a DST basis, and those are orthogonal bases
and also orthogonal to each other. However, since the definitions of ck and
sk used here differ somewhat from those widely used in the signal processing
community, we give proofs for their orthogonality.

First, we show that the following equations hold for 0 < k:

n−1∑
j=0

cos

(
2πj

n
k

)
=

1

2

n−1∑
j=0

(
ei

2πj
n k + e−i 2πj

n k
)

=
1

2

(
1− ei

2π
n kn

1− ei
2π
n k

+
1− e−i 2π

n kn

1− e−i 2π
n k

)

=
1

2

(
1− e(2πk)i

1− ei
2π
n k

+
1− e−(2πk)i

1− e−i 2π
n k

)
=

1

2

(
1− 1

1− ei
2π
n k

+
1− 1

1− e−i 2π
n k

)
= 0,

n−1∑
j=0

sin

(
2πj

n
k

)
=

1

2i

n−1∑
j=0

(
ei

2πj
n k − e−i 2πj

n k
)
= 0.

Here we have used the geometric series fomula with a common ratio e±i 2π
n k.

Now we show that columns ck are orthogonal to each other for 0 < k ≤
s, 0 < l ≤ s:

cTk cl =

n−1∑
j=0

cos(jθk) cos(jθl) =

n−1∑
j=0

cos(
2πj

n
k) cos(

2πj

n
l)

= 2
n−1∑
j=0

(
cos(

2πj

n
(k + l)) + cos(

2πj

n
(k − l))

)
= 0,

cTk ck =

n−1∑
j=0

cos2(jθk) =

n−1∑
j=0

cos2(
2πj

n
k)

=
1

2

n−1∑
j=0

(
1 + cos(2

2πj

n
k)

)
=

1

2

n−1∑
j=0

1 =
n

2
.

1



Similarly, columns sk are orthogonal to each other for 0 < k ≤ s, 0 < l ≤ s:

sTk sl =
n−1∑
j=0

sin(jθk) sin(jθl) =
n−1∑
j=0

sin(
2πj

n
k) sin(

2πj

n
l)

= −2
n−1∑
j=0

(
cos(

2πj

n
(k + l))− cos(

2πj

n
(k − l))

)
= 0,

sTk sk =

n−1∑
j=0

sin2(jθk) =

n−1∑
j=0

sin2(
2πj

n
k)

=
1

2

n−1∑
j=0

(
1− cos(2

2πj

n
k)

)
=

1

2

n−1∑
j=0

1 =
n

2
.

Also, columns ck and sk are orthogonal to each other:

sTk cl =

n−1∑
j=0

sin(jθk) cos(jθl) =

n−1∑
j=0

sin(
2πj

n
k) cos(

2πj

n
l)

= 2
n−1∑
j=0

(
sin(

2πj

n
(k + l)) + sin(

2πj

n
(k − l))

)
= 0,

sTk ck =

n−1∑
j=0

sin(jθk) cos(jθk) =

n−1∑
j=0

sin(
2πj

n
k) cos(

2πj

n
k)

= 2
n−1∑
j=0

(
sin(

2πj

n
(2k)) + sin(

2πj

n
(0))

)
= 0.

2



Finally, columns w0 and w n
2
are orthogonal to the other columns:

wT
0 w0 = cT0 c0 =

n−1∑
j=0

1 = n,

wT
n
2
w n

2
= cTn

2
cn

2
=

n−1∑
j=0

1 = n,

wT
0 ck = cT0 ck =

n−1∑
j=0

cos

(
2πj

n
k

)
= 0,

wT
0 sk = cT0 sk =

n−1∑
j=0

sin

(
2πj

n
k

)
= 0,

wT
n
2
ck = cTn

2
ck = −

n−1∑
j=0

(−1)j cos(
2πj

n
l) = −1

2

n−1∑
j=0

eiπj
(
ei

2πj
n k + e−i 2πj

n k
)

=
1

2

(
1− eiπnei

2π
n kn

1− eiπei
2π
n k

+
1− eiπne−i 2π

n kn

1− eiπe−i 2π
n k

)

=
1

2

(
1− 1

1− eiπei
2π
n k

+
1− 1

1− eiπe−i 2π
n k

)
= 0,

wT
n
2
sk = cTn

2
sk = −

n−1∑
j=0

(−1)j sin(
2πj

n
l) = − 1

2i

n−1∑
j=0

eiπj
(
ei

2πj
n k − e−i 2πj

n k
)
= 0.

Although ck and sk are not normal vectors, defining matrix W with the

factor
√

2
n makes it an orthonormal matrix.

3


