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Coincidence analysis to search for inspiraling compact binaries using TAMA300 and LISM data
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Japanese laser interferometric gravitational wave detectors, TAMA300 and LISM, performed a coincident
observation during 2001. We perform a coincidence analysis to search for inspiraling compact binaries. The
length of data used for the coincidence analysis is 275 hours when both TAMA300 and LISM detectors are
operated simultaneously. TAMA300 and LISM data are analyzed by matched filtering, and candidates for
gravitational wave events are obtained. If there is a true gravitational wave signal, it should appear in both data
of detectors with consistent waveforms characterized by masses of stars, amplitude of the signal, the coales-
cence time and so on. We introduce a set of coincidence conditions of the parameters, and search for coincident
events. This procedure reduces the number of fake events considerably, by a-fa6tdrcompared with the
number of fake events in single detector analysis. We find that the number of events after imposing the
coincidence conditions is consistent with the number of accidental coincidences produced purely by noise. We
thus find no evidence of gravitational wave signals. We obtain an upper limit of Q104j§ C.L.=90%) to the
galactic event rate within 1 kpc from the Earth. The method used in this paper can be applied straightforwardly
to the case of coincidence observations with more than two detectors with arbitrary arm directions.
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I. INTRODUCTION ground based laser interferometers. Since the waveforms of
the inspiraling compact binaries are known accurately, we
In the past several years, there has been substantiamploy the matched filtering by using the theoretical wave-
progress in gravitational wave detection experiments by théorms as templates. Matched filtering is the optimal detection
ground-based laser interferometers, LIGO, VIRGO [2], strategy in the case of stationary and Gaussian noise of de-
GEO600[3], and TAMA300[4,5]. The observation of gravi- tector. However, since the detectors’ noise is not stationary
tational waves will not only be a powerful tool to test generaland Gaussian in the real laser interferometers, we introduce
relativity, but also be a new tool to investigate various un-y? selection method to the matched filtering.
solved astronomical problems and to find new objects which We analyze the data from each detector by matched filter-
were not seen by other observational methods. ing which produces event lists. Each event is characterized
The Japanese two laser interferometers, TAMA300 andby the time of coalescence, masses of the two stars, and the
LISM, performed a coincident observation during August lamplitude of the signal. If there is a real gravitational wave
and September 20, 20@1ST). Both detectors showed suffi- event, there must be an event in each of the event lists with
cient stability that was acceptable for an analysis to searcbonsistent values of parameters. We define a set of coinci-
for gravitational wave signals. Given the sufficient amount ofdence conditions to search for coincident events in the two
data, it was a very good opportunity to perform a coinci-detectors. We find that we can reduce the number of events
dence analysis with real interferometers’ data. to about 104 times the original number. The coincidence
There were several works to search for gravitationalconditions are tested by injecting the simulated inspiraling
waves using interferometeric data. A coincidence analysigvaves into the data and by checking the detection efficiency.
searching for generic gravitational wave bursts in a pair ofwe find that the detection efficiency is not affected signifi-
laser interferometers has been reportefbinAllen et al.[7]  cantly by imposing the coincidence conditions.
analyzed LIGO 40m data and obtained an upper limit of 0.5 We estimate the number of coincident events produced
[1/h] (C.L.=90%) on the Galactic event rate of the coales-accidentally by the instrumental noise. By using a technique
cence of neutron star binaries with mass betwebh,land  of shifting the time series of data artificially, we find that the
3Mg, . Tagoshiet al.[8] analyzed TAMA300 data taken dur- number of events survived after imposing the coincidence
ing 1999 and obtained an upper limit of 0.59/h] (C.L.  conditions is consistent with the number of accidental coin-
=90%) on the event rate of inspirals of compact binariescidences produced purely by noise.
with mass between OM8, and 1M and with signal-to- We propose a method to set an upper limit to the real
noise ratio greater than 7.2. Very recently, an analysis usingvent rate using results of the coincidence analysis. In the
the first scientific data of the three LIGO detectors was recase of TAMA300 and LISM, we obtained an upper limit of
ported[9], and an upper limit of 1.% 10? per year per Milky ~ event rate as 0.04Bl/h] (C.L.=90%) for inspiraling com-
Way Equivalent Galaxy is reported. Recently, Internationalpact binaries with mass betweeMy, and 2V which are
Gravitational Event CollaboratiolGEC) of bar detectors located within 1 kpc from the Earth. In this case, since
reported their analysis using four years of data to search fafTAMA300 is much more sensitive than LISM, the upper
gravitational wave burs{d0]. They found that the event rate limit obtained from the coincidence analysis is less stringent
they obtained was consistent with the background of the dethan that obtained from the TAMAS300 single detector data
tectors’ noise. analysis. This is because the detection efficiency in the coin-
In the matched filtering analysis using real data of singlecidence analysis is determined by the sensitivity of LISM.
laser interferometefe.g.[7,8]), many fake events were pro- Thus, the upper limit obtained here is not the optimal one
duced by non-Gaussian and nonstationary noise. In order twhich we could obtain using the TAMA300 data taken dur-
remove such fake events, it is useful to perform coincidencéng 2001.
analysis between two or more independent detectors. Fur- The method to set an upper limit to the event rate pro-
thermore, coincidence analysis is indispensable to confirposed here can be extended straightforwardly to the case of a
the detection of gravitational waves when candidates for reatoincidence analysis for a network of interferometric gravi-
gravitational wave signals are obtained. The purpose of thigational wave detectors.
paper is to perform coincidence analysis using the real data This paper is organized as follows. In Sec. I, we briefly
of TAMA300 and LISM. describe the TAMA300 and LISM detectors. In Sec. I, we
We consider gravitational waves from inspiraling compactdiscuss a method of matched filtering search used for
binaries, comprised of neutron stars or black holes. They arfAMA300 and LISM data. In Sec. IV, the results of the
considered to be one of the most promising sources fomatched filtering search for each detector are shown. In Sec.
V, we discuss a method of the coincidence analysis using the
results of single-detector searches, and the result of the co-
*Email address: hirotaka@vega.ess.sci.osaka-u.ac.jp incidence analysis is shown. We also derive the upper limit
TCurrently at Max-Planck-Institut fuGravitationsphysikAlbert-  to the event rate in Sec. VI. Section VIl is devoted to sum-
Einstein-Inst. Institut Hannover, Am kleinen Felde 30, D-30167 mary. In Appendix A, we discuss g2 veto method to dis-

Hannover, Germany. tinguish between real events and fake events produced by
*Deceased. non-Gaussian noise. In Appendix B, we examine a different
SCurrently at Department of Physics, California Institute of Tech-choice ofAt (the length of duration to find local maximum

nology, Pasadena, CA 91125, USA. of matched filtering outpuitfor comparison. In Appendix C,
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TABLE |. Summary of the observation in August and September 2001 by TAMA300 and LISM.

TAMA300 (DT6) LISM
Interferometer type Fabry-Rei-Michelson Locked Fabry-Pat
Base length 300 m 20 m
Finesse of main cavity 500 25000
Laser Source Nd:YAG, 10 W Nd:YAG, 700 mW
Best sensitivity in straith [1/yHz] 5x10 2 6.5x10°2°
Location and arm orientation 35.68°N, 139.54°E, 225° 36.25°N, 137.18°E, 165°
Maximum delay of signal arrival time 0.73 msec
Operation period Aug. 1-Sept. 20, 2001 Aug. 1-23, Sept. 3—-17, 2001
Observation time 1038 hours 786 hours
Operation rate 87% 91%
Simultaneous observation 709 hours
Data used for coincidence analysis 275 hours

we discuss a sidereal time distribution of coincidence event2003, TAMA300 performed an observatigDT8) for two
In Appendix D, we review a method to estimate the errors inmonths, and 1158 hours of data were taken. Most recently,

the parameters due to noise using the Fisher matrix. from November 28th 2003 to 10th January, 2004, TAMA300
Throughout this paper, the Fourier transform of a functionperformed an observatididT9) and 557 hours of data were
h(t) is denoted byh(f), which is defined by taken. The observation history of TAMA300 is summarized
in Table 1.
~ * . In this paper, we use the DT6 data taken from September
h(f):ﬁmdtez’f'“h(t)_ (1) 2nd to 17th, 2001 when LISM was also in good condition.

The amount of data available for the coincidence analysis is
275 hours in total. Typical one-sided noise power spectra of
Il. DETECTOR TAMAS300 and LISM during this observation are shown in

A. TAMA300 Fig. 1.

TAMA300 is a Fabry-Pet-Michelson interferometer
with the baseline length of 300m located at the National
Astronomical Observatory of Japan in Mitaka, Tokyo LISMis a laser interferometer gravitational wave antenna
(35.68°N, 139.54°E)see Table). The detector’s arm ori- with arm length of 20 m, located in the Kamioka mine
entation(the direction of the bisector of two arjnsmeasured (36.25°N, 137.18°E), 219.02 km west of Tokyo. The detec-
counterclockwise from East is 225°. The details oftor's arm orientation is 165° measured counterclockwise
TAMA300 detector configuration can be found [i6]. The  from East. The LISM antenna was originally developed as a
TAMAS300 detector became ready to operate in the summeprototype detector from 1991 to 1998 at the National Astro-
1999[4]. Most of the designed systefexcept power recy- nomical Observatory of Japan, in Mitaka, Tokyo, to demon-
cling) were installed by that time. First data taking was per-strate advanced technologigkl]. In 1999, it was moved to
formed as a test during August 199BT1). In September the Kamioka mine in order to perform long-term, stable ob-
1999, three days observatidDT2) was carried out, and the servations. Details of the LISM detector is found[i2)].
first search for gravitational waves from inspiraling compact The laboratory site is 1000 m underground in the Ka-
binaries was performel8]. Since then, TAMA300 has been mioka mine. The primary benefit of this location is extremely
performing several observations. In August 2000, an obselow seismic noise level except artificial seismic excitations.
vation(DT4) was performed for two weeks and 160 h of dataFurthermore, much smaller environmental variations at this
were taken which are described in detai[5]. From March  underground site are beneficial to stable operation of a high-
2nd to March 8th, 2001, TAMA300 performed an observa-sensitivity laser interferometer. The optical configuration is
tion (DT5) and 111 hours of data were taken. After improve-the Locked Fabry-Ret interferometer. The finesse of each
ments of the sensitivity, TAMA300 had carried out a long arm cavity was about 25000 to have a cavity pole frequency
observation(DT6) from August 1st to September 20th, 2001. of 150 Hz. The main interferometer was illuminated by a
The length of data taken was about 1100 h. The best straiNd:YAG laser yielding 700 mW of output power, and the
equivalent sensitivity was abolit~5x 10" 2%Hz around  detector sensitivity spectrum was shot-noise limited at fre-
800 Hz at DT6. From August 31st to September 2nd, 2002guencies above about 1 kHz.

TAMA300 performed a short observatiodT7) and 24 The operation of LISM was started in early 2000, and has
hours of data were taken. From February 14th and April 15threpeatedly been tested and improved since. The data used in

B. LISM
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TABLE Il. Observation history of TAMAS3O00.

Year Period Observation tinéoury Topics
DT1 1999 6—7 Aug. 11 Total detector system check
and calibration test
DT2 1999 17-20 Sept. 31 First event search
DT3 2000 20-23 April 13 Sensitivity improved
DT4 2000 21 Aug.—4 Sept. 167 100 hours observation
DT5 2001 2-10 Mar. 111 Full time observation
DT6 2001 1 Aug.—20 Sept. 1038 1000 hours observation
and coincident observation with LISM
DT7 2002 31 Aug.—2 Sept. 25 Power recycling instal{fdl configuration
DT8 2003 14 Feb.—14 April 1158 Coincident observation with LIGO
DT9 2003-2004 28 Nov.—10 Jan. 557 Full automatic operation

and partial coincident observation
with LIGO and GEO600

this analysis were taken in the observations between Augustetection strategy in the sense that it gives the maximum
1st and 23th and between September 3rd and 17th, 2001. Tldetection probability for a given false alarm probability.

total length of data is 780 h. The first half of the period was We use restricted post-Newtonian waveforms as tem-
in a test-run and some improvements were made after thaplates: the phase evolution is calculated to 2.5 post-
The data from the second half were of good quality to beNewtonian order, and the amplitude evolution is calculated
suitable for a gravitational wave event search, so 323 h ofo the Newtonian quadrupole order. The effects of spin an-
data for the latter half was dedicated for this analysis. Thegyular momentum are not taken into account here. The filters
best sensitivity during this period was aboli~6.5 are constructed in Fourier domain by the stationary phase

% 10~2%/Hz around 800 Hz. approximation[13] of the post-Newtonian wavefornid4].
We introduce the normalized templatesandhg which are
. ANALYSIS METHOD given in the frequency domain fdr>0 by
A. Matched filtering "ﬁc: Nf‘7’eex;{i\1f(f)], 2
To search for gravitational waves emitted from inspiraling _
compact binaries, we use the matched filtering. In this he=iNf~ "exdiWw(f)], (3

method, cross-correlation between observed data and pre-
dicted waveforms are calculated to find signals and to estiwhere
mate binary’'s parameters. When the noise of a detector is

Gaussian and stationary, the matched filtering is the optimaly (f)=27ft.— 3715

3y-5/3
o (mGMfc %)~ [ 9( 8a

11'
4 1287

+ 557,) (mGMfc %)2R—16m(mMfc™3)

15293365 27145 3085
508032 © 504 7T 72 7

38645
§ 252

2) (’7TM fcf3)4/3

———+57|(7Mfc™3)%3|, 4

wheref is the frequency of gravitational waves, is the

coalesence timeM =m;+m,, n=m;m,/M?, andm; and

m, are the masses of binary stars. Fer0, they are given

by c/s(f)
=h%*(—f), where the asterisk denotes the complex conju-

gatlon The normalization factdd is defined such thalh,
andhg satisfy

strain equivalent noise spectrum [1/rHz]

frequency [Hz]

. . . (hCIhC):la (hSIhS):li (5)
FIG. 1. The strain equivalent noise spectra of TAMA300 and

LISM on September 3, 2001. where
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= A(Hb*(f) S,(f), we do not use the data contaminated by transient
(a,b)EZJ dfw. (6) burst noise. For this purpose, we evaluate the fluctuation of
’°° Sh the noise power defined by

S,(f) is the strain equivalent one-sided noise power spec-
trum density of a detector. We note that, for andh, cal- p=
culated by the stationary phase approximation, we have
(he,hg)=0.
In the matched filtering,

(€)

w713 }1/2
1

4l 5mY

we define the filtered output by for each set of data with length of 65.6 sec which composes
~ . one file of stored data. We also calculate the averagp, of
p=[s:hcCoL o) +hssin(¢c)], @ (p), within each continuously locked segment. For each
wheres(t) is the signal from a detector ang}, is the phase S(f), we then apply the following criterion. If a subset of
of the template waveform. For a given interval pf, we  data in the neighborhood cff lies entirely in one of the

maximizep over the parameterts, M, 5 and ¢.. The fil-  files, we examine the value gfof the file, and if it deviates
tered output maximized ovep. is given by from the averagép) for more than 2dB, i.e.p>1.26p),
we do not use that subset of data for evaluating the power
p=1/(s,ho)?+(s,hg)’=p. (8)  spectrum and move to the neighboring subset. If a neighbor-

ing subset lies over two files, we examine the valuep of
The square of the filtered outpup?, has an expectation the two files, and if either of them exceeds the 2dB level, we
value 2 in the presence of only Gaussian noise in the datase neither of them. If a neighboring subset such that a file

s(t). Thus, we define the signal-to-noise ratio, SNR, by(or two consecutive filgsthat contains it hap<1.26p) is

pl\2. found, the subset is divided into 8 pieces and 8€f) is
Matched filtering is the optimal detection strategy in theevaluated by taking the average of them. If the fluctuations
case of stationary and Gaussian noise of detector. Howevess p are too large, and we cannot find files with the values of
since the detectors’ noise is not stationary and Gaussian iy within 2dB of the average within the locked segment, we
the case of real laser interferometers, we introdyce yse the power spectrum which is evaluated by taking the

method to the matched filtering in order to discriminate suchyerage of all the data in the corresponding locked segment.
noise from real gravitational wave signals. We describe de- | order to take the maximization gfin Eq.(8) over the

- 2 . .
tails of x= method in Appendix A. mass parameters, we introduce a grid in the mass parameter
_ o _ space. Each grid point defines the mass parameters which
B. Algorithm of the matched filtering analysis characterize a template. We adopt the algorithm introduced

In this subsection, we describe a method to analyze timé [15] to define the grid point in the mass parameter space.
sequential data from the detectors by matched filtering. ~ The distance between the grid points is determined so as not
First, we introduce, “a continuously locked segment.” to lose more than 3% of signal-to-noise ratio due to mis-
The TAMA300 and LISM observations were sometimes in-match between actual mass parameters and those at grid
terrupted by the failure of the detectors to function normally,points. Accordingly, the mass parameter space depends on
which are usually called “unlock” of the detectors, or were the power spectrum of noise. In order to take into account of
interrupted manually in order to make adjustments to théhe changes in the noise power spectrum with time, we use
instruments. A continuously locked segment is a period irdifferent mass parameter spaces for different locked seg-
which the detector is continuously operated without any in-ments. For each locked segment, the averaged power spec-
terruptions and the data is taken with no dead time. In thérum of noise is used to determine the grid spacing in the

analysis of this paper, we treat only the data in such lockednass parameter space.

segments. We consider the mass of each component star in the range
The time sequential voltage data of a continuously lockedlM o<m;,m,<2M . This mass range is chosen so that it

segment are divided into small subsets of data with length ofovers the most probable mass of a neutron stdr4Mg .

52.4288 sec %szgmpling intervals] X number of samples  Withs(f), S,(f) and a template on each grid point of the
=(5x10"°) X2 [s]). Each subset of data has overlappingmass parameter space, we calculats Eq. (8). For each
portions with adjacent subsets for 4.0 sec in order not to losgterval At=25.6 msec, we search fog at which the local
signals which lie across borders of two adjacent subsets. Th@aximum ofp is realized. If thep thus obtained is greater
data of a subset are Fourier transformed into frequency dahan a predetermined valye,, we calculate the value gf?
main and are multiplied by the transfer function to transformas discussed in Appendix A. We adqpt=7 in this paper.
into strain equivalent data. The resulting sukzset of data is thehoosing a too largg,, results in missing actual events from
signal of the detector in the frequency domai(f), used in  the data, while a too smafll,, requires too much computa-

the matched filtering. tional time. The same computation is done for all the mass
The power spectrum density of noi§g(f) is basically parameters on each grid point.
evaluated in a subset of data neighboring to es{thexcept Finally, for each interval of the coalescence time with

for the cases below. On estimating the noise power spectruniength At=25.6 msec, we search fog,M,» which realize

042003-5
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LISM
100 T =

(X2)112

0 L L L L 0

0 100 200 300 400 500 0 100 200 300 400 500
[ p

FIG. 2. Scatter plotsg,Vx?) of the events of TAMA300. FIG. 3. The same figure as Fig. 2 but for LISM.
the local maximum ofp. Each maximum is considered a dN:e—RZIZRée—Z/thdeZ (11)
event. The value of, ,p,x?,M,7 of each event are recorded
in event lists. whereR is galactic radiusR,=4.8 kpc, Z is height off the

galactic plane anti,=1 kpc is the scale height. We assume
IV. RESULTS OF MATCHED FILTERING SEARCH that the mass distribution is uniform betweeM3 and

. . . 2Mo . We also assume uniform distributions for the inclina-
In this section, we show the result of the independent;,, angle and the phase of an event. With these distribution
analysis for ef.ich detegtor. _ functions, we perform a Monte Carlo simulation. The simu-
Our.anaIyS|s IS carried out with 9 Alpha computers andlated gravitational wave events are injected into the data of
also with 12 Pentium4 computers at Osaka University. The,, ., detector for about every 15 min. We perform a search
matched filtering codes are paralleled by the MPI Iibrary'using the same code used in our matched filter analysis, and

Among the data from September 3rd to 17th, 2001, . o
. evaluate the detection probability for eagh/y? threshold.
TAMA300 has 292.4 h of data after removing unlocked Pe-The result for TAMA300 is shown in Fig. 6.

riods. We also removed the data segments of lengths less For the case of LISM, since LISM's sensitivity is not

than 10 min. The total length of data is 287.6 h. LISM hasgood enough to observe events in all of the Galaxy, we only

323'.0 h of data after removing unlocked penods. After re- valuate the detection probability of nearby events within 1
moving the data segments less than 10 min, the total leng c. The result is shown in Fig. 7

of data is 322.6 h.

_ The scatter plots_of;_(, J_;z) of the events are shoyvn in TAMA300
Figs. 2 and 3. We discriminate the non-Gaussian noise fromr 7 - - - - - -
real gravitational wave signals by setting the threshold to the
value ofp/+/x? (see Appendix A In Figs. 4 and 5, we show 6 1
the number of events for bins of \/x.

Although the main topic of this paper is to perform a
coincidence analysis, for the purpose of comparison betweel
a single-detector analysis and a coincidence analysis, wg 4
evaluate the upper limit to the event rate which is derived“f
from an analysis independently done for each detector. Thed 3

)/bin

ents

upper limit to the galactic event rate is calculated[BY E
c

: :’ |
o]

R= Te (10) S |
whereN is the upper limit to the average number of events  0f ’J—‘ ]
with p/\/x* greater than a pre-determined threshdlds the S S S e S T TR T T
total length of datdh] and € is the detection probability. o)™

To examine the detection probability of the galactic neu-
tron star binary events, we use a model of the distribution of FIG. 4. Histogram of the number of events of TAMA300 in
neutron star binaries in our Galaxy which is given[i] terms of p/\/x2.
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Log10(number of events)/bin
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FIG. 5. The same figure as Fig. 4 but for LISM.
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Galactic event (within 1kpc) efficiency
ARERERRNRNANANANRARANE Ny yNAEN

TAMA300
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: :
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0 L e o — —
5 10 15 20

p/(x®)"2 threshold

FIG. 7. The detection efficiency of TAMA300 and LISM for

nearby events within 1 kpc. The error bars show theetror of the

The threshold op/\/x? for each of the analyses is deter- Smulaton-

mined by the fake event rate. We set the fake event rate to he . . '
2.0[1/yr]. We approximate the distribution SDV\/;Z ineach 'S greater than _the threshold with a given confidence level
of Figs. 4 and 5 by an exponential function and extrapolate i{C'L')' Namely, it can be evaluated from the equatiad],

to large p/\/x?. We assume that this function describes the
background fake event distribution.

For the TAMA300 case, the fake event rabd, /T
=2.0[1/yr]=0.00023[1/h] gives the total number of ex-
pected fake events abl,,=0.066. This determines the
threshold to bep/\/x?=14.8. With this threshold, we obtain
the detection probability=0.263, from Fig. 6. On the other

N=Ngps n
g~ (N+Npg) E (N+Npg)
n=0

- Using this formula, we obtain the upper limit to the expected
hand, the number of observed events with/x® greater number of real events to be 2.30 with 90% C.L. Then, using

than the threshold ibl,,=0. Using Bayesian statistics, and a ; e
assuming uniform prior probability for the real event rate andthe Iengtth OI daéd’—%%?b%g,lv/\%e Ogtﬁ"l ;%%/quer limit of
the Poisson distributions for real and background events, wie event rate aRgqy,=0.030[1/h] (C.L.=90%). -
estimate the expected number of real evéishich p/\/? For the LISM detector, we only evaluate the upper limit to
nearby events within 1 kpc. We set the threshpld/y?

=14.6, corresponding to the number of expected fake events
Npg=0.074 which realizes the fake event ratg,/T=2.0
[1/yr]. The number of observed events witliy x greater
than the threshold i®y,s=0. Thus, the upper limit to the
expected number of real events is again 2.30 with 90% C.L.
The detection probability is given from Fig. 7 as-0.042.
The length of data i§=322.6 h. Using these numbers, we
obtain the upper limit to the nearby event rate as QU]
with 90% C.L.

The results of matched filtering analysis for TAMA300
and LISM are summarized in Table IlI.

Galactic event efficiency

Detection efficiency

V. COINCIDENCE ANALYSIS
A. Method

In the previous section, we obtained event lists for
TAMA300 and LISM. Each event is characterizedthy M,
7, p, andx?, where M is the chirp mass£M %°5). True
gravitational wave events will appear in both event lists with
FIG. 6. Galactic event detection efficiency of TAMA300. The different values of these parameters according to the detec-
error bars show thed error of the simulation. tors’ noise, the difference in the detectors’ locations and their

5 10 15 2’0 25
p/(x?)""2 threshold
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TABLE lll. Results of matched filtering analysis for TAMA300 and LISM.

Threshold N Detection efficiency Length of data Upper lif8i0% C.L)
TAMA300 14.8 2.30(90% C.L) 0.263 287.h] 0.030[1/h]
LISM 14.6 2.30(90% C.L) 0.042 322.4h] 0.17[1/n] (for nearby events

arm orientations, and the discreteness of the template space. By taking account of the above two effects, we choose the
In this section, we evaluate the difference of the parameterallowable difference in the mass parameters as
real events have.
| Mrama — Musml <A Mpgiset A M meshy (14)
Time selection

The distance between the TAMA300 site and the LISM | 770aa = sl < A 7ngiset A thmests (15)

site is 219.02 km. Therefore, the maximum delay of the ar- _ .

: . " ; g Amplitude selection

rival time of gravitational wave signals isAty

=0.73057 msec. The allowed differencetinis set as fol- Since the two detectors have different sensitivities, signal-

lows. If the parametet, tawa andtc v, Of an event sat- to-noise ratios of an observed gravitational wave signal will

isfy be different for the two detectors. Further, since their arm
orientations are different, the signal-to-noise ratios will differ

|te,Tama — te,Lisml < Atgistt Atnoises (13)  even if they have the same noise power spectrum.

_ ) ) _ We express the allowable difference pRaya and pyism
the event is recorded in the list as a candidate for real eventgg

We estimate errors i, due to noiseAt, s by using the

Fisher information matrix(see Appendix D for a detailed PTAMA

; ; s Oarm™ Onoise=100| ——— | =< Ssenst Sarmt Snoise-
discussion We denote the & value of the error oft, by Ssens™ arm ™ Onoisé PLISM sens”™ Oarm™ Onoise
At.; for i=TAMA or LISM. We determine Atpce as (16)

5sensE Iog

Atpoise= TwX At Where Ato=AtZ taya + At gy- The
parametero,, is to be determined in such a way that it is Here, dsensis due to the difference i,
small enough to exclude accidental coincidence events effec- _713 12
tively but is large enough to make the probability for missing ( J f df) /
a real event sufficiently small. Sh tama(f)
In this paper, we adopt,,= 3.29 which corresponds to
0.1% probability of losing real signals if the noise are Gauss- ( fo7s )1/2
. ) ; ——df| , (17
ian and if both detectors are located at the same site. Al- S usm(f)
though it may be possible to tune the valuesgfto obtain a
better detection efficiency while keeping the fake event rat@nd &,y is due to the difference in the arm orientations, and
low enough, we do not bother to do so. Instead, we checkdnoiselS due to detector noise. The valuedf;sis evaluated
whether we have a reasonable detection efficiency by thiby the Fisher matrix in the same way &@sand masses.
choice. To check the detection efficiency is important in any The value ofdse,sis determined for each event individu-
case, since that, determined above assumes a large signaélly from the noise power spectrum used in the matched
amplitude in the presence of Gaussian noise. The actual délering. 6, is evaluated by a Monte Carlo simulation as
tection efficiency might be different from what we expected.follows. We assume that the two detectors have the same
noise power spectrum, and generate the waveforms of galac-
Mass selection tic events randomly. We then evalugteof all the events
In the same way as fdg, errors in the values oM and detected by each detector, and determine the valuggfin
7 due to detector Noise\ M, . andA 7,4, are estimated such a way that for more t_han_ 99.9% of events, we have
by using the Fisher matrix. We denote theolvalues of |109(Ptama/pLisw)|< Sam. This givesday=1.60.
errors inM and » by AM,; andA %;, respectively. We set

A M oise= UW\/(AM)'ZI'AMA T (AM)EISM and A 7ngise B. Detection efficiency and the parameter windows
=0, \(A 7/)'2|'AMA+(A n)E,SM, and adoptr,,=3.29 as in the Here, we discuss the detection efficiency of our coinci-
case oft.. dence analysis. In particular, we examine the validity of the

When the amplitude of a signal is very large, errors due techoice o, = 3.29 made in the previous section.
detector noise become small since they are inversely propor- For the galactic event simulation discussed in Sec. IV, the
tional to p, and errors due to the discreteness of the masdetection efficiencies of TAMA300 and LISM for the thresh-
parameter space become dominant. We denote the latter @id p/+/x2>7 are 99% and 24%, respectively. The detection
rors by A Mpesn@and A 7mesh They are determined from the efficiency of the coincidence analysis is dominated by the
maximum difference in the neighboring mesh points in theLISM’s efficiency. Thus we define the detection efficiency
mass parameter space. for the coincidence analysis, as the fraction of LISM events
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+ after "time" coincidence

g += "+ after "time" coincidence g S o
2 - - after "time and mass" coincidence 10°L + O after “time, mass and amplitude’
g ~—— after "time, mass and amplitude" coincidence

(LISM

efficiency of

0.88

pTAMA

FIG. 8. Relative detection efficiency of the coincidence analysis FIG. 9. (pava . pLsy) Scatter plots. The crossés) are the

compared to the single-detector efficiency of LISM as a function ofg,ents survived after the time selection, and the circled crosses

the parametes,, used for the coincidence criterion. The dot-dashed @) are the events survived after the time, mass and amplitude
line is the efficiency after the time selection, the dashed line is thgg|ections. '

efficiency after the time and mass selection, and the solid line is the

efficiency after the time-mass-amplitude selection. with the number of accidental coincidences produced purely
by noise events. If events occur completely randomly, and its
which fulfill the coincidence criteria. The result is shown in event rate in each detector is stationary, the average number
Fig. 8. We find that more than 94% of LISM events can beof accidental coincidences after the time selection is given by
detected if we setr,,>3. Thus witho,,=3.29, we have a .
reasonably high detection efficiency. — At Window
If we adopt a larger value of,,, we obtain a higher Npr=NramaNusy —F—— o (18)

detection efficiency, but the number of fake events will also oS
increase, and vise versa for a smaller value-pf Then, one  \yhere Nqpya and Ny sy are the number of events in each
may tune the value of,, so that it gives the most stringent . : : jrwindow
upper limit to the event rate. However, since we cannot exEj etector, Tops i the total ob_servatlon time, gmdtc 'S

e ' P the averaged value of the time selection window. The aver-
pect any drastic improvement by such an optimization, we

adopto,,=3.29 in this paper for the sake of simplicity of the ag_?vﬂdc\)/;llue of the time selection Y_VIndOW 'S evalugted as
analysis. Atg =1.29 msec. We thus obtaim,=6.3x 10°, which

is slightly larger than the observed number of coincidence,
4706, after the time selection. One reason for this difference
is that the event trigger rate is not stationary over the whole
In this subsection we discuss the results of the coinciperiod of this observation.
dence analysis. The length of data used for the coincidence |n order to obtain a more reliable value for the rate of
analysis is 275.3 h when both TAMA300 and LISM detectoraccidental coincidence, we use the time shift procedure.
were operated simultaneously. Namely, we shift all events of one detector by a tirie
As a result of independent matched filtering searches, wartificially (which is called the time delayand perform co-
obtained 1,868,388 events from the TAMA300 data andncidence searches to determine the number of accidental
1,292,630 events from the LISM data. For these events, weventsn,(ét) for various values oft [18,19. With m dif-
perform the time, mass and amplitude selections discussed farent values of time delay, we calculate the expected num-
the previous section. In Fig. 9, we show a scatter plot of theyer of coincident events and its standard deviation as
events after coincidence selections in termspgfy, and
puLsm - A significant number of events are removed by im- _ 1
posing coincidence conditions. Only 0.04% of the TAMA300 Nacc= > ne(at), (19
events remain. In Table IV, we show the number of events =1
which survived after the selections. =
We reduce the fake events by introducing the renormal- — — 2
ization p by x? in addition to the coincidence conditions. In Tacc™ \/,21 [Ne(04) = Nacd "/ (M=1).
Fig. 10, we show a scatter plot of these events in terms of the
value of prama ! \xZama andpuism/VxZisu- Since there is no real coincidence| &t|> Aty the dis-
In order to obtain statistical significance from the abovetribution of the number of coincidences with time delay can
results, the number of coincident events should be compardae considered as an estimation of the distribution of acciden-

C. Results

m

(20
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TABLE IV. Results of coincidence analysis,,s is the number of coincidence events,.. and o, are the estimated number of
accidental coincidence and its variance, respectively. Note that the mean number of accidentals and their variance after the time selection
procedure affect those after the time and mass selection procedure, and the latter affect those after the time, mass and amplitude selectior
procedure. Thus, because the observed number of coincidence events is consistent with the expected number of accidental coincidence afte
the time selection procedure, it is not unnatural to find a good agreement between the observed value and the expectation value in each of
the subsequent selection procedures.

Results of independent matched filtering searches

TAMA300 LISM
Number of events 1,868,388 1,292,630

Results of coincidence analysis

Nobs Nacc™ Tacc
after time selection 4706 (4:20.5)x 10°
after time and mass selection 804 (FQ.8)x 107
after time, mass and amplitude selection 761 H80B)x 107
Threshold Nobs Nig
prama /N XTama > 8.3 andpysm /v xiisw=>8.1 0 0.063

tal coincidences. The number of coincident event§0), is VI. UPPER LIMIT TO THE EVENT RATE
compared to the estimated distribution. FROM COINCIDENCE ANALYSIS

Figure 11 shows the time delay histograms witn . .
—400. The 400 time del h fremi 2000 ¢ In this section, we present a method to evaluate the upper
.. - 'he Ime defays are chosen Ir S€C 10 " limit to the event rate based on the above result of the coin-

12000 sec in increments of 60 sec. The distribution of acCiyonce analysis
dentals is shown in Fig. 12. In Table IV, we also list the L . :
expectation values of the number of accidental coincidenc The upper limit to the event rate is given by &80) as in

d the standard deviati ft h select d e case of the single-detector searches. The upperNirtat
and the standard deviation after each Seleclion procedure. Ag, average number of real events can be determined by Eg.
can be seen from this, the number of coincident events aft

I, . .
. . . . 2), using the observed number of evehig,s with p/+/x?
each selection procedures is consistent with the expect% ) g S PINX

ber of idental coincid ithin the statistical f eater than the threshold, the estimated number of fake
nhumber oT accidental coincidences within the statistica uc'eventsNbg with p/+\/x? greater than the threshold, and the

tuations. Thus, we conclude that no statistically SignificanF:onfidence level. We set different thresholds to the value of

signals of real coincident events are observed in our search. .
9 PTAMA/\/XTZAMA and p|_|5M/\/)(2|_|SM respectively. An advan-
tage of this is that, because of its simplicity, it can be readily

11 T T T T

I+ aﬁa; “time" éoincidal:lce i ' |
= O _ater "time, mass and after time selection
101 i 6000 T T T T T
9r b 5000 B
8 b 4000
= 1 8 aoool— 05 0 05 1
T c - -0. .
5 6- i § 1000 after time and mass selection 4
o o
Ra c
5 . ‘S 800t .
3 8 W ﬂw\/ M WN\”WM
aaf 1 ‘S o0t | 1
£
[
i ) ‘é" 400, 05 0 05 1
ol S | g 1000 after time, mass and amplitude selection 4
1t ] 800} v/\» /J\\W ”\JMW W% 1
, : w
0 1 L . 1 . . . . . . 600 E/W\LMA \MM\/\[\/LWW\AMW '\/W\ ’LJ\
0 1 2 3 4 5 5 6 1/27 9 10 11
pTAMA/(XTAMA) 400 —1I —Oj5 (I) 015 1I
Time delay 5t x10°

FIG. 10. (DTAMA/‘/XTzAMAl p|_|SM/\/)(L2|SM) scatter plots. The
crosseg+) are the events survived after the time selection, and the FIG. 11. From top to bottom, the time delay histogram after

circled crossesd) are the events survived after the time, mass andime selection, after time and mass selection, and after time, mass
amplitude selections. and amplitude selection, respectively, are plotted.
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FIG. 12. The distribution of the number of realizations with 400  FIG. 13. Detection efficiency in the coincidence analysis of
different time delays with respect to the number of coincidencesources within 1 kpc as a function of TAMA300 and LISM thresh-
derived from Fig. 11. From top to bottom, the distribution after time olds for p//x>.
selection, after time and mass selection, and after time, mass and
amplitude selection are plotted. from the difference in the detection efficiency. The detection

efficiency of the coincidence analysis in our case is deter-
applied to the cases when more than two detectors with difmined by that of LISM, since LISM has the lower sensitivity.
ferent arm directions are involved. The efficiency of LISM is improved in the case of the coin-

We determine a background distributiéty,,y,) of the  cidence analysis, since the threshold is lowered. However,
number of coincident events from the data §or>5.5 or  this does not compensate the difference in the detection ef-
y,>5.5 in Fig. 10, WhGVGY1=PTAMA/*/XT2AMA and y, ficiency between TAMA300 and LISM. The efficiency of

events whichp/\/x? is greater than the thresholgig=y; or N9 the coincidence analysis. Thus, by taking the coincidence
y,=Yy, by with the detector which has much lower sensitivity, the de-

tection efficiency of the coincidence analysis becomes lower
% o o o than the case of TAMA300 alone. As a result, the upper limit
Nbg:f dylf dyzf(yl,y2)+f dylf dy,f(y1.y2) to the event rate we obtained by the coincidence analysis is
yro 70 0 n less stringent than the one obtained by the analysis of the
o ® TAMA300 data.
_f d)ﬁf dy,f(y1.y2). (21
oo VIl. SUMMARY AND DISCUSSION

As the false alarm rate, we adopt 0.00023/h] In this paper, we performed a coincidence analysis using
(=2.0[1/yr]) which corresponds to the number of expectedihe data of TAMA300 and LISM taken during DT6 observa-
fake eventsNpg=0.063. We choose the thresholds=y+  tion in 2001.
=8.3 for TAMA300 andy,=y =8.1 for LISM. The ob- We analyzed the data from each detector by matched fil-
served number of events withh; or y, greater than the tering and obtained event lists. Each event in the lists was
threshold isN,ps=0. Therefore we obtain the upper limit to characterized by the time of coalescence, masses of the two
the average number of real events wjthor y, greater than  stars, and the amplitude of events. If any of the events are
the threshold adl=2.30 (C.L=90%) from Eq.(12). true gravitational wave events, they should have the consis-
The detection probabilit is derived by the method ex- tent values of these parameters in the both event lists. We
plained in Sec. V B, and is shown in Fig. 13. With the thresh-proposed a method to set coincidence conditions for the
olds chosen above, we obtai0.182. Using the upper source parameters such like the time of coalescence, chirp
limit to the average number of real eveNswith y; ory,  mass, reduced mass, and the amplitude of events. We took
greater than the threshold, the detection probabdliand the  account of the time delay due to the distance between the
length of dataT=275 [h], we obtain an upper limit to the two detectors, the finite mesh size of the mass parameter
event rate within 1 kpc to b&l/(Te)=0.046[1/h] (C.L.  space, the difference in the signal amplitudes due to the dif-
=90%). ferent sensitivities and antenna patterns of the detectors, and
Unfortunately, this value is not improved from the value errors in the estimated parameters due to the instrumental
obtained by the analysis of the TAMA300 data. The domi-noise. Our Monte Carlo studies showed that we would not
nant effect that causes the difference in the upper limit for dose events significantly by imposing the coincidence condi-
single-detector analysis and the coincidence analysis comé®ns.
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By applying the above method of the coincidence analysiefforts will be needed to establish an efficient and faithful
to the event lists of TAMA300 and LISM, we can reduce theveto method.
number of fake events by a factor TOcompared with the It was shown that about 20% of the data from TAMA300
number of fake events before the coincidence analysis. IDT6 contains non-Gaussian noise significafiig]. Even if
order to estimate the number of accidental coincidences prawe remove this portion of the data with large non-Gaussian
duced by noise, we used the time shift procedure. We foundoise, the rest of data may still contain some non-Gaussian
that the number of events survived after imposing the coinnoise. It is thus necessary to introduce a method by which we
cidence conditions is consistent with the expected number afan discriminate the non-Gaussian noise from real gravita-
accidental coincidences within the statistical fluctuationstional wave signals using the properties of inspiral signals.
Thus we found no evidence of gravitational wave signals. A#As one of such methods, the’ method was introduced in
discussed in Appendix C, the sidereal time distribution of thg 7].
survived events were also consistent with the distribution of In this method, we examine whether the time-frequency
accidentals. behavior of the data is consistent with the expected signal.

Finally, we proposed a simple method to set an uppekVe divide each template into mutually independent pieces
limit to the event rate and applied it to the above results oin the frequency domain, chosen so that the expected contri-
the coincidence analysis. We obtained an upper limit to théution top from each frequency band is equal:

Galactic event rate within 1 kpc from the Earth to be 0.046 5 5 3 5

[1/h] (90% C.L). In our case, since LISM has a much lower Re.s(F)=h{ky (D +RZH(H)+- - +h{Dg (). (A1)
sensitivity than TAMA300, we were unable to obtain a more

stringent upper limit to the event rate than the one obtainedVe introduce

by the single-detector analysis of TAMA300. This is because 1

the detection efficiency in the coincidence analysis is deter- (i — (i) ()

mined by the detector with a lower sensitivity. 2en=(SNeg):  Zey=p(SNes)- (A2)

However, if we have two detectors that have comparable . .
sensitivities, it is possible to obtain an improved upper limit Then, x* is defined by
compared to a single-detector analysis. As an example, let us N 0 12 0 i)y 2
imagine the case when the sensitivity of LISM is the same as 2_ 3 (Ziey= Z¢&) "+ (Zyg)— Z¢g))
that of TAMA300. The result of galactic event simulations X =] o2 '
suggests that the detection efficiency in the case of a single- @
detector analysis is 0.35, while it improves to 0.48 in thewith
case of a coincidence analysis. These values are translated to
upper limits on the galactic event rate of 0.028h] (90% N N 1
C.L.) for the single-detector case and 0.01¢h] (90% C.L) ‘T(Zi)z (h?c)) ’hglc)))z(h?s)) ’hgls)))= n (A4)
for the two-detector case.

The method of a coincidence analysis and the method t&rovided that the noise is Gaussian, this quantity must satisfy
set an upper limit to the event rate proposed here can bie y?-statistics with 21— 2 degrees of freedom and is inde-
readily applied to the case when there are more than twpendent ofp= ‘/zz(c)Jrz(ZS). For convenience, we use a re-
detectors with arbitrary arm directions. Hence these methodguced chi-square defined by#/(2n—2). In this paper, we
will be useful for data analysis for a network of interferom- choosen= 16.
eteric gravitational wave detectors in the near future. In the case of TAMA300, it was found that there was a

strong tendency that noise events with laggehave large
values ofp. Since the value of? will be independent of the
ACKNOWLEDGMENTS amplitude of inspiral signals when the parameters such,as
M and » of the signal are equal to those of a templet],
one may expect that we can discriminate real signals from

; ; i ts by rejecting events with largé, and this
Education, Culture, Sports, Science and Technology of Jgloise even .
pan, and in part by JSPS Grant-in-Aid for Scientific Re_method was used in the TAMA300 DT2 analyps.

search Nos. 14047214, 12640269 and 11304013. However, in .reality, since we perform analysis on a dis-
cretet. and a discrete mass parameter space, the parameters

of a signal do not coincide with those of a template in gen-
eral. We have found in the analysis of the TAMA300 DT4
data in 2000 that this difference produces a large valug?of
when theSNRof an event is very large even if the event is
The real data from TAMA300 and LISM contain nonsta- real[22]. Thus, if we apply a threshold to the value xf to
tionary and non-Gaussian noise. One way to remove the irreject noise events, we may lose real events with |SY&
fluence of such noise is a veto analysis by using the data dfhis is a serious problem since an event with a |&38Rhas
various channels which monitor the status of the interferoma high statistical significance of it to be real. This led us to
eters and their environments. Such an analysis has been pémtroduce a different rejection criterion when we performed
formed using the data of TAMA30024]. However, more an inspiraling wave search with the TAMA300 DT4 data
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APPENDIX A: METHOD TO DISTINGUISH BETWEEN
REAL EVENTS AND NON-GAUSSIAN NOISE
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FIG. 14. Detection efficiency for g threshold. In this figure, ~=3.28 sec. The crossés-) are the events survived after the time

the threshold is set tg?=1.5. selection, and the circled crosses)(are the events survived after

the time, mass and amplitude selections.
[22], namely, a threshold on the value @f\/x?. By galactic
event simulations, we found that this new criterion can givematched filtering outputsee Sec. Il B, to see if our con-
a better detection efficiency of the galactic events withoutclusion is affected by a different choice Atf.
losing strong amplitude events. Here we adopi\t=3.28 sec. In this case, the total num-
Here we examine whether the\/x? selection is useful ber of events is found to be 158,437 for TAMA300 and
also in the case of the TAMA300 DT6 data. For comparison142,465 for LISM. The numbers of events survived after
the detection efficiency for a simpj¢ threshold is shown in €ach step of the coincidence selections are given in Table V.
Fig. 14. The corresponding estimated numbers of accidentals are also
For the y><1.5 threshold, using 287.6 h of the data, theshown. The scatter plots of these selected events are shown

false alarm rate 2.01/yr] determines th&NRthreshold to be in Figs. 15 and 16. We see that the number of coincident
p=12.5. This gives the detection efficiency of 0.213. On theevents is consistent with the number of accidentals within the
other hand, as discussed in Sec. IV, the detection efficienc§tandard deviation, in agreement with our conclusion given
in the case of the/\/x? threshold is 0.263 for the same false in the main text of this paper.

alarm rate, 2.J1/yr]. We thus find that we have a better

efficiency for thep/+/x? threshold, although the gain of ef- APPENDIX C: SIDEREAL TIME DISTRIBUTION

ficiency is not very large. However, the important point is

that we have much larger detection efficiency for signals In this appendix, we examine the sidereal time distribu-
with large SNR tion of the events. In Fig. 1@), we plot the number of co-

incident events as a function of the local sidereal hour at the
location of TAMA300. The estimated number of accidental
coincidences are also plotted, which are obtained by the

In this appendix, we consider the case of a differentsame time shift method used in Sec. V C but for data within
choice of the length of duratiosit to find local maximum of each bin of the sidereal hour. If the gravitational wave

APPENDIX B: DIFFERENT CHOICE OF At

TABLE V. Results of coincidence analysis in the cade= 3.28 secn,is the number of coincidence evems,, 0. are the estimated
number of accidental coincidence and its variance.

Results of independent matched filtering searches

TAMA300 LISM
Number of events 158,437 142,465

Results of coincidence analysis

Nobs Fa(:;_;acc
after time selection 70 75%08.6
after time and mass selection 18 18481
after time, mass and amplitude selection 17 3B
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g e sistent with accidentals, although there are a few hours in
O _after "time, mass and amplitude" coincid which the agreement is not very good. Thus, we conclude
7r 7 . that the result of the sidereal hour distribution is consistent
+ with the number of accidentals, and there is no signature of
NG o4 P gravitational wave event.
— ++ + +® o In Fig. 17b), we also plot the number of coincident
Nﬁ 5t o 4+ + + & ® 4 _ events as a function of the Japanese Standard Tdg8@).
= jﬁr* ore + Since the deviation of the local sidereal time from JST is not
Q% s L+ & + + very large during the period of observation, this figure is
4+ -+ 4+ .S -
e H- ® very similar to Fig. 17a). The reason that there are many
5 " ¥ i f@r & w | coincident events during 20:00 to 22:00 JST is due to a large
t e & 4 X number of events recorded by LISM during that period. Dur-
+9 oty T o ing the DT6 observation, there were some activities in the
r ® o+ 7 ] Kamioka mine from 20:00 to 22:00 JST, and trucks went
through the tunnel of the mine during that period. We suspect
i 2 3 4 5 5 7 ) this caused fake events in LISM.
/( 2 )1/2
Prama Xrama
. APPENDIX D: PARAMETER ESTIMATION ERRORS
FIG. 16. @TAMA/\/XTZAMA, Pusm/\/qusm) scatter plots in the INDUCED BY DETECTOR NOISE
caseAt=3.28 sec. The crossés) are the events survived after the
time selec_tion, and the circled_crossm)(ar_e the events survived In this appendix, we briefly review the theory of the pa-
after the time, mass and amplitude selections. rameter estimation error developed[23]. This is used in

determining the parameter windows for the coincidence
sources are sharply concentrated in the galactic disk, wenalysis in this paper.
would detect more events when the zenith direction of the In the matched filtering, for a given incident gravitational
detector coincides with the direction to the galactic planewvave, different realizations of the noise will give rise to
than the rest of time. The zenith direction faces to the galacsomewhat different best-fit parameters. For a |88 the
tic disk at around 6:00 and 18:00 in the sidereal hour. Sincgest-fit parameters will have Gaussian distributions centered

LISM is only sensitive to sources within a few kpc, we may o, the correct values. Specifically, Btbe the correct values

not be able to see any significant excess of the events in th ~ i .
galactic disk within this distance unless the concentration oPef the parameters, and lét+A¢' be the best-fit parameters

the sources to the galactic disk is very strong. Even in thi In the presence of a realization of noise. Then for |84

. . | . _
case, it is useful to investigate the sidereal time distributioﬁlhe parameter estimation erraks/’ have the Gaussian prob

to look for signatures of real events. ability distribution
We find that the distribution of coincident events is con-
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(a)go —_— ( )90 —_— wherel’;; is called Fisher Information matrix defined by
?
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2 . geo_ e and N'= Jdet(I'/27) is the normalization factor. It follows

g sof 8 50} : that the root-mean-square errorsénis given by
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£ £ ' o= \[(86)7]= 5T, (D3)
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whereX=I""!, and the correlation coefficient between pa-
20} 20f 1 rametersd' and @' is given by
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FIG. 17. (a) The event distribution as a function of the local By def|r)|t|0n,_ eactr! lies in th? raf‘ge. € 1’.1)' .
sidereal time. The solid line represents the number of coincident As given |r_1 S_ec._ IllA, an inspiraling signal in the fre-
events per one sidereal hour. The dot-dashed line represents thyency domain is given by
estimated number of accidentald) The number of coincident _ )
events as a function of the Japanese Standard Time. h(f)=.Af 76N, (D5)
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Here we consider the phagéf) up only to the second post-
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oh(f 5i
Newtonian order but including the effect of the spins of stars. I—(/\il 1287 aMFE) "1+ A (mMT)2R—B, (M)
Note that this is slightly different from the template formula gin
(4) used in our analysis. The phag€¢f) is given by +C4(7er)4’3}F(f),
p(f)=2mft,— p.— ( M)~ 5’3[ 20(743 oh(f) i
= 4T - ar.
T 71 128 9 (336 = ——(7MF) B AL TMF)2BP—Bg(7MT)
dlny 96
1 M23— 404 ME)+1 3058673 e
+7 7| (7Mf) (47— B)(aMT)+10 7575062 +Cy(mM )N (1),
5429 617 dh(f) 3i
4/3 —3/5, 2/3"'
100877+ 1447; )(wa) . (D6) B =357 (7 MF)"h(f),
In the above B is the spin-orbit parameter given by In(f) 15i -
_ = _—4l5 =1/
L2 P 62" (7 MF)"*h(f). (D13
= > [11am,/M)+757]L - x;, D7 .
12 2’1 [113m; /M) +75m]L - x 9 Here we have defined
and x;=S/m?, and S is the spin angular momentum of (743 11 )
each star, andl is the unit vector along the orbital angular ~ 30336 4
momentum vector. The spin-spin parameteis given by g
o o By=¢ (47— B),
C, o 305867 3058673 5429 617 D14
We define =2 To16064" 10087+ 1247 (b14)
maxf ™~ 7/3
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We also define the frequency momeitsof the noise spec- ° 168 4
trum density:
27
fmax Bs= g (47— A),
o= | "af (7S] 010
0
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— . (e 3 5= 18 To16064" 20327 96 7
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Finally, the components dff can be obtained by evaluat-
In order to evaluate the Fisher matrix, we calculate theing Eq.(D2). They can be expressed in terms of the param-

derivatives ofh(f) with respect to the seven parameters

eters 0, the signal-to-noise ratip, and the frequency mo-

0=(In A, fote o In M,In 7,50, (D12) mentsf ;. The components df;; are given by
Iy ai= 9 j=InA,fote,dc, InM,In7n,0,B),
where f is a fiducial frequency which is taken to be the nA o AJp ( ole: e 7 (516)
frequency at whicls,(f) becomes minimum. We obtain
1—
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225 .. o o from_2=l“*1,_ qnd the root-mean square errors and the cor-

00= 7096”7 (M)~ f3p”. (D52)  relation coefficients are computed from E¢®3) and (D4).
For example, using a typical noise spectrum density of
TAMAS3O00, the root-mean square errors of the parameters in

the case p=10 and B=0=0 are evaluated to be
It is ensured by these formulas that the eigenvalues of tha 4 ™MA/ ATAMA=0 10, At*A=0.65 msec, A¢pMA
Fisher matrix are always positive definite. =6.88 radians, AM AMA/ATAMA=143x107?, and
The variance-covariance matri’ can now be obtained A 7™MA/,™MA=2 47x 1071,
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