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ABSTRACT
Detecting relations among objects is a crucial task for image un-
derstanding. However, each relationship involves different objects
pair combinations, and different objects pair combinations express
diverse interactions. This makes the relationships, based just on vi-
sual features, a challenging task. In this paper, we propose a simple
yet effective relationship detection model, which is based on object
semantic inference and attention mechanisms. Our model is trained
to detect relation triples, such as <man ride horse>, <horse, carry,
bag>. To overcome the high diversity of visual appearances, the
semantic inference module and the visual features are combined
to complement each others. We also introduce two different atten-
tion mechanisms for object feature refinement and phrase feature
refinement. In order to derive a more detailed and comprehensive
representation for each object, the object feature refinement module
refines the representation of each object by querying over all the
other objects in the image. The phrase feature refinement module
is proposed in order to make the phrase feature more effective, and
to automatically focus on relative parts, to improve the visual rela-
tionship detection task. We validate our model on Visual Genome
Relationship dataset. Our proposed model achieves competitive
results compared to the state-of-the-art method MOTIFNET.

CCS CONCEPTS
•Computingmethodologies→ Scene understanding; Seman-
tic networks; Image representations.

KEYWORDS
Relationship detection; Semantic module; Attention mechanism;
Feature refinement
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1 INTRODUCTION
Identifying relationships between objects in an image is a funda-
mental but challenging task. The identification of relationships
can be applied to high level visual tasks such as image retrieval
[3, 12, 19] and image captioning [4, 23]. The image can then be
interpreted with a set of relationship triples, and each relationship
is made up of three elements. Subject and object are individual in-
stances, e.g., man, face, hand, shoe, sock etc., and a predicate is used
to identify the pair-wise relationship between subject and object,
e.g., in, of, holding.

Current state-of-the-artmethods [2, 5, 10, 11, 13, 17, 18, 22, 25, 26]
follow the pipeline of object detection [20]. A general approach
uses a message passing structure [7–9, 22, 24], which first output a
list of scored object instances and their corresponding feature maps,
named object features. Then, based on the detected object pairs of
sub-regions, sub-region features are extracted, which is also called
phrase features. Finally, these two kinds of features communicate
with each other through the message passing structure.

We propose a novel relationship detection model, which consid-
ers the semantics of the subject and object. The object and subject
features, as well as the phrase feature are refined based on attention
mechanisms. In the object feature refinement module, the global
information, especially the features of the other objects, is used. In
the phrase feature refinement module, an attention mechanism is
also used to extract the regions of interested object and subject. This
can remove the influence of the background in the sub rectangle
region. Encoding the global context for each individual instance
also provides more clues for object classification.

In the commonly used dataset, such as Visual Genome [6], we
find that the categories of the subject and object are statistically re-
lated. This hints that the semantic relationship may supply enough
information to exploit the relationship detection. Furthermore, the
phrase region represents the area covering both subject and ob-
ject, which contains redundant information, especially when the
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subject and object are far away from each others, such as <man,
flying, kite>, where the phrase region not only contains the use-
ful information of man and kite, but also contains a lot of useless
information.

In summary, our contributions are: (1) We propose a novel re-
lationship detection approach, where the object feature is refined
through an attention mechanism of the global image context, and
the semantic inference is used to enhance the relationship detection
accuracy. In addition, the phrase region feature is adaptively refined
based on the phrase context. (2) In the object feature refinement
module, according to the geometrical relationship of the detected
objects in the image, each object’s feature is refined adaptively
based on the neighbouring objects. (3) In the phrase feature refine-
ment module, by learning the attention map of the union region,
this module focuses the attention on some specific parts to facilitate
the predicate recognition, which can reduce the huge variability of
the phrase region.

2 METHOD
An overview of our model is shown in Figure 1. For a given image,
our main goal is to generate an accurate relationship triple, such
as <man, playing, skateboard> and at the same time, localize the
precise bounding box positions of the object and subject. In the
pipeline of our proposed model, first, a set of candidates are gener-
ated by Faster-RCNN, which is a popular deep learning module to
detect objects. Second, based on the bounding boxes and categories
of the objects that are detected by Faster-RCNN, the object feature
refinement module (the output of this module is called object re-
finement feature in the following) is used to enhance the object
feature representation through the contextual information of all
the other objects in the image. Third, the paired subject and object
is selected, which contains the features of the subject refinement
feature, object refinement feature, subject category, object category,
and the phrase feature. Fourth, in order to form a comprehensive
feature for the relationship detection, we concatenate the outputs
of the semantic inference module, the phrase feature refinement
module and the subject/object refinement features. In the semantic
inference module, the categories of the subject and object are fused
through a fully connected layer. In the phrase feature refinement
module, an attention mechanism is used to adaptively refine the
phrase feature according to its context. Finally, the concatenated
features are used to produce a predicate classification score. In the
following subsections, we discuss these modules in detail.

2.1 Object Feature Refinement Module
Object Detection pipelines serve as a basic block for visual re-
lationship detection. In this work, we use Faster R-CNN [20] to
locate a set of candidate objects. Each candidate object comes with
a bounding box and an appearance feature, which are used for the
Object Feature Refinement Module.
Object Feature Refinement Through Attention Mechanism.
Specifically, we first use the output of conv5_3 of VGG16, and adopt
RoI-align to generate the object region feature. Then this feature
is input into two fully connected layers and it outputs a feature
vector of 4096 dimensions fn .
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where Pmn corresponds to the relative position representation of
objectm to object n, where x ,y,w andh denote the x, y-coordinates,
width, and height of the object bounding box, respectively.

wmn
G = ReLU

(
WG · Emb

(
Pmn

) )
(2)

The relative position vector is first mapped to a high-dimension by
adopting the method in [21], then it is transformed by a parameter
matrixWG and activated by a ReLU unit to get a scalar weight.

wmn
A =

(W1 fm ) · (W2 fn )
T√

dk
(3)

whereW1 andW2 are transformation parameters.
The final weight is obtained by combining wmn

G and wmn
A to-

gether, as follows.

wmn =
wmn
G · exp

(
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A

)
∑N
k=1w

kn
G · exp

(
wkn
G

) (4)

In Eq.4, we compute all the weights to object n, and then get the
final refinement features cn for object n.

cn = fn +
N∑

m=1

(
wmn · fm

)
(5)

2.2 Semantic Inference Module
We use a simple and effective method . The word vectors can de-
note the embedded semantic context between different words in
a semantic space [14, 16]. Prior-work [14] calculates the cosine
distance to determine the similarity between different words in the
embedded word space. But since there can be multiple relationships
between a pair of objects, the cosine distance therefore cannot ade-
quately express the variety of relationships. In our proposed work,
the semantic spatial distance is also used to express the correla-
tion between subject and object. In addition, we use instead the
Hadamard Product to express the correlation in the embedded word
space.

first, we take the categories of subject and object to generate
feature embedded vectors. Specifically, we split each embedded
word vector into two parts, the first represents the semantic vector
of the subject and the second corresponds to the representation of
the object. Second, according to the candidate pair, the correlation
between the subject embedded vector and the object embedded
vector is computed by the Hadamard Product operation. Finally,
the correlation distance is transformed by a Fully-Connected layer
to produce a semantic feature vector. We individually experiment
with this semantic prediction module and the results are shown
in Table 3. We use this model as a baseline to further explore the
efficiency of our proposed method.
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Figure 1: Overview of the proposed object relationship detection framework

2.3 Phrase Feature Refinement Module
We also extract the effective visual appearance information to pro-
mote the final learning task. Specifically, phrase proposals are con-
structed to express a relationship triple as in [2, 9, 22]. Each phrase
proposal is a box region which covers both subject and object. Due
to the complexity of the scene, the meanings are totally different
when they produce different relationships. For example, <man rid-
ing horse> and <man standing beside horse> are two different triples
because of the different surrounding appearance information.When
the surrounding context is considered, more noisy information is
prone to be added. We design an attention mechanism to automati-
cally focus on the important parts of the union area. Our approach
is shown in Figure 2.

First, for each candidate pair of objects, the union area of subject
and object is fed into a CNN to extract an L × L ×C dimensional
appearance feature mapX , which is used to represent the predicate,
where L is the spatial size of the feature map whileC is the number
of feature channels. Second, in order to enrich the local feature
and produce an enhanced phrase feature, we use the low rank
attentional pooling operation to approximate the second-order
pooling [1] on union region feature map. Specifically each phrase
feature map X is used to produce a bottom-up attention score
with h = ReLU (Xb) ∈ RL×L . We then use the score h to compute
a weight-average feature X

′

with X
′

= Xh ∈ RL×L×C . Third,
we query the weight-average feature X

′

to decide if each L × L
image region belongs to the subject or object or none of them. It is
computed as follows:

Xs = ReLU (X
′

· Emb(S)) (6)

Xo = ReLU (X
′

· Emb(O)) (7)

where S and O are the subject and object category vectors, re-
spectively. By embedding the category vector into C dimension,
the class-specific attention feature map can be generated by the
dot product. Xs and Xo denote the attention over the subject and
object. Finally, we use element-wise multiplication on the subject
attention map, object attention map and the union feature map to

Figure 2: Our proposed union feature refinement module.

produce the refined phrase feature, and two fully-connected layers
transform it to a 4096 dimensional vector.

3 EXPERIMENTS
We evaluate our method on the Visual Genome (VG) dataset [6].

3.1 Task Definition
Similar to [13], we make three task settings for evaluation: (1)
predicate classification (PredCls): gives the labels and locations
of both the subject and object, the model only focuses on predicate
classification. (2) scene graph classification (SGCls): gives the
locations of both the subject and object, the model needs to perform
object classification for the located objects, and then classify each
pairwise relationship. (3) scene graph detection (SGDet): outputs
a set of relation triples <subject, predicate, object>, which requires
that the IoU of detected subject with its ground truth box, and the
IoU of detected object with its ground truth box are bother bigger
than 0.5. Since the annotated relationships are incomplete in the
dataset, recall@K is adopted as evaluation metrics.

3.2 Comparison with state-of-the-art
We compare with the following models which use the same dataset
partition criteria [22] on VG dataset. The models that we use for
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Table 1: Experimental results of different methods on VG[6]. The results of other methods and our proposed model are in-
cluded. We report per type predicate classification accuracy with recall rates.

Model Predicate Classification Scene Graph Classification Scene Graph Detection
Recall@50 Recall@100 Recall@50 Recall@100 Recall@50 Recall@100

VRD[13] 27.9 35.0 11.8 14.1 0.3 0.5
MESSAGE PASSING[22] 44.8 53.0 21.7 24.4 3.4 4.2
ASSOC EMBED[15] 54.1 55.4 21.8 22.6 8.1 8.2
VRL[10] - - - - 12.5 13.4
MOTIFNET[25] 65.2 67.1 35.8 36.5 27.2 30.3
Attention 65.0 67.1 36.3 37.1 26.6 29.5

Table 2: Ablation analysis of our proposed model. B is Baseline Model, V is visual module. We record each model’s relative
improvement to the Baseline model.

Model Predicate Classification Scene Graph Classification Scene Graph Detection
Recall@50 Recall@100 Recall@50 Recall@100 Recall@50 Recall@100 mean

B 58.2 62.3 31.6 33.3 24.9 28.3 39.76
B +V +5.6 +2.4 +0.5 +0.4 +0.8 +1.0 +1.78
B +Vhard +6.0 +3.9 +2.0 +1.4 +1.2 +1.4 +2.65
B +Vsof t +6.5 +4.5 +4.5 +3.7 +1.4 +0.9 +3.58
Attention +6.8 +4.8 +4.7 +3.8 +1.7 +1.2 +3.83

Table 3: Ablation studies of object feature refinement type.

Exp Weight Type Scene Graph Classification
Visual Geometry Recall@50 Recall@100

1 34.7 35.6
2

√
35.9 36.8

3
√ √

36.3 37.1

comparison includeVRD [13],MESSAGE PASSING [22],ASSOC
EMBED [15],VRL [10] and recently introduced the state-of-the-art
MOTIFNET [25]. The results are listed in Table 1. The Attention
model is our final model, which combines the object feature refine-
ment module, the semantic inference module and the phrase feature
refinement module together. From Table 1 one can note that: (1)
The results of VRD [13] andMESSAGE PASSING [22] are quite
poor. This is due to the fact that a great number of relation types
and the imbalanced examples distribution make it difficult for their
techniques to identify the predicates using either the linguistic or
the visual cues. (2) MOTIFNET [25] uses bidirectional LSTM to
encoding context information for both object and relation, in the
mean time, they explore statistics in VG dataset, which is benfical
to the specific dataset. (3) Our final model achieves a relative gain
on Scene Graph Classification task, which indicates that our object
feature refinement within images is benefited for the classification
task.

3.3 Ablation Studies
In our ablation studies, we give a detailed comparison of combi-
nations of different modules which construct our proposed model.
The models are explained as follows.
BaselineModel (B), which directly our semantic inference module

to predict the relationships.
Visual Model (B +V ) additionally uses the union area visual ap-
pearance without refinement.
Hard Attention Visual Model (B+Vhard ) constructs two binary
masks to represent the relative position of the subject and the object.
Then by adding the spatial mask feature, the regions of subject and
object are enriched.
Soft Attention Visual Model (B +Vsof t ) uses our phrase feature
refinement module, which learns to focus on the specific parts of
the union region feature. This model can explore more specific
expressions at the instance-level.
Attention Model (Attention) is our complete model. We combine
the object feature refinement module, the semantic inference mod-
ule and the phrase feature refinement to jointly predict relation-
ships.

We also perform an ablation study to validate the effectiveness
of the object feature refinement module and the different refining
strategy for object feature refinement. Our results are listed in Table
3. The first experiment (Exp.1) removes the object feature refine-
ment operation after Faster R-CNN, and directly uses the object
detection feature. In Exp.2 we only use the geometrical relationship
of the pair boxes to refine each object feature. Exp.3 shows the
joint use of the geometrical and visual information to determine
the fusion weight for object feature refinement.
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