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#### Abstract

In operation research, the Multiple Knapsack Problem (MKP) is classified as a combinatorial optimization problem. It is a particular case of the Generalized Assignment Problem. The MKP has been applied to many applications in naval as well as financial management. There are several methods to solve the Knapsack Problem (KP) and Multiple Knapsack Problem (MKP); in particular the Bound and Bound Algorithm $(B \& B)$. The bound and bound method is a modification of the Branch and Bound Algorithm which is defined as a particular tree-search technique for the integer linear programming. It has been used to obtain an optimal solution. In this research, we provide a new approach called the Adapted Transportation Algorithm (ATA) to solve the KP and MKP. The solution results of these methods are presented in this thesis. The Adapted Transportation Algorithm is applied to solve the Multiple Knapsack Problem where the unit profit of the items is dependent on the knapsack. In addition, we will show the link between the Multiple Knapsack Problem (MKP) and the multiple Assignment Problem (MAP). These results open a new field of research in order to solve KP and MKP by using the algorithms developed in transportation.
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## Introduction

Primarily, our research interest was the Generalized Assignment Problem (GAP). The GAP is a generalization form of the classic assignment problem where a task can be assigned to more than one agent. It consists in assigning $n$ tasks $j=1, \ldots, n$ to $m$ agents $i=1, \ldots, m$. A task $j$ can be performed by agent $i$ with weight $w_{i, j}$ such that the sum of weight will not exceed the capacity $W_{i}$. The assigned of task $j$ to agent $i$ induces a cost $P_{i, j}$. If we consider the decision variable

$$
X_{i, j}=\left\{\begin{array}{lr}
1 & \text { if task } i \text { is assigned to } j \\
0 & \text { else }
\end{array}\right.
$$

The GAP can formulated as

$$
\operatorname{GAP}\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{j=1}^{n} w_{i, j} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j}=1 ; \quad j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; \quad i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

The Generalized Assignment Problem is extensively studied, and many algorithms have been proposed to solve it. The subject constitutes my first seminar presentation. This has provided to me the opportunity to make a general review on the subject. From this, we notice that the problem has a large range and collection a specific subject is very difficult of the master thesis. Therefore, we decided to narrow the research on the GAP where the
parameters $w_{i, j}$ are uniform i.e. $w_{i, j}=1$ and called Uniform Generalized Assignment Problem (UGAP). The UGAP is formulated as

$$
\operatorname{UGAP}\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{j=1}^{n} X_{i, j} \leq W_{i} ; i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j}=1 ; j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

Our goal was to select some algorithms developed for the GAP in order to adapt it and simplify it for the UGAP. We notice that the UGAP was fully studied when the parameters $W_{i}$ are integers as the Group Role Assignment Problem (GRAP). Zhu et al [76] had provided a very elegant approach to solve those problems. Therefore, we decided to extend the research to a more general form where $w_{i, j}=w_{j}$ and the coefficients of the objective $P_{i, j}=P_{j}$. This provides the $0-1$ minimization Multiple Knapsack Problem. The minimization MKP is a special case of the GAP where the profit and weight for each item are independent of the knapsack. It can be formulated as an integer linear programming problem

$$
M K P\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{j} X_{i, j} \\
\sum_{j=1}^{n} w_{j} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j}=1 ; \quad j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

The MKP is a generalization of the $0-1$ Knapsack Problem where there is a single knapsack. The purpose is to provide a new approach for solving the MKP and its single form. The idea of the approach begins by linking the KP and the Linear Transportation Problem (LTP). After that, we solve the problem by using the Adapted Transportation Algorithm (ATA). We also apply this algorithm for solving the MKP. The initial solutions are obtained by using Vogel Approximation Method (VAM) which is a heuristic method of solving the Transportation Problem (TP). After that, we improve the initial solutions by using the dual variable and resulting reduced cost. The outline of this thesis is organized as following:

In chapter 1, we present the Generalized Assignment Problem because it is a generalization of the subject of this thesis. It is formulated as an integer linear programming. In this chapter, we are also presented some applications and extensions of the GAP.

In next chapter, we propose the $0-1$ Knapsack Problem and also formulate it as an integer linear programming. In addition, we focus on the Branch and Bound Algorithm $(B \& B)$ as a method for solving the problem. We illustrate the result by an example. The following chapter is about the $0-1$ Multiple Knapsack Problem. In addition, we introduce the Branch and Bound Algorithm and the Bound and Bound Algorithm. The Bound and Bound algorithm is a modification method of the Branch and Bound Algorithm. Therefore, we also provide an illustration example that has been solved by the Bound and Bound Algorithm to obtain an optimal solution.

In chapter 4, we begin by presenting the Transportation Problem which is also formulated as an integer linear programming problem. After that, we show the link
between the Knapsack Problem and the Linear Transportation Problem. The resulting method is an adaptation of the transportation algorithm and provides an optimal solution. We apply this algorithm to the same example that has been introduced in chapter 2 . In chapter 5, we present the Multiple Knapsack - Transportation Problem (MKTP). We apply the Adapted Transportation Algorithm for solving the problem and also provide an optimal solution. Actually, in this chapter, we present two different examples. In the first the profit of each item $j$ are independent of knapsack $i$ while the second it is dependent of the knapsack $i$.

The last chapter is about the Multiple Assignment Problem which is a generalization of the classic Assignment Problem. Therefore, we introduce and formulate the problem as an integer linear programming problem. We also present some cases of the MAP. One of these cases is called Group Role Assignment Problem. In addition, we show that the GRAP is indicated to the GAP and also can be a Multiple Knapsack Problem in particular cases.

## Chapter 1

## 1 Generalized Assignment Problem

### 1.1 Introduction

The Generalized Assignment Problem (GAP) is a problem in combinatorial optimization. It is known as a generalization form of a classic Assignment Problem (AP) when the number of both task and agent are equal. However, for the Generalized Assignment Problem (GAP), the number of agents assigned to each task could be different from one to the other.

The objective of the Generalized Assignment problem is to minimize the obtained cost without exceeding the capacity. In addition, it has been applied to many real - life applications in governments and industries such as various routing problems and flexible manufacturing systems.

Moreover, the GAP has been solved by many algorithms some of them give an optimal solution, and others provide an approximate solution.

In this chapter, we will briefly present the Generalization Assignment Problem which is a generalization of the subject of this thesis; the Multiple Knapsack Problem (MKP).

### 1.2 Literature review of the Generalized Assignment

## Problem

The GAP is known to be an NP- complete problem and cannot be solved by a polynomial - time approximation algorithm. Therefore, there are several approximation algorithms for GAP. This is due to the fact that these algorithms address a different setting where available agent capacities are not fixed and the weighted sum of cost and available agent capacity are minimized. All of these algorithms have feasible solutions; therefore, for some of them the feasible solutions are required as an input.

Using an implicit enumerative procedure can help to obtain an optimal solution for GAP. An implicit enumerative procedure has two methods: branch and bound scheme, and branch and price scheme. The branch and bound has four procedures: an upper bounding procedure, a lower bounding procedure, a branching strategy and a searching strategy. A branch and price method is known to be similar to branch and bound method; however, the bounds can be obtained by solving the LP - relaxations of the subproblems by column generation.

Ross and Soland [61] suggested the first branch and bound algorithm for solving GAP. The GAP is considered a minimization problem; therefore, Ross and Soland [61] achieve the lower bounds by relaxing the capacity constraints. Martello and Toth [43] proposed removing the semi - assignment constraints where the problem decomposes into a series of knapsack problems. Chalmet and Gelders [10] introduced the Lagrangian relaxation algorithm of the semi - assignment constraints. Fisher, Jalikumar and Wassenhove [18]
used this technique with multipliers by heuristic adjustment methods to obtain the lower bounds in the branch and bound procedure.

Guignard and Rusenwein [23] proposed a new algorithm which is Known as a branch and bound algorithm. With an enhanced Lagrangian dual ascent procedure this algorithm effectively solves GAP with up to 500 variables. This algorithm solves a Lagrangian dual at each enumeration node and adds a surrogate constraint to Lagrangian relaxation model. Drexl [15] introduced a hybrid branch and bound /dynamic program algorithm where the upper bounds are obtained by an efficient Monte Carlo type heuristic. Nauss [51] presents a branch and bound algorithm where linear programming cuts, Lagrangian relaxation, and subgradient optimization are used for achieving good lower bounds. Furthermore, Ronen [60] who proposes feasible - solution generators with heuristic uses them to derive good upper bounds. Nauss [50] has also used similar techniques as Ronen in order to solve the elastic generalized assignment problem.

For branch and price algorithm, Savelsbergh [64] proposed first branch and price algorithm to solve the GAP. Martello and Toth [40] presented a combination of branch and price algorithm.

Nasberg [28] introduced a knapsack problem by using the combination of the algorithm to calculate the upper bound and pricing problem. Barnhart et al [4] developed the formula of GAP via applying Dantzig - Wolfe decomposition to obtain a tighter LP relaxation. A series of knapsack problem can solve the LP relaxation of reformulated problem pricing. Pigatti et al [56] introduced a branch and cut - price algorithm with a stabilization mechanism to speed up the pricing convergence. Ceselli and Righini [9]
proposed a branch and price algorithm for multilevel generalized assignment problem which is based on a decomposition and a pricing subproblem: a multiple - choice knapsack problem. Since the GAP is considered as an NP - hard problem; therefore, some instances of the GAP are computationally intractable. That reason requires finding heuristic approaches. Since heuristic approaches can be used in two fold; they are used as stand - alone algorithm to obtain a good solution within a reasonable time and attempt to achieve the upper bounds in exact solution methods, for instance, the branch - and bound procedure. Although the variety of the heuristics is high, they mostly fall into one of the following two categories: greedy heuristics and mate - heuristics.

Klastorin [30] suggests a two stages heuristic algorithm for solving GAP. In stage one, the algorithm uses a modified subgradient algorithm to search for the optimal dual solution and in stage two, a branch and bound algorithm searches about the neighborhood of the similar solution that is found in stage one.

Cattrysse et al [8] used column generation techniques to obtain upper and lower bounds. A Column is represented as a feasible assignment of a subset of tasks to a single agent. The main problem is formulated as a set partitioning problem. New columns that have been obtained will be added to the main problem by solving a knapsack problem for each agent. A dual ascent procedure can be solved using LP relaxation of the set- partitioning problem. Martello and Toth [42] proposed greedy heuristic where it helps to assign the jobs to machines based on a desirability factor. This factor is known as the difference between the largest and second - largest weight factors. This heuristic approach uses to reduce a problem size by fixing variables to one or to zero. Lorena and Narciso [35]
developed Relaxation heuristics for maximization version of GAP where a feasible solution can be obtained by a subgradient search in a Lagrangian or surrogate relaxation.

Haddadi [24] introduces a substitution variable in a Lagrangian heuristic for GAP. This is defined as the multiplication of the problem where resulted relaxation is divided into two subproblems: the transportation problem and knapsack problem. Naricso and Lorena [49] find a good feasible solution by using relaxation multipliers with efficient constructive heuristics.

Haddadi and Ouzia [25] described a branch and bound algorithm; a standard subgradient approach that uses each node of the decision tree to solve the Lagrangian dual and find an upper bound.

There is a contribution that attempts to solve a GAP of smaller size by a new heuristic that is applied to exploit solution of the relaxed problem. Romijh and Romero Morales [59] applied the optimal value function from a probabilistic point of view and expanded a class of greedy algorithms.

Variable depth search heuristic (VDSH) introduced by Amini and Racer [1] and used to solve the GAP. VDSH is defined as a generalization of local search in which the size of the neighborhood adaptively changes to traverse a larger search space. Amini and Racer [2] expand a hybrid heuristic $(\mathrm{HH})$ around the two heuristics called VDSH and HGAP. There is another hybrid approach introduced by Lourenco and Serra [38] where a MAX MIN system (MMAS) are applied with GRASP for solving the GAP.

Yagiura et al [73] suggest a new method for solving the GAP and is called a variable depth search (VDS). The main idea of this method alternates between shift and swap moves to explore the solution space. The main goal of this method is that infeasible solutions are allowed to be considered.

Yagiura et al [72] developed VDS by incorporating branching search processes to construct the neighborhoods. Yagiura et al present appropriate choices of branching strategies, which subsequently help to develop the performance of VDS.

Lin et al [34] mention several observations on VDSH method by a sequence of computational experiments. They propose six greedy strategies for generating the initial feasible solution and created new simplified strategies. This is a positive change as the purpose is to improve phase of the method.

Osman [52] expands a hybrid heuristic that incorporates simulated annealing and tabu search.

Yagiura et al [70] suggest a tabu - search algorithm as a new heuristic for solving the GAP, which uses an ejection chain approach where an ejection chain is defined as an embedded neighborhood construction that compounds simple move to design several complex and powerful moves. Yagiura et al [70] considered the chain to be a series of shift moves where each two successive moves share a common agent.

Yagiura et al [71] develop their previous method by introducing a new approach called a path relinking approach. A path relinking approach is a known mechanism for producing new solutions by combining two or more reference solutions.

Asahiro et al [3] improve two parallel heuristic algorithms based on the Ejection Chain local search EC presented by Yagiura et al [70]. They proposed that EC has two parallels multi - start and parallel EC (MSPEC) cooperative parallel EC (CPEC).

Diza and Fernadez [14] create a flexible tabu - search algorithm for solving the GAP. The search allowed to research about an infeasible region and adaptively modifying the objective function is the source of flexibility. The modification of the objective function happens due to the dynamic adjustment of the weight of the penalty incurred for violating feasibility. In this method with tabu - search method we can explore the infeasible region and solution is qualitatively preferred to other of its structure.

Chu and Beasley [11] improve a genetic algorithm for solving the GAP. Since genetic algorithm is defined to incorporate fitness - unfitness pair evaluation function as a representation scheme. This algorithm is used as a heuristic that helps to improve the cost and feasibility of GAP.

Feltl and Raidl [16] modify this algorithm by adding new features such us a modified selection and replacement scheme for dealing with an infeasible solution more appropriately and a heuristic mutation operator. Wilson [68] suggests another algorithm for GAP, which operates in a dual sense. This algorithm has tried to genetically restore feasibility to a set of near optimal solution.

Lorena et al [36] suggest a constructive genetic algorithm (CGA) for solving GAP. There are some new features for CGA that can be compared to GA such us dynamic population and population formation by schemata, etc...

Lourenco and Serra [37] propose two metaheuristic algorithms for solving GAP. The first is a MIN - MAX ant system and is combined with local search and tabu - search heuristics. The second metaheuristic is a greedy randomized adaptive search heuristic (GRASP), which is considered with several neighborhoods.

Monfared and Etemadi [47] apply a neural network as an approach for solving the GAP.

### 1.3 The Mathematical Formulation of the GAP

It consists of minimizing the cost of assigning $n$ tasks to $m$ agents, so each task should be assigned to only one agent, subject to a capacity constraint for each agent.

The GAP can be formulated as an integer programming problem

$$
\operatorname{GAP}\left\{\begin{array}{c}
\min \mathrm{Z}=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{j=1}^{n} w_{i, j} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j}=1 ; \quad j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; \quad i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

The coefficient $P_{i, j}$ are the cost of assigning task $j$ to agent $i, w_{i, j}$ is the requirement coefficients "weight" when task $j$ is assigned to agent $i$ and $W_{i}$ is the capacity that is available for agent $i$. The objective function represents the total cost of assigning task $j$ to agent $i$. The first set of constraints represents the total weight of assigning task $j$ to agent $i$ does not exceed the capacity $W_{i}$. For the third equation, it says each task $j$ is assigned to exactly one agent. The final equation represents the binary conditions on the decision
variables where $X_{i, j}$ take on the value 1 when task $j$ is assigned to agent $i$ and 0 otherwise.

The Generalized Assignment Problem (GAP) usually has a large dimension and is a very general problem which is constituted by some special cases of a problem.

The 0 - 1 Multiple Knapsack Problem is a special case of the Generalization Assignment Problem (GAP) when item $j$ assigns to knapsack $i$ with weight $w_{j}$, profit $p_{j}$ and capacity $W_{i}$.

The classical Assignment Problem (AP) is also a special case of the Generalization Assignment when $w_{i, j}=1$ for all $i \in m, j \in n$ and $m=n$.

Also, the Generalized Assignment Problem (GAP) can be interpreted as a specialized Transportation Problem (TP) when the quantity demanded at each destination should be supplied by a single origin and $w_{i, j}$ is constant for each $i$.

In the next section, we introduce the relaxation of the Generalized Assignment Problem (GAP).

### 1.4 Relaxation heuristic for the Generalized Assignment

## Problem

In this section, we present two different types of relaxation heuristics for the GAP: Lagrangian Relaxation and Surrogate Relaxation.

### 1.4.1 Lagrangian Relaxation

Lagrangian relaxation has been introduced in many survey papers [61] [17] [35] and books [55] [43]. It based on the relaxation of the capacity constraints. The GAP is defined by using a positive vector $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ of multipliers and is formulated as

$$
L(G A P, \lambda)\left\{\begin{array}{c}
\max Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j}-\sum_{j=1}^{n} \lambda_{j}\left(\sum_{i=1}^{m} X_{i, j}-1\right) \\
\sum_{j=1}^{n} w_{i, j} X_{i, j} \leq W_{i} ; i=1, \ldots, m \\
X_{i, j} \in\{0,1\} ; \quad i=1, \ldots, m
\end{array}\right.
$$

Martello and Toth [43] proved the Lagrangian relaxation might be decomposed in $m$ independent $0-1$ knapsack problem. Therefore, the optimal solution of $L(G A P, \lambda)$ is

$$
z(L(M K P, \lambda))=\sum_{i=1}^{m} z_{i}+\sum_{j=1}^{n} \lambda_{j}
$$

Lorena and Narciso [35] showed that the optimal value of the Lagrangian Relaxation which is greater than or equal to the optimal value of the maximization version of the Generalized Assignment Problem.

### 1.4.2 Surrogate Relaxation

Surrogate Relaxation was proposed by Glover [21]. For the Generalized Assignment Problem, it defined a positive vector $\left(\pi_{1}, \ldots, \pi_{n}\right)$ of multipliers and is formulated as

$$
S(G A P, \pi)\left\{\begin{array}{c}
\max \mathrm{Z}=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i j} X_{i, j} \\
\sum_{i=1}^{m} \pi_{i} \sum_{j=1}^{n} w_{i, j} X_{i, j} \leq \sum_{i=1}^{m} \pi_{i} W_{i} \\
\sum_{i=1}^{m} X_{i, j}=1 ; j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

Lorena and Narciso [35] also present the optimal value of the Surrogate Relaxation which is greater than or equal to the optimal value of the maximization version of the GAP.

In addition, Lorena and Narciso [49] developed the previous relaxations by providing Lagrangean/surrogate relaxation for the GAP.

In the following section, we present applications and extensions of the Generalized Assignment Problem.

### 1.5 Generalized Assignment Problem Application and

## Extensions

The Generalization Assignment Problem (GAP) has been used to describe various real world applications. Therefore, there are several extensions of the Generalization Assignment Problem (GAP) such as the Multiple Resource Generalized Assignment Problem (MRGAP), the Multilevel Generalized Assignment Problem (MGAP), the Dynamics Generalized Assignment Problem (DGASP), the Bottleneck Generalized

Assignment Problem (BGAP), the Generalized Assignment Problem with Special Ordered Set (SOS), the Stochastic Generalized Assignment Problem (SGAP), the BiObjective Generalized Assignment Problem (BiGAP), and the Generalized MultiAssignment Problem (GMAP). These applications and extensions are briefly presented in order to show the diversity of the Generalization Assignment Problem. Most of these extensions can also be applied to the Multiple Knapsack Problem as a particular case of the Generalization Assignment Problem.

### 1.5.1 Multiple Resource Generalized Assignment Problem

Gavish and Pirkul [20] developed this assignment problem. It is considered as a special case of the multi - resources weighted assignment model and was studied by Ross and Zoltners [62]. MRGAP is defined to have a set of tasks and a set of agents, so a set of tasks should be assigned to a set of multiple resources consumed by an agent. In MRGAP each agent will consume diverse resources to perform tasks that have been assigned to the agent. MRGAP in large models can deal with processors and database locations in a distributed computer system [20]. The truck routing problem is an application that can be modeled as multi - resources weighted assignment.

### 1.5.2 Multilevel Generalized Assignment Problem

Glover et al [22] proposed MGAP, which is known to process a GAP where the agents can perform tasks at more than one level. The manufacturing problem is considered as an application that can be formulated as MGAPs [53].

### 1.5.3 Dynamic Generalized Assignment Problem

The DGAP purposes to track customer demand while assigning tasks to agents. Kogan et al. [31] have been adding the impact of time to the GAP model assuming that each task has a due date. They formulate an optimal control model for the problem where it supplies a dynamic system by analytical properties of the optimal behaviour.

### 1.5.4 Bottleneck Generalized Assignment Problem

The Bottleneck Generalized Assignment Problem (BGAP) occurs when the maximum of the individual cost are considered instead of the sum. Therefore, the problem becomes a minimax problem [46]. It means all maximum penalty incurred by assigning each agent to each task is minimized. It has applied to several applications such us in scheduling and allocation problems [44].

### 1.5.5 GAP with Special Ordered Set

The Generalized Assignment Problem (GAP) with special order set (SOS) proposed by Beale and Tomlin [5] includes some cases where each item can share via a pair of adjacent knapsacks that can call the GAP with the special ordered set (SOS). The GAP with SOS arises mainly in production scheduling and means to allocate each task to a time- period as introduced by Farias et al [13].

### 1.5.6 Stochastic Generalized Assignment Problem

Stochasticity can be seen in GAP because an available resource requests to process tasks by the different agents could not be known in advance or the presence or absence of individual tasks may be uncertain. In some cases, some tasks may or may not need to be processed.

### 1.5.7 Bi-Objective Generalized Assignment Problem

Zhang and Ong [74] considered a GAP with a multi - objective and suggested an LPbased heuristic for solving Bi-Objective Generalized Assignment Problem. It is noted that each assignment has two objectives that have been already considered. It is applied in production planning where these attributes could be the cost and the time caused by assigning jobs to tasks.

### 1.5.8 Generalized Multi-Assignment Problem

Generalized Multi-Assignment Problem introduced by Park et al [54] is composed of tasks that can be assigned to more than one agent.

### 1.6 Conclusion

In this chapter, we have introduced general information of the Generalization Assignment Problem. It is known as an NP-complete problem and also is a large scale problem. Because it is a larger problem, there are many problems that are considered as particular
cases of Generalization Assignment Problem (GAP). The formulation of the classical Assignment Problem (AP) appears as a particular problem of the Generalization Assignment Problem (GAP) when $n$, number of tasks is equal to $m$, number of agents. The Generalized Assignment Problem (GAP) is known as generalization form of the Multiple Knapsack Problem (MKP) where the weight and profit of the items are independent of the knapsack. In chapter 3, we are giving more details for the Multiple Knapsack Problem (MKP).

## Chapter 2

## 2 Knapsack Problem

### 2.1 Introduction

The 0-1 knapsack problem (KP) is known as an NP combinatorial optimization problem. It is considered as the simplest linear programming problem and appears in many applications in industry and financial management [43]. Furthermore, many algorithms such as Dynamic Programing, Branch and Bound algorithm and Genetic algorithm have been used to solve the $0-1$ knapsack problem. Actually, there are four main classes of algorithms solving the $0-1$ Knapsack Problem. Indeed, Bellman (1950) introduced the first algorithm using dynamic programming which improved the complexity to $O(n W)$. In addition, there are many variants of knapsack problem have been solved by using dynamic programming [43]. However, the capacity $W$ can be an exponential function of $n$.

The second class of methods uses the Branch and Bound Algorithm ( $B \& B$ ) which is firstly introduced by Kolesar (1967) [32]. Between 1970 and 1979 many types of branch and bound algorithms were developed in order to solve KP with a high number of variables [43]. The most well-known approach of this period is due to Horowitz and Sahni [12]. Sahni [58] extended the result of Johnson (1974) and introduced the first polynomial time algorithm for the $0-1$ Knapsack Problem [43]. In 1980 Balas and Zemel proposed a new algorithm to solve the KP by sorting a small subset of the variables [43].

The algorithms of these first two classes are all exact methods while the last two are heuristics. The third class is constituted of algorithms which provide near optimal solution. The most popular is the Greedy Algorithm introduced by Dantzig (1957). The remaining class describes the evolutionary algorithm and particularly the Genetic Algorithm [69] which behave very well applied to some types of knapsack problem.

### 2.2 Mathematical Formulation of 0-1 KP

Given a set of $n$ items $j=1, \ldots, n$, each having a weight $w_{j}$ and inducing a unit profit $P_{j}$, the knapsack problem consist in selecting some items to load a knapsack with a total capacity of $W$ in order to maximize the total profit. The most common problem is called the $(0-1)$ Knapsack because it selects at most one of each type of item.

It can be formulated as

$$
K P\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{n} P_{j} X_{j} \\
\sum_{j=1}^{n} w_{j} X_{j} \leq W \\
X_{j} \in\{0,1\} ; \quad j=1, \ldots, n
\end{array}\right.
$$

Where $X_{j}$ is a decision variable satisfying

$$
X_{j}= \begin{cases}1 & \text { if item } j \text { is assigned to the knapsack } j=1, \ldots, n \\ 0 & \text { else }\end{cases}
$$

Also, we consider the conditions for the KP

$$
P_{j}, w_{j} \text { and } W \text { are non-negative integers }
$$

$$
\begin{gathered}
\sum_{j=1}^{n} w_{j}>W \\
w_{j} \leq W ; \quad j=1, \ldots, n
\end{gathered}
$$

By using the cost instead of the profit a minimization formulation can be used.

### 2.3 Concept of Branch and Bound Algorithm

The branch and bound algorithm is considered as one of many algorithms that find an optimal solution for an integer programming problem. The main concept of the branch and bound approach is to partition the solution set into subsets solutions and select one of them having the highest value of the objective function. In addition, it consists of two most important aspects: branching and bounding.

To have a better understanding about how the branching and bounding procedures work, Kellerer et al [29] have described each procedure separately. First, they suppose a function and want to solve it as a maximization problem

$$
\max _{y \in Y} f(y)
$$

In the branching procedure, suppose $\widehat{Y}$ is the subset of the solutions set $Y$, and the algorithm partitions to some smaller subsets such as $Y_{1}, \ldots, Y_{n}$. Since the union of all these subsets is given by $\widehat{Y}$. In this procedure, it will repeat the partition till finding only one feasible solution for each subset, and the best solution will be selected based on the present objective value. Using the bound process will give us the upper and lower bounds.

The Branch and Bound algorithm has been represented as a tree, whose nodes refer to the subsets solutions. In the branch process, the algorithm begins with a node that has not been selected, called a terminal node. The terminal node should have the highest value of the upper bound to be able to create two new nodes. The subset solution is represented as a node having an item, and this item divides to three types: included, no included and unassigned items. The included item means the solution of the set item is included in the node and otherwise non-included. Third is called unassigned and means the solution does not belong to the previous types [32].

After the branch operation starts with a node, the unassigned items will be selected; one node becomes included and another becomes non-included. The algorithm in this operation will work to check the feasibility of the solutions contained in the two new nodes. When the subset of the solutions contained in a given node is feasible; therefore, the upper bound will be obtained and the process continues, otherwise further branching is conducted from when the node is eliminated [32]. An optimal solution can be found when all items are sorted based on a decreasing order of the ratio $P_{j} / w_{j}$ and then the algorithm starts by the first item and continues until the capacity $W$ is reached [43].

### 2.4 The Branch and Bound Algorithm

To find a good solution for the knapsack problem; it requires to consider ratio of the profit to the weight ratio $e_{j}$ of each item which is named the efficiency of an item with:

$$
e_{j}=\frac{P_{j}}{w_{j}}
$$

Since we suppose the items to be sorted by their efficiency in decreasing order such that

$$
\frac{P_{1}}{w_{1}} \geq \frac{P_{2}}{w_{2}} \geq \cdots \geq \frac{P_{n}}{w_{n}}
$$

In addition, we should know the place to do the branch, which is represented by the point where the branch technic occurs. We denote the branch point by $s$ and is called split item. Where $s$ is

$$
\sum_{j=1}^{s} w_{j} X_{j}>W
$$

Next, finding the optimal solution of linear programming relaxation. Therefore, the relaxation of knapsack problem obtained from "the Knapsack Problem formulation" by removing the integrality constraint on $X_{j}$ [43].

$$
K P\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{n} P_{j} X_{j} \\
\sum_{j=1}^{n} w_{j} X_{j} \leq W \\
0 \leq X_{j} \leq 1 ; \quad j=1, \ldots, n
\end{array}\right.
$$

Its solution provides an upper bound $z_{u b}$; the optimal solution of the relaxation of knapsack problem is

$$
\begin{gathered}
X_{j}=1, \quad j=1, \ldots, s-1, \\
X_{s}=\frac{W-\sum_{j=1}^{s-1} w_{j} X_{j}}{w_{s}} \\
X_{j}=0, \quad j=s+1, \ldots, n
\end{gathered}
$$

The upper bound of knapsack problem is

$$
z_{u b}=\sum_{j=1}^{s-1} P_{j}+P_{s} \frac{W-\sum_{j=1}^{s-1} w_{j} X_{j}}{w_{s}}
$$

In addition, to solve the knapsack problem by branch and bound algorithm; it needs to find a lower bound $z_{l b}$. Therefore, the lower bound can be obtained by using the Greedy heuristic. Where

$$
X_{j}=1 ; \quad j=1, \ldots,(s-1)
$$

and the set a value $z_{l b}$ satisfying

$$
z_{l b} \geq \sum_{j=1}^{s-1} P_{j}
$$

In addition, the optimal solution $z^{*}$ will be

$$
\sum_{j=1}^{s-1} P_{j} \leq z_{l b} \leq z^{*} \leq z_{u b} \leq \sum_{j=1}^{s} P_{j}
$$

After that, start with initial node $X_{j}$ and for each node compute the upper bound if we can, the remaining capacity $S_{j}$ and the solution $\bar{z}$. Therefore, check if node belongs $X_{j}=1 ; j \in N_{1}, X_{j}=0 ; j \in N_{0}$ and $F=\{1, \ldots, n\}-N_{0}-N_{1}$.

When $X_{j}=1 ; j \in N_{1}$ that implies the node is included the solution otherwise $X_{j}=0 ; j \in$ $N_{0}$. Moreover, when the node does not belongs to the previous sets that mean the node is non-assigned. For each assigned node the remaining capacity $S_{j}$ should be calculated by

$$
S_{j}=W-\sum_{j=1}^{N_{1}} w_{j}
$$

and $\bar{z}$ represents the solution of the node using the evaluation function

$$
\bar{z}=\sum_{j=1}^{N_{1}} P_{j}
$$

After we find all the above, we consider the restricted problem

$$
\left\{\begin{array}{c}
\max _{X} Z=\sum_{j=1}^{n} P_{j} X_{j} \\
\sum_{j=1}^{n} w_{j} X_{j} \leq \bar{W} \\
X_{j} \geq 0 ; \quad j=1, \ldots, n
\end{array}\right.
$$

In addition, when we find the solution $\bar{z}$ for each node, we should compare between the solutions $\bar{z}$ and the upper of the restricted $U_{u b r}$. Therefore, if $\bar{z} \leq z_{k}$ this node is called probe that needs to perform backtracking. Since the backtracking consists of reversing the search by considering the last node $X_{k}$ from which $X_{k}=1$. After that, we consider the alternative by setting $X_{k}=0$. The backtracking is done when we reach the last node of a branch or when the node is a probe and cannot be improved by going deeper.

In addition, when its weight $w_{j}>S_{j}$, the node will equal $x_{j}=0$, and it becomes belong $N_{0}$ and not belongs $F$. However if $w_{j}<S_{j}$, the node will equal $x_{j}=1$, and it becomes belong $N_{1}$, not belongs $F$, its capacity is $W:=W-w_{j}$ and its solution is $\bar{z}:=\bar{z}+P_{j}$.

Finally, when the solution of the node $\bar{z}>z_{k}$ then $z_{k+1}=\bar{z}$ becomes the solution for the node.

### 2.5 Steps of Branch and Bound Algorithm

1. Verify if the problem is nontrivially feasible by testing at least one index $j=$ $1,2, \ldots, n$

$$
w_{j} \leq W
$$

When it is feasible, continue to next step otherwise stop.
2. Find the split item $s$ or is called branch point by

$$
\sum_{j=1}^{s} w_{j} \geq W
$$

3. Calculate the upper bound of the problem using

$$
z_{u b}=\sum_{j=1}^{s-1} P_{j}+P_{s} \frac{W-\sum_{j=1}^{s-1} w_{j} x_{j}}{w_{s}}
$$

4. Compute the lower bound of the problem and that the solution should be satisfied the following

$$
z_{l b} \geq \sum_{j=1}^{s-1} P_{j}
$$

5. Start with initial node $X_{j}$ and for each node compute the upper bound if we can, the remaining capacity $S_{j}$, and the solution $z_{j}$.
6. Behind initial node we decide next node and written if belongs $N_{1}, N_{0}$, or have not assigned yet i.e. belongs to $F$.
7. Perform backtracking if the node is probe until reach the last node of branch or when the node is probe and cannot be improved by going deeper.

### 2.6 Example of illustration

Consider the following problem with $n=7$ items. The unit profit, weight and capacity are

$$
\begin{gathered}
P_{j}=(70,20,39,35,7,5,9) \\
w_{j}=(31,10,20,18,4,3,6) \\
W=50
\end{gathered}
$$

The knapsack problem is formulated as following:

$$
\left\{\begin{array}{c}
\max Z=70 X_{1}+20 X_{2}+39 X_{3}+35 X_{4}+7 X_{5}+5 X_{6}+9 X_{7} \\
31 X_{1}+10 X_{2}+20 X_{3}+18 X_{4}+4 X_{5}+3 X_{6}+6 X_{7} \leq 50 \\
X_{j} \in\{0,1\} ; \quad j=1, \ldots, 7
\end{array}\right.
$$

First, we need to find the spilt items $s$ "branch point". Therefore, the value of $s$ is $s=3$ because $w_{1}+w_{2}+w_{3}=61>50$. Second, if we consider the solution problem, its optimal solution is

$$
X_{1}=1, X_{2}=1, X_{3}=\frac{50-31-10}{20}=\frac{9}{20} \text { and } X_{4}=X_{5}=X_{6}=X_{7}=0
$$

It is not feasible for the knapsack problem. However, it provides the upper bound

$$
z_{u b}=70+20+39\left(\frac{9}{20}\right)=107.55
$$

We can set the upper bound $U=107$.

Third, we evaluate the lower bound for considering any feasible solution for example

$$
X_{1}=1, X_{2}=1, X_{3}=0, X_{4}=0, X_{5}=1, X_{6}=1, X_{7}=0
$$

The lower bound is $L=102$. We have the relation

$$
L=102 \leq z^{*} \leq 107=U
$$

Now, for each node we have to find the upper and lower bound beginning with an initial node.

Iteration 1. We set $X_{1}=1$ because if we consider $X_{1}=0$ then the split item of the restrained problem is $s=5$ and the upper bound becomes

$$
z_{u b}=20+39+35+7\left(\frac{50-48}{4}\right)=97.5
$$

We can set its upper bound $U_{1}=97$. Since the largest value $U_{1}=97<102$; therefore, the branch $x_{1}=0$ can be ignored. For that, the initial node is $X_{1}=1$ which has $z_{1}=$ 70 and $S_{1}=19$. Since the remaining capacity is $S_{1}=19$ then $X_{3}=0$ because $w_{3}=$ $20>S_{1}=19$. Therefore, the nodes are

$$
N_{1}=\{1\}, N_{0}=\{3\} \text { and } F_{1}=\{2,4,5,6,7\} .
$$

The associated node $N_{1}$ is represented by $z_{1}=70$ and $S_{1}=19$.

Iteration 2. The smallest index of $F_{1}=\{2,4,5,6,7\}$ is $i=2$ since $w_{2}=10<S_{1}=19$ we set $X_{2}=1$ and $S_{2}=9$. Then the node becomes

$$
z_{2}=90, S_{2}=9 \text { with } N_{1}=\{1,2\}, N_{0}=\{3\} \text { and } F_{1}=\{4,5,6,7\} .
$$

Iteration 3. The smallest index of $F_{1}=\{4,5,6,7\}$ is $i=4$ since $w_{4}=18>S_{2}=9$ we set $X_{4}=0$. The node is represented by

$$
z_{2}=90, S_{2}=9 \text { with } N_{1}=\{1,2\}, N_{0}=\{3,4\} \quad \text { and } \quad F_{1}=\{5,6,7\} .
$$

Iteration 4. The smallest index of $F_{1}=\{5,6,7\}$ is $i=5$ since $w_{5}=4<S_{2}=9$ we set $X_{5}=1$. The node is represented by

$$
z_{3}=97, S_{3}=5 \text { with } N_{1}=\{1,2,5\}, N_{0}=\{3,4\} \text { and } F_{1}=\{6,7\} .
$$

Iteration 5. The smallest index of $F_{1}=\{6,7\}$ is $i=6$ since $w_{6}=3<S_{3}=5$ we set $X_{6}=1$. The node is represented by

$$
z_{4}=102 \text { with } S_{4}=2, N_{1}=\{1,2,5,6\}, N_{0}=\{3,4\} \text { and } F_{1}=\{7\} .
$$

Iteration 6. The smallest index of $F_{1}=\{7\}$ is $i=7$ since $w_{7}=6>S_{4}=2$ we set $X_{7}=0$. The node is represented by

$$
z_{4}=102, S_{4}=2 \text { with } N_{1}=\{1,2,5,6\}, N_{0}=\{3,4,7\} \text { and } F_{1}=\{\varnothing\} .
$$

Iteration 7. Since $n=7$ we backtrack by considering the last assigned variable. This provides
$X_{6}=1$, and we set its alternatives $X_{6}=0$. Therefore, the node becomes

$$
z_{3}=97, S_{3}=5 \text { with } N_{1}=\{1,2,5\}, N_{0}=\{3,4,6\} \text { and } F_{1}=\{7\} .
$$

Iteration 8. The smallest index of $F_{1}=\{7\}$ is $i=7$ since $w_{7}=6>S_{3}=5$; therefore, we set $X_{7}=0$, and the node represented by $z_{3}=97$ and $S_{3}=5$.

Iteration 9. Since $n=7$ we backtrack by considering the last assigned variable. This provides $X_{5}=1$ and then we set its alternatives $X_{5}=0$. Therefore, the node becomes

$$
z_{9}=90, S_{9}=9 \text { with } N_{1}=\{1,2\}, N_{0}=\{3,4,5\} \text { and } F_{1}=\{6,7\}
$$

Iteration 10. The smallest index of $F_{1}=\{6,7\}$ is $i=6$ since $w_{6}=3<S_{9}=9$; therefore, we set $X_{6}=1$, and the node becomes

$$
z_{10}=95, S_{10}=6 \text { with } N_{1}=\{1,2,6\}, N_{0}=\{3,4,5\} \text { and } F_{1}=\{7\}
$$

Iteration 11. The smallest index of $F_{1}=\{7\}$ is $i=7$ since $w_{7}=6 \leq S_{10}=6$; therefore, we set $X_{7}=1$ and then the node becomes

$$
z_{11}=104, S_{11}=0 \text { with } N_{1}=\{1,2,6,7\}, N_{0}=\{3,4,5\} \text { and } F_{1}=\{\varnothing\}
$$

Iteration 12. Since $n=7$ we backtrack by considering the last assigned variable. This provides $x_{7}=1$ then we set its alternative $X_{7}=0$. Therefore, the node becomes

$$
z_{12}=95, S_{12}=6 \quad \text { with } \quad N_{1}=\{1,2,6\}, N_{0}=\{3,4,5,7\} \text { and } F_{1}=\{\varnothing\}
$$

Iteration 13. Since $n=7$ we backtrack to $X_{6}=1$ then we set $X_{6}=0$. This implies the node is $z_{21}=90, S_{13}=9$ and becomes probe $U=99<L<102$.

Iteration 14. Since $n=7$ we backtrack by considering the last assigned variable. This provides $X_{2}=1$ then we set its alternative $X_{2}=0$ and the node becomes

$$
z_{14}=95, S_{14}=6 \text { with } N_{1}=\{1\}, N_{0}=\{2,3\} \text { and } F_{1}=\{4,5,6,7\} .
$$

Iteration 15. The smallest index of $F_{1}=\{4,5,6,7\}$ is $i=4$ since $w_{4}=4 \leq S_{15}=6$; therefore, we set $w_{4}=1$, and the node becomes

$$
z_{15}=105, S_{15}=1 \text { with } N_{0}=\{1,4\}, N_{1}=\{2,3\} \quad \text { and } F_{1}=\{5,6,7\}
$$

Iteration 16, 17 and 18. Since $w_{j}=S_{15}=1$ and $j=5,6,7$ then iteration 16, 17, and 18 imply $X_{5}=X_{6}=X_{7}=0$.

Iteration 19. Since $n=7$ we backtrack by considering the last assigned variable. This provides $X_{4}=1$ then we set its alternative $X_{4}=0$ and $S_{19}=19$. The node becomes $z_{19}=70, S_{19}=19$ and becomes probe $U=91<L=102$.

Iteration 20. We backtrack by considering the last assigned variable. This provides $X_{1}=1$ then the optimal solution is $z^{*}=105$ where

$$
X_{1}=X_{4}=1 ; X_{2}=X_{3}=X_{5}=X_{6}=X_{7}=0 .
$$

Therefore, that achieves

$$
L=102 \leq 105 \leq 107=U
$$



Figure 1: Tree Representation

### 2.7 Conclusion

In this chapter, we have presented the $0-1$ Knapsack Problem, which is a combinatorial optimization problem. In addition, we introduced Branch and Bound algorithm as a method to obtain the optimal solution for the problem. This method is also applied to an illustration example. However, there are also two main types of approaches developed to solve the Knapsack Problem. First, a Genetic Algorithm is considered as a suitable algorithm for solving the problem because Genetic Algorithm optimizes the huge number of solution that is available for solving the Knapsack Problem. For more
information, please refer to Najadat, F. A. [48]. Dynamic Programming Algorithm is also considered as an efficient method to solve the problem [45] [43].

## Chapter 3

## 3 The 0-1 Multiple Knapsack Problem

### 3.1 Introduction

The $0-1$ Multiple Knapsack Problem (MKP) is known as a generalization of the $0-1$ Knapsack Problem (KP) by considering more than one knapsack. It is also known as an NP-complete implying that MKP cannot be solved by polynomial time algorithm. It selects among $n$ items to load $m$ knapsacks in order to maximize the resulting total profit. Obviously, for each knapsack, the total weight of the selected items should not exceed its capacity. This problem has been solved by many algorithms such as Branch and Bound (B\&B) algorithm and Dynamic Programming (DP) approach.

Ingargiola and Korsh [27] suggested a branch and bound approach which used a reduction procedure based on dominance relationships between pairs of items. In 1987, Hung and Fisk [26] introduced an approach based on Branch and Bound with depth first strategy as a journey. They computed the upper bound by Lagrangian relaxation, with a reducing scheduling capacity $W_{i}$ [63]. They also developed the algorithm of Martello and Toth [43]; therefore, they computed the upper bound by surrogate relaxation and taking the minimum of the lagrangian upper bounds and surrogate relaxation method [63]. Martello and Toth (1981) [42] developed their algorithm by proposing the Bound and Bound Algorithm (B\&B) to solve the Multiple Knapsack Problem (MKP). They also called this algorithm Martello and Toth Method (MTM) and used to solve the problem with Greedy heuristics, which involves solving a series of problems with $m$ single
knapsack. Pisinger [57] proposed a new algorithm which is called Mulknap and based on the algorithm (MTM). Funkunaga and Korf [18] proposed a new method called the bin completion method which is based on the Branch and Bound algorithm.

For Dynamic programming, Martello and Toth [43] clarify this approach is impractical to solve the Multiple Knapsack problem (MKP).

In this chapter, we present the $0-1$ Multiple Knapsack Problem and focus on the Branch and Bound Algorithm (B\&B) classes of methods.

### 3.2 The Formulation of the Multiple Knapsack Problem

The $0-1$ Multiple Knapsack Problem is defined by selecting among $n$ items to load $m$ knapsacks in order to maximize the resulting total profit, while for each knapsack, the sum of the weight $w_{j}$ of the selected items should not exceed its capacity $W_{i}$.

The Mathematical formulation is as following:

$$
\operatorname{MKP}\left\{\begin{array}{c}
\max Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{j} X_{i, j} \\
\sum_{j=1}^{n} w_{j} X_{i, j} \leq W_{i} ; i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j} \leq 1 ; j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

The decision variables $X_{i j}$ are such that $X_{i, j}=1$ when item $j$ is assigned to knapsack $i$ and $X_{i j}=0$ otherwise. The first equation says the total profit of assigning the item to
knapsack should be maximized. Second equation presents the total weight of item $j$ should not exceed the knapsack's capacity. The last two equations show each item assigns to only one knapsack or not. In addition, we can set without loss of generality the following conditions for the MKP

$$
\begin{gathered}
P_{j}>0, w_{j}>0 \text { and } W_{i}>0 \text { are integers } j=1, \ldots, n ; i=1, \ldots, m \\
w_{j} \leq \max \left\{W_{i} ; i=1, \ldots, m\right\} ; j=1, \ldots, n \\
W_{i} \geq \min \left\{w_{j} ; j=1, \ldots, n\right\} ; i=1, \ldots, m \\
\sum_{j=1}^{n} w_{j}>W_{i} ; i=1, \ldots, m
\end{gathered}
$$

Furthermore, when $m=1$ that give us the $0-1$ knapsack problem (KP) which is introduced in chapter 2. In addition, when each item $j$ belongs profit $P_{j}$ (instead of profit $P_{i, j}$ ), the problem becomes a particular case of the Generalized Assignment Problem where the weight of items are independent to the knapsack i.e. $w_{i, j}=w_{j} ; j=1, \ldots, n$ and $P_{i, j}=P_{j} ; j=1, \ldots, n$.

### 3.3 Relaxations of the ( $0-1$ ) MKP

There are different techniques to compute upper bounds for the Multiple Knapsack Problem: the Surrogate relaxation, the Lagrangian relaxation, and the linear programming relaxation.

### 3.3.1 Surrogate Relaxation

The Surrogate relaxation for the Multiple Knapsack Problem S(MKP, $\pi$ ) is defined to have a nonnegative vector $\left(\pi_{i}, \ldots, \pi_{m}\right)$ of multipliers, so the formulation becomes:

$$
S(M K P, \pi)\left\{\begin{array}{c}
\max Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{j} X_{i, j} \\
\sum_{i=1}^{m} \pi_{i} \sum_{j=1}^{n} w_{j} X_{i, j} \leq \sum_{i=1}^{m} \pi_{i} W_{i} \\
\sum_{i=1}^{m} X_{i, j} \leq 1 ; j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

The best choice of multipliers $\pi_{i}$ is based on those that produce the minimum value of S(MKP, $\pi$ ) [57].

Martello and Toth [43] have provided a proof for any instance of Multiple knapsack Problem (MKP), the optimal choice of multipliers $\pi_{i}$ for $i=1, \ldots, m$ is $\pi_{i}=k$, where $k$ is a nonnegative constant. Therefore, the $S(\mathrm{MKP}, \pi)$ becomes as a single Knapsack problem and its formula as following

$$
\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{n} P_{j} X_{j} \\
\sum_{j=1}^{n} w_{j} X_{j} \leq W \\
X_{j} \geq 0 ; \quad j=1, \ldots, n
\end{array}\right.
$$

The capacity $W$ represents the sum of all the knapsacks' capacities

$$
W=\sum_{i=1}^{m} W_{i}
$$

### 3.3.2 Linear Programming Relaxation

The linear programming relaxation is used to compute the upper bound of Multiple Knapsack Problem. The upper bound is obtained by relaxation the constraint

$$
\begin{aligned}
& X_{i j} \in\{0,1\} ; i=1, \ldots, m, j=1, \ldots, n \\
& 0 \leq X_{i, j} \leq 1 ; i=1, \ldots, m, j=1, \ldots, n
\end{aligned}
$$

In addition, Martello and Toth [43] have provided a proof that an optimal solution for the Multiple Knapsack Problem using linear programming relaxation is equal to an optimal solution to the linear relaxed SMKP. Therefore, the upper bound of the Multiple Knapsack problem can be found using Dantzing's bound of the corresponding single Knapsack Problem [12] [57].

Let the items $j=1, \ldots, n$ are stored according to decreasing profit to weight rations

$$
\frac{P_{1}}{w_{1}} \geq \frac{P_{2}}{w_{2}} \geq \cdots \geq \frac{P_{n}}{w_{n}}
$$

And $s$ represents as a split point and is defined by

$$
s=\min \left\{j: \sum_{i=1}^{j} w_{i} \geq W\right\}
$$

where the capacity $W$ is equal

$$
W=\sum_{i=1}^{m} W_{i}
$$

Therefore, the Dantzig upper bound [12] [57] is provided

$$
U_{M K P}=\sum_{j=1}^{s-1} P_{j}+\left[\left(\mathrm{W}-\sum_{j=1}^{s-1} w_{j}\right) P_{s} / w_{s}\right]
$$

### 3.3.3 Lagangian Relaxation

The Lagrangian relaxation for the Multiple Knapsack Problem L(MKP, $\lambda$ ) is defined using a nonnegative vector $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ of multipliers [43], so the formulation of $L_{1}$ (MKP, $\lambda$ ) becomes:

$$
\left\{\begin{aligned}
& \max Z= \sum_{i=1}^{m} \sum_{j=1}^{n} P_{j} X_{i, j}-\sum_{j=1}^{n} \lambda_{j}\left(\sum_{i=1}^{m} X_{i, j}-1\right) \\
& \sum_{j=1}^{n} w_{j} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
& X_{i, j} \in\{0,1\} ; i=1, \ldots, m, j=1, \ldots, n
\end{aligned}\right.
$$

Also, can be written as

$$
\max Z=\sum_{i=1}^{m} \sum_{j=1}^{n} \bar{P}_{j} X_{i, j}+\sum_{j=1}^{n} \lambda_{j}
$$

Where

$$
\bar{P}_{j}=P_{j}-\lambda_{j} ; \quad j=1, \ldots, n
$$

Therefore, Martello and Toth [43] proved that the Lagrangian relaxation might be decomposed into $m$ independent $0-1$ Knapsack Problem (KP). Its formulation is

$$
\left\{\begin{array}{c}
\max Z_{i}=\sum_{i=1}^{m} \sum_{j=1}^{n} \bar{P}_{j} X_{i, j} \\
\sum_{j=1}^{n} w_{j} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
X_{i, j} \in\{0,1\} ; \quad i=1, \ldots, m, j=1, \ldots, n
\end{array}\right.
$$

All the Lagrangian relaxation problems have the same profits and weights, so the difference between these problems is just the capacity. And the optimal solution of Lagrangian relaxation Multiple Knapsack Problem $z\left(L_{1}(M K P, \lambda)\right)$ becomes

$$
z\left(L_{1}(M K P, \lambda)\right)=\sum_{i=1}^{m} z_{i}+\sum_{j=1}^{n} \lambda_{j}
$$

In addition, Martello and Toth [43] showed there is no optimal choice of the multipliers $\lambda$, and an approximation of the optimal $\lambda$ can be obtained by subgradient optimization technique. However, using this technique make the bounds computationally expensive to drive [57].

Hung and Fisk [24] used the complementary slackness conditions for $\lambda_{j}$ given by

$$
\bar{\lambda}_{j}= \begin{cases}P_{j}-w_{j} \frac{P_{s}}{w_{s}} & \text { if } j<s \\ 0 & \text { if } j \geq s\end{cases}
$$

where $s$ is the split point of $S(M K P)$ and is defined in section 3.4.2. With the choice $\lambda_{j}$, we have

$$
\left\{\begin{array}{l}
\bar{P}_{j} / w_{j}=P_{s} / w_{s} \quad \text { if } j \leq s \\
\bar{P}_{j} / w_{j}=P_{s} / w_{s} \quad \text { if } j>s
\end{array}\right.
$$

And then

$$
z\left(C\left(L_{1}(M K P, \bar{\lambda})\right)\right)=\frac{P_{s}}{w_{s}} \sum_{i=1}^{m} W_{i}+\sum_{j=1}^{n} \bar{\lambda}_{j}
$$

So we get

$$
z\left(C\left(L_{1}(M K P, \bar{\lambda})\right)\right)=z(C(S(M K P, 1)))=z(C(M K P))
$$

i.e. $\bar{\lambda}$ which indicates to the best multipliers for $C\left(L_{1}(M K P, \lambda)\right)$. Also, $L_{1}(M K P, \bar{\lambda})$ and $S(M K P, 1)$ dominate the continuous relaxation. Therefore, there is no dominance between them [57].

Martello and Toth [43] show it is possible to find the second Lagrangian relaxation $L_{2}(M K P, \lambda)$.

With using a nonnegative vector $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ of multipliers, so the formulation of $L_{2}(M K P, \lambda)$

$$
\left\{\begin{aligned}
\max Z= & \sum_{i=1}^{m} \sum_{j=1}^{n} P_{j} X_{i, j}-\sum_{j=1}^{n} \lambda_{j}\left(\sum_{i=1}^{m} w_{j} X_{i, j}-W_{i}\right) \\
& \sum_{i=1}^{m} X_{i, j} \leq 1 ; \quad j=1, \ldots, n \\
X_{i j}, & \in\{0,1\} ; \quad i=1, \ldots, m, j=1, \ldots, n
\end{aligned}\right.
$$

However, $\lambda_{j}>0$ that means not allow any multiplier to take the value zero. Because, if $\lambda_{j}=0$, it produces a useless upper bound.

Also, can be written as

$$
\max Z=\sum_{i=1}^{m} \sum_{j=1}^{n}\left(P_{j}-\lambda_{j} w_{j}\right) X_{i, j}-\sum_{i=1}^{m} \lambda_{j} W_{i}
$$

Therefore, that presents the optimal solution can be obtained by selecting the knapsack $\hat{\imath}$ with a minimum value of $\lambda_{j}$ and all items be chosen with $P_{j}-\lambda_{\hat{\imath}} w_{j}>0$ for the knapsack $\hat{\imath}$. Since this is also the optimal solution of $C(L(M K P, \lambda))$, i.e.

$$
z\left(C\left(L_{2}(M K P, \lambda)\right)\right)=z\left(L_{2}(M K P, \lambda)\right)
$$

we have

$$
z\left(L_{2}(M K P, \lambda)\right) \geq z(C(M K P))
$$

and so this Lagrangian relaxation cannot produce a bound tighter than the continuous one.

However, Martello and Toth [43] showed the most natural polynomially - computable upper bound for the Multiple Knapsack Problem (MKP) is

$$
U_{1}=[z(C(M K P))]=[z(C(S(M K P)))]-[z(C(L(M K P, \bar{\lambda})))]
$$

Also, they proved the worst-case performance of bound $U_{1}$ is $m+1$, i.e.

$$
z(C(M K P)) \leq(m+1) z(M K P)
$$

### 3.4 Branch and Bound Algorithm

A depth- first Branch and Bound algorithm has proposed by Hung and Fisk (1978) [26] where using the Lgrangian Relaxation to obtain upper bounds, and branching was performed for the items which in the relaxed problem had been selected in most knapsacks.

At branching operation, each item assigned to the knapsacks in increasing index order, and the knapsacks were ordering in decreasing order

$$
W_{1} \geq W_{2} \geq \cdots \geq W_{m}
$$

When all the knapsacks have been considered, the remained item was excluded from the problem.

Martello and Toth (1980) [41] proposed a different Branch and Bound Algorithm, where at each node, Multiple Knapsack Problem (MKP) was solved with constraint

$$
\sum_{i=1}^{m} X_{i, j} \leq 1 ; \quad j=1, \ldots, n
$$

dropped out, and the branching item was selected as an item which had been packed in $\widehat{m}>1$ knapsacks. $\widehat{m}$ nodes are generated during the branching process by assigning the item to one of the corresponding $\widehat{m}-1$ knapsacks and by excluding it from these [43]. After that Martello and Toth have developed their algorithm, and they called it Bound and Bound Algorithm.

In the next section, we present the Bound and Bound Algorithm which is known as an adjustment of the Branch and Bound Algorithm.

### 3.5 Bound and Bound Algorithm

The Bound and Bound algorithm has proposed by Martello and Toth [43] [42] which is considered as a modification of the Branch and Bound method for Multiple Knapsack Problem (MKP). At each node, not only can be obtained an upper bound, but also a lower bound can be found.

In this algorithm the upper bounds are found by solving the surrogate-relaxed problem; however, the lower bounds are obtained by solving $m$ individual knapsack problem as follows: the first knapsack $i=1$ is filled optimally, the variables are selected will remove from the problem, and then the next knapsack $i=2$ might be filled. This operation is repeated until all the knapsacks $m$ have been filled [57].

The branching process follows this greedy solution as Martello and Toth showed that a greedy solution is better to guide the branching scheme than individual choices at each branching node.

Consequently, each node forks into two branching nodes, the first node assigning the next item $j$ of a greedy solution to the chosen knapsack $i$, while the other branch excludes item $j$ form knapsack $i$. An example below has solved by the Bound and Bound Algorithm.

### 3.5.1 Example of illustration

Consider the following problem with $n=10$ items to load $m=2$ knapsacks. Their profits, weights and capacities are

$$
\begin{gathered}
P_{j}=(78,35,89,36,94,75,74,79,80,16) ; \\
w_{j}=(18,9,23,20,59,61,70,75,76,30) ; \\
W_{i}=(103,156)
\end{gathered}
$$

This example is solved by applying the Bound and Bound Algorithm which is Branch and Bound method. First, to find the upper bound of the problem we are going to use the Surrogate relaxation. Since the bound and bound algorithm solve the Multiple Knapsack Problem to find the upper bound by the Surrogate relaxation as single Knapsack Problem. This implies

$$
\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{10} P_{j} X_{j} \\
\sum_{j=1}^{10} w_{j} X_{j} \leq W \\
X_{j} \geq 0 ; \quad j=1, \ldots, n
\end{array}\right.
$$

where

$$
\begin{aligned}
W & =\sum_{i=1}^{2} W_{i}=W_{1}+W_{2} \\
& =103+156=256
\end{aligned}
$$

The optimal solution of that surrogate problem is

$$
X_{j}=(1,0,1,1,1,1,0,0,1,0)
$$

The upper bound is

$$
z_{u b}=78+89+36+94+75+80=452
$$

We can set the upper bound $U=452$

Second, we compute the lower bound by solving $m$ individual knapsack problems
and a feasible solution is

$$
\begin{gathered}
\left(\bar{X}_{1, j}\right)=(1,0,1,0,1,0,0,0,0,0,0) \\
\left(\bar{X}_{2 . j}\right)=(0,1,0,0,0,1,0,0,1,0)
\end{gathered}
$$

Therefore, the lower bound is $L=451$

Now, finding the upper bound and lower bound for each node we have. However, before we find them, we need to begin with the initial node.

Iteration 1. We begin to set $X_{1,1}=1$ for that, the initial node is $X_{1,1}=1$ which has $z=78$ and $W_{1}=85$ since the remaining capacity is $\bar{W}=85$ then $X_{1,2}=0$.

Iteration 2. The next node is $X_{1,3}=1$ which has $z=167$ and $W_{1}=62$ since the remaining capacity is $W_{1}=62$ then $X_{1,4}=0$.

Iteration 3. The next node is $X_{1,5}=1$ which has $z_{3}=261$ and $W_{1}=3$ since the remaining capacity is $W_{1}=3$ then $X_{1,6}=0$.

Iteration 4. Since $n=10$ we backtrack by considering the last assigned variable. This provides $X_{1,5}=1$ then we set its alternative $X_{1,5}=0$. Therefore, the node becomes $z=167$ and $W_{1}=62$ and $U=452$ and $L=428$.

Iteration 5. The next node is $x_{1,2}=1$ which has $z=202$ and $W_{1}=53$ and $U=451$

Iteration 6. Since $n=10$ we backtrack by considering the last assigned variable. This provides $X_{1,2}=1$ then we set $x_{1,2}=0$.

Therefore, the node becomes $z=167$ and $W_{1}=62$ and $U=452$ and $L=452$.

Iteration 7. Since $n=10$ we backtrack by considering the last assigned variable. This provides $X_{1,3}=1$ then we set $X_{1,3}=1$. Therefore, the node becomes $z=78$ and $W_{1}=85$.

Iteration 8. Since $n=10$ we backtrack by considering the last assigned variable. This provides $X_{1,1}=1$ then we set $X_{1,1}=0$. Therefore the node becomes $z=103$ and $W_{1}=0$.


Figure 2: Tree representation [42]

### 3.6 Conclusion

In this chapter, we have presented the $0-1$ Multiple Knapsack Problem (MKP), which is known as a special case of the (GAP). The Branch and Bound Algorithmis presented in order to illustrate a method for solving the MKP. An example was then presented to illustrate the Bound and Bound method. In addition, there are other methods for solving the Multiple Knapsack Problem such as Genetic Algorithm and Dynamic Programming [66]. In the next two chapters, we are going to propose a new algorithm to solve the Knapsack Problem and Multiple Knapsack Problem.

## Chapter 4

# 4 Solving the 0-1 Knapsack Problem by an Adapted Transportation Algorithm 

### 4.1 Introduction

In this chapter, we link the $0-1$ Knapsack Problem to the Linear Transportation Problem (LTP) then we solve the problem by using an adaptation of Transportation Algorithm (TA). The Vogel Approximation Method is applied to find an initial solution. It consists of assigning to each row and column a penalty which is the difference between the two least costs. The largest penalty indicates the line to be allocated first. Then the variable with least the cost on that line is assigned.

For the zero - one Knapsack Problem (KP) the Vogel Method is shown equivalent to the Greedy Algorithm. The initial solution is then improved by using the dual variable and resulting reduced cost. We prove that when no further reduction of the cost is possible, then we obtain an optimal solution.

### 4.2 Linear Transportation Problem

The transportation problem is considered as a special type of Linear Programming (LP), which is focused on studying the optimal transportation and allocation of resources [65]. The Linear Transportation Problem (LTP) is defined to ship a commodity from supply centers, called sources, to receiving centers, called destinations, while minimizing the
total distribution cost. Supposing that we have $m$ sources $i=1, \ldots, m$ with $W_{i}$ being the supply available to each source $i$ and $n$ destinations $j=1, \ldots, n$ with $w_{j}$ being the demand for each destination $j . P_{i j}$ is the cost of shipping one unit of commodity from source $i$ to destination $j$. The transportation problem can be formulated as

$$
\operatorname{LTP}\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{j=1}^{n} X_{i, j}=W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j}=w_{j} ; \quad j=1, \ldots, n \\
X_{i, j} \geq 0 ; \quad i=1, \ldots, m ; \quad j=1, \ldots, n
\end{array}\right.
$$

It is a linear program with $m+n$ constraints and $m \times n$ variables and $X_{i, j}$ is a quantity moved from $i$ to $j$.

The first equation represents the total cost of transporting a product from sources to destinations and should be minimized. The second one says the sum of all shipments that has shipping to a destination $j$ should be equal to the supply. Equation three means the sum of all shipments that has shipping to a source $i$ should be equal to the demand.

The Linear Transportation Problem is a balanced problem if the total supply equals the total demand.

$$
\sum_{j=1}^{n} w_{j}=\sum_{i=1}^{m} W_{i}
$$

Otherwise, it becomes unbalanced problem

$$
\sum_{j=1}^{n} w_{j} \neq \sum_{i=1}^{m} w_{i}
$$

### 4.3 Linear Transportation Problem and Knapsack

## Problem

The $0-1$ knapsack problem can be formulated as

$$
K P\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{n} P_{j} X_{j} \\
\sum_{j=1}^{n} w_{j} X_{j} \leq W \\
X_{j}=\{0,1\} ; \quad j=1, \ldots, n
\end{array}\right.
$$

Now, to link the 0-1 Knapsack problem to Linear Transportation Problem, there are two steps should follow.

First, the changing of variable $Y_{j}=w_{j} X_{j}$ implies a transportation problem representing a new formulation of Knapsack Problem

$$
\begin{gathered}
\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{n} \frac{P_{j}}{w_{j}} Y_{j} \\
\sum_{j=1}^{n} Y_{j} \leq W \\
Y_{j} \in\left\{0, w_{j}\right\} ; \quad i=1 ; j=1, \ldots, n
\end{array}\right. \\
Y_{j}= \begin{cases}w_{j} & \text { when item } j \text { assigned to knapsack } i \quad j=1, \ldots, n \\
0 & \text { else }\end{cases}
\end{gathered}
$$

Second, the Knapsack Problem (KP) is not a balanced problem; therefore, we are going to add a dummy knapsack 2 associated to the vector

$$
\left(Y_{2,1} ; Y_{2,2} ; \ldots ; Y_{2, n}\right)
$$

Since we have 2 knapsacks, we also consider the vector of variables

$$
\left(Y_{1,1} ; Y_{1,2} ; \ldots ; Y_{1, n}\right)
$$

associated the knapsack by redefining

$$
Y_{j}=Y_{1, j}
$$

We also add a surplus item $n+1$ associated to

$$
\left(Y_{1,(n+1),} ; Y_{2,(n+1)}\right)
$$

Their coefficients in the maximization objective are equal to a zero value,

$$
K_{2, j}=0 ; j=1, \ldots, n
$$

which make the associated variables less attractive. Since the Knapsack Problem (KP) is not balanced, we add the weight of the surplus item $n+1$ with zero coefficients and its weight equal to an unknown buffer $B$ which is the non-allocated knapsack capacity i.e.

$$
w_{(n+1)}=B
$$

The total capacities of the knapsack and the dummy knapsack 2 are equal

$$
W_{1}=W \quad \text { and } \quad W_{2}=B+\sum_{j=1}^{N} w_{j}-\sum_{i=1}^{M} W
$$

The formulation of the balanced Knapsack Problem (BKP) becomes

$$
B K P\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{n} \frac{P_{j}}{w_{j}} Y_{1, j} \\
\sum_{j=1}^{n+1} Y_{1, j}=W_{1} \quad \text { and } \quad \sum_{j=1}^{n+1} Y_{2, j}=W_{2} \\
\sum_{i=1}^{2} Y_{i, j}=w_{j} ; \quad j=1, \ldots,(n+1) \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1,2 ; j=1, \ldots,(n+1)
\end{array}\right.
$$

We consider the largest efficiency rate

$$
K=\max _{j}\left\{\frac{P_{j}}{w_{j}}\right\}
$$

Then we subtract all the coefficients from that largest value to obtain new coefficients

$$
K_{1, j}=K-\frac{P_{j}}{w_{j}} \quad \text { and } \quad K_{2, j}=K ; j=1, \ldots, n
$$

This transforms the Knapsack Problem into a minimization transportation problem and gets the new coefficient

$$
\operatorname{MIN}-K P\left\{\begin{array}{c}
\min Z_{L}=\sum_{i=1}^{2} \sum_{j=1}^{n+1} K_{i, j} Y_{i, j} \\
\sum_{j=1}^{n+1} Y_{1, j}=W_{1} \quad \text { and } \quad \sum_{j=1}^{n+1} Y_{2, j}=W_{2} \\
\sum_{i=1}^{2} Y_{i, j}=w_{j} ; \quad j=1, \ldots,(n+1) \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1,2 ; j=1, \ldots,(n+1)
\end{array}\right.
$$

It can be solved by an adaptation of the Transportation Algorithm (TA) presented in the next section.

### 4.4 Adapted Transportation Algorithm

### 4.4.1 Vogel Approximation Method

Vogel Approximation Method (VAM) is one of the bests heuristic method to find a initial basic solution for the Transportation Problem. In 1958, Vogel Approximation Method developed by William R. Vogel. It depends on the concept of computing penalty cost, which is defined by finding the difference between the two minimum costs for each row and column.

The steps below are given more explanations:

1. Compute the penalty cost for each row and column; which is given by the difference between two minimums cost.
2. Determine the largest penalty of the line to be assigned.
3. Assign the variable having the lowest unit cost.
4. Update the supply and demand.

If there is one line remaining fill it and end

Else continue
5. Cross out the assigned column or row with zero supply or demand and return to step 1.

Remark 1. If the items are ordered such that the efficiency rate is decreasing, the variable to be assigned is the first variable of the first column of the remaining table.

Remark 2. If the items are ordered such that the efficiency rate is decreasing, the initial solution is equivalent to the greedy approximation solution (Dantzig, 1957).

### 4.4.2 Dual Variable and test of reduction

The dual variables $u_{i}$ and $v_{j}$ associated to the current solution are provided by the following system of equations optimal

$$
K_{i, j}-u_{i}-v_{j}=0 \quad \forall Y_{i, j} \in B
$$

Since there are $m+n$ unknown variables and $m+n-1$ equations, by setting $u_{1}=0$ then we determine a solution of dual variables and then the reduced cost of all non-basic variables

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} ; \quad \forall Y_{i, j} \notin B
$$

where $B$ is the set of basic variables

We can notice that the current solution is optimal if the reduced cost for all non-basic variables is positive i.e.

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} \quad \geq 0
$$

Otherwise there exist at least one non-basic variables $Y_{i, j}$ such that

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j}<0
$$

In the case of the knapsack problem, the reduced cost of such variables satisfied

$$
Y_{1, j}=0, \quad Y_{2, j}>0 \quad \text { and } \quad \widehat{K}_{1, j}=K_{1, j}-K<0
$$

This indicates the possibility to decrease the total transportation cost. This will be tested by considering the move from $Y_{2, j}$ to $Y_{1, j}$ called the $j$-move. That move decreases the cost by

$$
R_{j}=\widehat{K}_{1, j} \quad Y_{2, j}<0
$$

Since the first constraint is limited by the Knapsack capacity $W$ the $j$-move yields the use of the surplus and some minimal necessary moves of variables

$$
Y_{1, \sigma(t)} \text { to } Y_{2, \sigma(t)} ; t=1, \ldots, T
$$

where $T$ is represent a move of column. This implies an increase of the cost equal to

$$
I_{j}=\sum_{t=1}^{T} \widehat{K}_{2, \sigma(t)} \cdot Y_{1, \sigma(t)}>0
$$

The value $R_{j}+I_{j}$ represents the change of the cost function resulting in the $j$-move.
Therefore if $R_{j}+I_{j}<0$ then the objective cost is reduced and the move retained.

Otherwise the $j$-move is discarded. The comparison of these successful move progressively performed in order to retain the optimal one which is associated to the optimal solution.

### 4.4.3 Adapted Transportation Algorithm

In this section, we propose the adapted transportation algorithm

## Step 0. Ordering the items

Order the items such that the efficiency rate $\frac{p_{j}}{w_{j}}$ is decreasing

Set $K=K_{1,1}$ be the maximal efficiency rate

Update the coefficients to change the KP into minimization

$$
K_{i, j}:=K-K_{i, j} ; \quad i=1,2 ; \quad j=1, \ldots, n
$$

## Step 1. Initial solution and reduced costs

Set $S_{1}=0 ; \bar{W}=W$ and $\mathrm{s}=1$

For $j=1, \ldots, n$ do

$$
\begin{aligned}
& \text { If } w_{j} \leq \bar{W} \text { then set } Y_{1, j}=w_{j} \\
& \qquad S_{(j+1)}=S_{j}+w_{j}, \bar{W}=W-S_{(j+1)} \text { and } \widehat{K}_{2, j}=K-K_{1, j}
\end{aligned}
$$

$$
\begin{gathered}
\text { Else } \quad \text { set } Y_{2, j}=w_{j}, \widehat{K}_{1, j}=K_{1, j}-K, \\
T C(s)=j \text { and } \mathrm{s}:=\mathrm{s}+1
\end{gathered}
$$

EndIf

Endfor

Set $Y_{1,(n+1)}=\bar{W} \quad$ and $\quad Y_{2,(n+1)}=0$

## Step 2. First decreasing evaluation

Set $N=s-1$

For $k=1, \ldots, N$ do

Set $j=T C(k)$ and $R_{j}=\widehat{K}_{1, j} \cdot X_{2, j}<0$

Find $\sigma(t) ; t=1, \ldots, T$ which is the minimal necessary move of variables $Y_{1, \sigma(t)}$
to $\quad Y_{2, \sigma(t)} ; t=1, \ldots, T$ resulting from the move of $Y_{2, j}$ to $Y_{1, j}$ and set

$$
I_{j}=\sum_{t=1}^{T} \widehat{K}_{2, \sigma(t)} \cdot Y_{1, \sigma(t)}>0
$$

Evaluate

$$
R_{j}+I_{j}=\widehat{K}_{1, j} \cdot Y_{2, j}+\sum_{t=1}^{T} \widehat{K}_{2, \sigma(t)} \cdot Y_{1, \sigma(t)}
$$

$$
\text { If } R_{j}+I_{j}<0 \text { then retain the move as a possibility to decrease the }
$$ objective function

$$
\text { Set } k=N+1
$$

Else discard the move

## EndFor

## Step 3. Improving the initial solution

For $l=(j+1), \ldots, N$ do

Set $k=T C(l)$

If $\quad Y_{2, j}<Y_{2, k}$ then do

Set $R_{k}=\widehat{K}_{1, k} \cdot Y_{2, k}$

If $\quad \widehat{K}_{1, j} \cdot Y_{2, j}<\widehat{K}_{1, k} \cdot Y_{2, k}$ then the $k$-move is discarded

Else

If $Y_{2, k}-Y_{2, j} \leq Y_{1,(n+1)}$ then accept the $k$ - move and set $\bar{k}=k$

Else

Find first $r$ such that

$$
Y_{2, t} \leq Y_{1,(n+1)}+Y_{2, t}+Y_{2,(t-1)}+\cdots+K_{2, r}
$$

$$
\text { Set } I_{k}=\widehat{K}_{2, k-1} \cdot Y_{1, k-1}+\cdots+\widehat{K}_{2, r} \cdot Y_{1, r}
$$

If $I_{k}+R_{k} \leq I_{j}+R_{j}$ then discard the $k$ - move

Else

$$
\text { Accept the } k \text {-move and set } \bar{k}=k
$$

EndIf

## EndIf

## EndIf

Else $\left(Y_{2, j} \geq Y_{2, k}\right)$

Then $\widehat{K}_{1, j} \cdot Y_{2, j}<\widehat{K}_{1, k} \cdot Y_{2, k}$

If $Y_{2, j}-Y_{2, k} \leq Y_{1,(n+1)}$ then discard the $k$-move

Else

Find first $r$ such that $Y_{2, r}-Y_{2, k} \leq Y_{1,(n+1)}$

Set $I_{k}=I_{j}-\widehat{K}_{2, k-1} \cdot Y_{1, k-1}-\cdots-\widehat{K}_{2, r} \cdot Y_{1,(r-1)}$

$$
\text { If } I_{k}+R_{k}<I_{j}+R_{j}
$$

then accept the $k$-move and set $\bar{k}=k$

Else

EndIf

EndIf

## Step 4. Perform the optimal move

The optimal move is associated to $\bar{k}$

Perform that optimal move which is from $Y_{2, \bar{k}}$ to $X_{1, \bar{k}}$

Here are some propositions:

Proposition 1. If $X_{1, k}=w_{k}>w_{j}$ then the move of $Y_{1, k}$ to $Y_{2, k}$ is not included in the improving $j$-move of the weight $w_{j}$ from the variable $Y_{2, j}$ to $Y_{1, j}$.

Proof. Since $Y_{1, k}=w_{k}>w_{j}$ and $K_{1, j}>K_{1, k}$ then

$$
\left|\widehat{K}_{1, j}\right|=K_{1,1}-K_{1, j}<\widehat{K}_{2, k}=K_{1,1}-K_{1, k} \quad \text { and } \quad \widehat{K}_{2, k} \cdot Y_{1, k}+\widehat{K}_{2, j} \cdot Y_{1, j} \geq 0
$$

Therefore the move of $Y_{1, k}$ to $Y_{2, k}$ cannot be included in an improving and feasible $j$ move.

Proposition 2. Let's consider $Y_{1, k}=w_{k}$ and the move of $w_{k}$ from $Y_{1, k}$ to $Y_{2, k}$ such that

$$
R_{j}+I_{j}+\left(\widehat{K}_{2, k} \cdot Y_{1, k}\right) \geq 0
$$

Then that move cannot be included in the improving $j$-move.

Proof. If the move of $Y_{1, k}$ to $Y_{2, k}$ is included then the $j$-move will increases the objective because $R_{j}+I_{j}+\left(\widehat{K}_{2, k} \cdot Y_{1, k}\right) \geq 0$ and will not improve it.

Proposition 3. Let's consider $Y_{1, k}=w_{k}$ such that

$$
w_{k}+V_{j} \geq w_{j} \quad \text { and } \quad R_{j}+\bar{I}_{j}+\left(\widehat{K}_{2, k} \cdot Y_{1, k}\right)<0
$$

Then the $j$-move is accepted. Moreover if the $j$-move is such that

$$
w_{k}+V_{j}-w_{j}=0
$$

then the current solution yield by the $j$-move is optimal.

Proof. Since $w_{k}+V_{j} \geq w_{j}$ then the move of the basic variables associated to $V_{j}$ provides a feasible $j$-move which yields an improved current solution. Therefore the $j$ move is accepted.

With the second condition, all variables $r>j$ are non-basic variables with negative reduced cost i.e.

$$
Y_{1, r}=0, Y_{2, r}=w_{r} \quad \text { and } \quad \widehat{K}_{1, r}=K_{1, r}-K_{1,1}<0
$$

Therefore, any $r$-move will involve the move of a total weight at least equal to $w_{r}$ from basic variables $X_{1, k} ; k<j$ to $X_{2, k}$. Since the minimal reduced cost associated to these moves are higher to the absolute value of the negative reduced cost of any non-basic variables $r>j$ then the objective function can no longer be improved.

Now, we provide an example to illustrate the algorithm.

### 4.5 Example of illustration

We are going to use the same example that has been solved by the Branch and Bound in the previous chapter. The parameters of the Knapsack Problem are

$$
\begin{aligned}
& n=7, \quad P_{j}=(70,20,39,35,7,5,9) \\
& w_{j}=(31,10,20,18,4,3,6) \quad W=50
\end{aligned}
$$

The mathematical formulation is

$$
\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{7} P_{j} X_{j} \\
\sum_{j=1}^{7} w_{j} X_{j} \leq 50 \\
X_{j}=\{0,1\} ; \quad j=1, \ldots, 7
\end{array}\right.
$$

It can be represented by the following table:

| 70 | 20 | 39 | 35 | 7 | 5 | 9 | $\mathbf{5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3 1}$ | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{1 8}$ | $\mathbf{4}$ | $\mathbf{3}$ | $\mathbf{6}$ |  |

Now, by the change of variable $Y_{j}=w_{j} X_{j}$ the formulation of the problem becomes

$$
\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{7} \frac{P_{j}}{w_{j}} Y_{1, j} \\
\sum_{j=1}^{8} Y_{1, j}=50 \\
\sum_{j=1}^{8} Y_{2, j}=B+42 \\
\sum_{i=1}^{2} Y_{i, j}=w_{j} ; j=1, \ldots, 8 \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1,2 ; j=1, \ldots, 8
\end{array}\right.
$$

The associated table representation is

| $\frac{70}{31}$ | $\frac{20}{10}$ | $\frac{39}{20}$ | $\frac{35}{18}$ | $\frac{7}{4}$ | $\frac{5}{3}$ | $\frac{3}{2}$ | 50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 31 | 10 | 20 | 18 | 4 | 3 | 6 |  |

The problem is not balanced because

$$
W=50 \neq \sum_{j=1}^{7} w_{j}=92
$$

To balance the problem, we need to add a dummy knapsack 2 and a surplus item 8.

The total demand of item 8 is equal to a buffer $B$ where $B$ is unknown value.

$$
w_{8}=B
$$

The total supply of knapsack 2 is equal

$$
W_{2}=B+\sum_{j=1}^{7} w_{j}-W=B+92-50=B+42
$$

Now the problem becomes balanced because

$$
W_{1}+W_{2}=50+(B+92-50)=B+92=\sum_{j=1}^{8} w_{j}
$$

The formulation of BKP becomes

$$
B K P\left\{\begin{array}{c}
\max Z=\sum_{j=1}^{7} P_{j} Y_{1, j} \\
\sum_{j=1}^{8} Y_{1, j}=50 \\
\sum_{j=1}^{8} Y_{2, j}=B+42 \\
\sum_{i=1}^{2} Y_{i, j}=w_{j} ; j=1, \ldots, 8 \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1,2 ; j=1, \ldots, 8
\end{array}\right.
$$

The coefficient associated to the dummy knapsack and dummy item are equal zero. The table representation becomes

| 70 | 20 | 39 | 35 | 7 | 5 | 9 | 0 | $\mathbf{5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\boldsymbol{B}+\mathbf{4 2}$ |
| $\mathbf{3 1}$ | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{1 8}$ | $\mathbf{4}$ | $\mathbf{3}$ | $\mathbf{6}$ | $\boldsymbol{B}$ |  |

Now, changing the problem to minimization problem by considering the highest efficiency $\frac{70}{31}$. The formulation becomes the minimization and yields to the following transportation problem

$$
\left\{\begin{array}{c}
\min Z_{L}=\sum_{j=1}^{7}\left(\frac{70}{31}-\frac{P_{j}}{w_{j}}\right) Y_{1, j} \\
\sum_{j=1}^{8} Y_{1, j}=50 ; \\
\sum_{j=1}^{8} Y_{2, j}=B+42 ; \\
\sum_{i=1}^{2} Y_{i, j}=w_{j} \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1,2 ; j=1, \ldots, 8
\end{array}\right.
$$

This implies the following table

| 0 | $\frac{8}{31}$ | $\frac{191}{620}$ | $\frac{175}{558}$ | $\frac{63}{124}$ | $\frac{55}{93}$ | $\frac{47}{62}$ | $\frac{70}{31}$ | $\mathbf{5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{70}{31}$ | $\frac{70}{31}$ | $\frac{70}{31}$ | $\frac{70}{31}$ | $\frac{70}{31}$ | $\frac{70}{31}$ | $\frac{70}{31}$ | $\frac{70}{31}$ | $\boldsymbol{B}+\mathbf{4 2}$ |
| $\mathbf{3 1}$ | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{1 8}$ | $\mathbf{4}$ | $\mathbf{3}$ | $\mathbf{6}$ | $\boldsymbol{B}$ |  |

By using the approximation of the coefficients the table becomes

| 0 | 2.26 | 0.308 | 0.314 | 0.51 | 0.59 | 0.76 | 2.258 | $\mathbf{5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.258 | 2.258 | 2.258 | 2.258 | 2.258 | 2.258 | 2.258 | 2.258 | $\boldsymbol{B}+\mathbf{4 2}$ |


| 31 | 10 | 20 | 18 | 4 | 3 | 6 | $B$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

To solve the transportation problem, we first find an initial solution by using the Vogel Approximation Method (VAM). It consists in assigning to each row and column a penalty which is the difference of the two lowest cost of that line.

This leads to

$$
\begin{gathered}
p_{1}=0.26 ; p_{2}=0 ; q_{1}=2.258 ; q_{2}=1.998 ; q_{3}=1.95 ; q_{4}=1.95 ; q_{5}=1.75 ; \\
q_{6}=1.67 ; q_{7}=1.5 \text { and } q_{8}=0
\end{gathered}
$$

Assignment 1. Since the largest penalty is, $q_{1}=2.258-0=2.258, j=1, \ldots, 8$; the variable to be assigned is

$$
Y_{1,1}=31 \quad \text { and } \quad S_{1}=50-31=19
$$

Then column 1 is crossed out from the table.

Assignment 2. Since the largest penalty is associated to a column and the efficiency rate is decreasing; the next variable to be assigned is

$$
Y_{1,2}=10 \quad \text { and } \quad S_{2}=19-10=9
$$

Then column 2 is crossed out from the table.

Since the remaining supply is lower than the weight these variables cannot be assigned.
We set

$$
Y_{2,3}=20 \quad \text { and } \quad Y_{2,4}=18
$$

Then we crossed out column 3 and 4 out from the table.

Assignment 3. Since the efficiency rate is decreasing, the next variable to be assigned is

$$
Y_{1,5}=4 \quad \text { and } \quad S_{3}=9-4=5
$$

Then column 5 is crossed out from the table.

Assignment 4. Since the efficiency rate is decreasing, the next variable to be assigned is

$$
Y_{1,6}=3 \quad \text { and } \quad S_{4}=5-3=2
$$

Then column 6 is crossed out from the table. Since $S_{4}=2<w_{7}=6$ then the remaining variable $Y_{17}$ cannot be assigned. We set $Y_{2,7}=6$ and fill the remaining variable by setting

$$
Y_{1,8}=2 ; Y_{2,3}=20 ; Y_{2,4}=18 ; Y_{2,7}=6 ; Y_{2,8}=0
$$

The initial feasible solution is presented in the following table with the total profit begin equal to

$$
Z=102 \text { with the buffer } B=2
$$

| 31 | 10 |  |  | 4 | 3 |  | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 20 | 18 |  |  | 6 | 0 |

To find the optimal solution, we need to find the dual variables $u_{i}$ and $v_{j}$ for all basic variables.

We set $u_{1}=0$ and then we have

$$
\left\{\begin{array}{cl}
u_{1}+v_{1}=0 & \Rightarrow v_{1}=0 \\
u_{1}+v_{2}=0.26 & \Rightarrow v_{2}=0.26 \\
u_{1}+v_{5}=0.51 & \Rightarrow v_{5}=0.51 \\
u_{1}+v_{6}=0.59 & \Rightarrow v_{6}=0.59 \\
u_{1}+v_{8}=2.258 & \Rightarrow v_{8}=2.258
\end{array}\right.
$$

Since we know $v_{8}=2.258$; therefore, we find $u_{2}=0$. Also,

$$
\left\{\begin{array}{l}
v_{3}=2.258 \\
v_{4}=2.258 \\
v_{7}=2.258
\end{array}\right.
$$

After that, we need to find the reduced cost of all non - basic variables

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} ; \quad \forall Y_{i, j} \notin B
$$

The costs for the non - basic variables in the first row are

$$
\begin{gathered}
\widehat{K}_{1,3}=K_{1,3}-u_{1}-v_{3} \Rightarrow 0.308-2.258=-1.95 \\
\widehat{K}_{1,4}=K_{1,4}-u_{1}-v_{4} \Rightarrow 0.314-2.258=-1.94 \\
\widehat{K}_{1,7}=K_{1,7}-u_{1}-v_{7} \Rightarrow 0.76-2.258=-1.5
\end{gathered}
$$

For the second row

$$
\begin{gathered}
\widehat{K}_{2,1}=K_{2,1}-u_{2}-v_{1} \Rightarrow 2.258-0-0=2.26 \\
\widehat{K}_{2,2}=K_{2,2}-u_{2}-v_{2} \Rightarrow 2.258-0-0.26=2 \\
\widehat{K}_{2,5}=K_{2,5}-u_{2}-v_{5} \Rightarrow 2.258-0-0.51=1.75 \\
\widehat{K}_{2,6}=K_{2,6}-u_{2}-v_{6} \Rightarrow 2.258-0-0.59=1.67
\end{gathered}
$$

The current solution with reduced cost is presented below

| $\mathbf{3 1}$ | $\mathbf{1 0}$ | -1.95 | -1.94 | $\mathbf{4}$ | $\mathbf{3}$ | -1.5 | $\mathbf{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.26 | 2 | $\mathbf{2 0}$ | $\mathbf{1 8}$ | 1.75 | 1.67 | $\mathbf{6}$ | $\mathbf{0}$ |

Since the most negative value is $\widehat{K}_{1,3}=-1.952$, then the move of $Y_{2,3}=20$ to $Y_{1,3}$ will reduce the objective by

$$
R_{3}=20 \times(-1.95)=-39
$$

This will force at least the move of $Y_{1,1}=31$ to $Y_{2,1}$ and the increasing

$$
I_{3}=31 \times 2.26=70.02
$$

Since adding $R_{3}+I_{3}=31.02>0$ then the move of $Y_{2,3}=20$ is not improving and is discarded by setting $C_{2,3}=2.26+1=3.26$.

Since the next least reduced cost is $\widehat{K}_{1,4}=-1.94$, then the move of $Y_{2,4}=18$ to $Y_{1,4}$ will reduce the objective by

$$
R_{4}=18 \times(-1.94)=-35
$$

This will force at least the move of $Y_{1,6}=3, Y_{15}=4$ and $Y_{1,2}=10$. This implies an increase

$$
I_{4}=10 \times(2)+4 \times(1.75)+3 \times(1.67)=32
$$

Since adding $R_{4}+I_{4}=-3<0$ then the move of $Y_{2,4}=18$ is maintained.

The last negative reduced cost $\widehat{K}_{1,7}=-1.5$ yields the move of $Y_{2,7}=6$ to $Y_{1,7}$ which reduces the objective by

$$
R_{7}=6 \times(-1.5)=-9
$$

This will force at least the move of $Y_{1,5}=4$ and then the increasing

$$
I_{7}=4 \times(1.75)=7
$$

Since adding $R_{7}+I_{7}=-2<0$ then the move of $Y_{2,7}=6$ is maintained.

By comparing these two feasible solutions, the largest reduction of the cost function is provided by the move of $Y_{2,4}=18$ to $Y_{1,4}$ which is the selected one. We notice that the move of any of the variables $Y_{2,6}=6$ to $Y_{2,5}=4$ and $Y_{2,2}=10$ will imply the pervious situation which will not be an improvement and s discarded by setting $C_{2,6}=C_{2,5}=$ $C_{2,2}=3.26$. The move of $Y_{2,7}=6$ to $Y_{1,7}$ is already tested and compared by the selected one. It will not provide improvement and is discarded by setting $C_{1,7}=3.26$. Then the optimal solution with the total profit begin 105 is represented in the following table

| 31 | + | + | 18 | + | + | + | 1 | 50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.26 | 10 | 20 | 1.946 | 4 | 3 | 6 | 1 | $B+42$ |

### 4.6 Conclusion

In this chapter, we have presented the Knapsack Problem (KP) as a Linear Transportation Problem (LTP) and provide a new approach for solving 0 - 1 Knapsack Problem (KP). To find the initial solution the Vogel Method (VAM) is used and shown to be equivalent to the Greedy Algorithm for the knapsack problem. Then an Adapted Transportation Algorithm (ATA) is applied to find an optimal solution. The approach can also be extended to some variants of the knapsack problem such as the Subset - sum problem $\left(P_{j}=w_{j}\right)$ [7], the bound knapsack problem and the knapsack - like problems. It also can be generalized to solve the Zero - One Multiple Knapsack Problem (MKP) and the multiple Subset - sum problem. In next chapter, we will apply this method to solve the $0-1$ Multiple Knapsack Problem (MKP).

## Chapter 5

# 5 Solving the 0 - 1 Multiple Knapsack Problem by an Adapted Transportation Algorithm 

### 5.1 Introduction

In this chapter, we link the $0-1$ Multiple Knapsack Problem to the Linear Transportation Problem (LTP). Then we solve the problem by using an Adaptation of Transportation Algorithm. The Vogel Approximation Method is applied to find an initial solution. It consists of assigning to each row and column a penalty which is the difference between the two minimum costs. The largest penalty indicates the line to be allocated first. Then the variable with minimum cost on that line is assigned. The initial solution is then improved by using the dual variable and resulting reduced cost. We prove that when no further reduction of the cost is possible, then we obtain an optimal solution.

### 5.2 The Multiple Knapsack Problem Formulation

It is defined by selecting among $n$ items to load $m$ knapsacks in order to maximize the resulting total profit while for each knapsack, the sum of the weight $w_{j}$ of the selected items should not exceed its capacity $W_{i}$. The Multiple Knapsack Problem (MKP) is formulated as following:

$$
\operatorname{MKP}\left\{\begin{array}{c}
\max \mathrm{Z}=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{j} X_{i, j} \\
\sum_{j=1}^{n} w_{j} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i j} \leq 1 ; \quad j=1, \ldots, n \\
X_{i, j} \in\{0,1\} ; i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

We consider the following conditions [43] without a loss of generality.

$$
\begin{gathered}
P_{j}>0, w_{j}>0 \text { and } W_{i}>0 \text { are integers } j=1, \ldots, n ; i=1, \ldots, m \\
w_{j} \leq \max \left\{W_{i} ; i=1, \ldots, m\right\} ; j=1, \ldots, n \\
W_{i} \geq \min \left\{w_{j} ; j=1, \ldots, n\right\} ; i=1, \ldots, m \\
\sum_{j=1}^{n} w_{j}>W_{i} ; i=1, \ldots, m
\end{gathered}
$$

### 5.3 Linear Transportation Problem and Multiple

## Knapsack Problem

In this section, we link the $0-1$ Multiple Knapsack problem to Linear Transportation Problem. It consists of presenting the MKP as Transportation Problem and having it
balanced. To present it as a Transportation Problem we change the decision variable $X_{i, j}$. The changing of variable $Y_{i, j}=w_{j} X_{i, j}$ implies

$$
Y_{i, j}= \begin{cases}w_{j} & \text { when item } j \text { is assigned to knapsack } i \quad j=1, \ldots, n \\ 0 & \text { else }\end{cases}
$$

Therefore, the new formulation of Multiple Knapsack - Transportation Problem is

$$
\operatorname{MKP}\left\{\begin{array}{c}
\max \mathrm{Z}=\sum_{i=1}^{m} \sum_{j=1}^{n} \frac{P_{j}}{w_{j}} Y_{i, j} \\
\sum_{j=1}^{n} Y_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} Y_{i, j} \leq w_{j} ; \quad j=1, \ldots, n \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

Since the problem is not usually balanced, we add a dummy knapsack $(m+1)$ and associated to the variables

$$
\left(Y_{(m+1), 1} ; Y_{(m+1), 2} ; \ldots ; Y_{(m+1), n}\right)
$$

Also, we add a dummy item $(n+1)$ associated to the variables

$$
\left(Y_{1,(n+1)} ; Y_{2,(n+1)} ; \ldots ; Y_{m,(n+1)}\right)
$$

Their coefficients in the objective function are equal to zero value, which make this variable less attractive. The demand surplus of item $(n+1)$ is equal to an unknown buffer $B$

$$
w_{(n+1)}=B
$$

The supply for dummy knapsack $m+1$ is equal

$$
W_{(m+1)}=B+\sum_{i=1}^{m} W_{i}-\sum_{j=1}^{n} w_{j}
$$

The formulation of the balanced Multiple Knapsack Problem (BMKP) becomes

$$
\text { [BMKP] }\left\{\begin{array}{c}
\operatorname{max~Z}=\sum_{i=1}^{m+1} \sum_{j=1}^{n+1} \frac{P_{j}}{w_{j}} Y_{i, j} \\
\sum_{j=1}^{n+1} Y_{i j}=W_{i} ; \quad i=1, \ldots,(m+1) \\
\sum_{i=1}^{m+1} Y_{i, j}=w_{j} ; \quad j=1, \ldots,(n+1) \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; i=1, \ldots,(m+1) ; j=1, \ldots,(n+1)
\end{array}\right.
$$

Now, we change the problem to a minimization problem becomes the MKP is usually maximization. To change the BMKP can be presented it as a minimization by setting

$$
K=\max _{j}\left\{\frac{P_{j}}{w_{j}}\right\}
$$

and subtracting the coefficients from $K$ to obtain all the coefficients $K_{i, j}$

$$
K_{m+1, j}=K ; \quad K_{i, n+1}=K ; \quad K_{i, j}=K-\frac{p_{j}}{w_{j}} ; \quad i=1, \ldots, m ; \quad j=1, \ldots, n
$$

The formulation of MIN - MKP becomes

$$
\operatorname{MIN}-\operatorname{MKP}\left\{\begin{array}{c}
\min \mathrm{Z}_{m}=\sum_{i=1}^{m+1} \sum_{j=1}^{n+1} K_{i, j} Y_{i, j} \\
\sum_{j=1}^{n+1} Y_{i, j}=W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m+1} Y_{i, j}=w_{j} ; \quad j=1, \ldots, n \\
Y_{i, j} \in\left\{0, w_{j}\right\} ; \quad i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

Since we get the formulation of the $0-1$ multiple Knapsack Problem - Transportation we present the Adapted Transportation Algorithm for solving the problem in the following section.

### 5.4 Adapted Transportation Algorithm

### 5.4.1 Vogel Approximation Method

To find the initial solution we use the Vogel Approximation Method (VAM) described by the following steps.

1. Compute the penalty cost for each row and column; however, for each row and column, the penalty is the difference between two minimums cost.
2. Determine the largest penalty of the line to be assigned.
3. Assign the variable having the lowest unit cost.
4. Update the supply and demand.

If there is one line remaining fill it and end

Else continue
5. Cross out the assigned column or row with zero supply or demand and return to step 1.

Remark 1. If the items are ordered such that the efficiency rate is decreasing, the variable to be assigned is the first variable of the first column of the remaining table.

Remark 2. If the items are ordered such that the efficiency rate is decreasing, the initial solution is equivalent to the greedy approximation solution (Dantzig, 1957).

### 5.4.2 Dual Variable and test of reduction

The dual variables $u_{i}$ and $v_{j}$ associated to the current solution is provided by the following system of equations

$$
K_{i, j}-u_{i}-v_{j}=0 \quad \forall Y_{i, j} \in B
$$

where $B$ is the set of basic variable. Since there are $m+n$ unknown variables and $m+n-1$ equations, by setting $u_{1}=0$ then we determine a solution of dual variables and then the reduced cost of all non-basic variables

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} ; \quad \forall Y_{i, j} \notin B
$$

We can notice that the current solution is optimal if the reduced cost for all non-basic variables is positive i.e.

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} \geq 0 .
$$

Otherwise there exist at least one non-basic variable $Y_{i, j}$ such that

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j}<0
$$

In the case of the $0-1$ Multiple knapsack problem since the profit of any item $j$ independent of the knapsack, the reduced cost of such variables verify for $i=1, \ldots, m$ and $j=1, \ldots, n$

$$
Y_{i, j}=0, \quad Y_{m+1, j}>0 \quad \text { and } \quad \widehat{K}_{i, j}=K_{i, j}-K<0
$$

This indicates the possibility to decrease the total transportation cost. This will be tested by considering the move from $Y_{m+1, j}$ to $Y_{i, j} ; i=1, \ldots, m$ called the $j$-move to $Y_{i, j}$. That move decreases the cost by

$$
R_{j}=\widehat{K}_{i, j} Y_{m+1, j}<0 ; i=1, \ldots, m
$$

Since the first $m$ constraints are limited by the Knapsack capacity $W_{i}$ the $j$-move to $Y_{i, j}$ yields the use of the surplus and some minimal necessary moves of variables

$$
Y_{i, \sigma(t)} \text { to } Y_{m+1, \sigma(t)} ; t=1, \ldots, T
$$

This implies an increase of the cost equal to

$$
I_{j}=\sum_{t=1}^{T} \widehat{K}_{m+1, \sigma(t)} \cdot X_{i, \sigma(t)}>0 ; \quad i=1, \ldots, m
$$

The value $R_{j}+I_{j}$ represents the change of the cost function resulting in the $j$-move.
Therefore if $R_{j}+I_{j}<0$ then the objective cost is reduced and the move retained.

Otherwise the $j$-move is discarded. The comparison of these successful moves progressively performed in order to retain the optimal one that is associated to the optimal solution.

In the next section, we provide illustration examples solved by using the Adapted Transportation Algorithm. One of these examples has been solved in chapter 3 by Branch and Bound Algorithm (B\&B), and the second example is an illustration of the possibility to consider dependent profit unit of the item to the knapsack.

### 5.5 Example of illustration

### 5.5.1 Example 1

Consider the following multiple knapsack problem with $m=2$ knapsacks and $n=10$ items. The profit and weight are

$$
\begin{gathered}
P_{j}=(78,35,89,36,94,75,74,79,80,16) \\
w_{j}=(18,9,23,20,59,61,70,75,76,30) \\
W_{i}=(103,156)
\end{gathered}
$$

The mathematical formulation of the multiple knapsack problem is

| 78 | 35 | 89 | 36 | 94 | 75 | 74 | 79 | 80 | 16 | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 78 | 35 | 89 | 36 | 94 | 75 | 74 | 79 | 80 | 16 | $\mathbf{1 5 6}$ |
| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | $\mathbf{5 9}$ | $\mathbf{6 1}$ | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | $\mathbf{3 0}$ |  |

$$
\left\{\begin{array}{c}
\operatorname{max~Z}=\sum_{i=1}^{2} \sum_{j=1}^{10} P_{j} X_{i, j} \\
\sum_{j=1}^{10} w_{j} X_{i, j} \leq W_{i} ; \quad i=1,2 \\
\sum_{i=1}^{2} X_{i, j} \leq 1 ; \quad j=1, \ldots, 10 \\
X_{i, j} \in\{0,1\} ; \quad i=1,2 ; \quad j=1, \ldots, 10
\end{array}\right.
$$

Its representation is provided by the following table

By the change of variable $Y_{i, j}=w_{j} X_{i, j}$ the problem becomes as following maximum transportation problem. Therefore, the following table provides the transportation problem

| $\frac{39}{9}$ | $\frac{35}{9}$ | $\frac{89}{23}$ | $\frac{9}{5}$ | $\frac{94}{59}$ | $\frac{75}{61}$ | $\frac{37}{35}$ | $\frac{79}{75}$ | $\frac{20}{19}$ | $\frac{8}{15}$ | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


| $\frac{39}{9}$ | $\frac{35}{9}$ | $\frac{89}{23}$ | $\frac{9}{5}$ | $\frac{94}{59}$ | $\frac{75}{61}$ | $\frac{37}{35}$ | $\frac{79}{75}$ | $\frac{20}{19}$ | $\frac{8}{15}$ | 156 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 18 | 9 | 23 | 20 | 59 | 61 | 70 | 75 | 76 | 30 |  |

The problem is not balanced because

$$
\sum_{j=1}^{10} w_{j}=441>\sum_{i=1}^{2} W_{i}=259
$$

To become a balanced problem, we need to add a dummy knapsack $i=3$ and a dummy item $n=11$. The weight of the dummy item 11 is equal to an unknown buffer $B$.

$$
w_{11}=B
$$

The total supply dummy of knapsack 3 is equal

$$
\begin{array}{r}
W_{3}=B+\sum_{j=1}^{10} w_{j}-\sum_{i=1}^{2} W_{i} \\
=B+441-259=B+182
\end{array}
$$

Now, the problem becomes balanced

$$
\sum_{i=1}^{3} W_{i}=103+156+(B+441-259)=B+441=\sum_{j=1}^{11} w_{j}
$$

The cost for the dummy knapsack and surplus items are equal zero.

The associated table is

| $\frac{39}{9}$ | $\frac{35}{9}$ | $\frac{89}{23}$ | $\frac{9}{5}$ | $\frac{94}{59}$ | $\frac{75}{61}$ | $\frac{37}{35}$ | $\frac{79}{75}$ | $\frac{20}{19}$ | $\frac{8}{15}$ | 0 | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{39}{9}$ | $\frac{35}{9}$ | $\frac{89}{23}$ | $\frac{9}{5}$ | $\frac{94}{59}$ | $\frac{75}{61}$ | $\frac{37}{35}$ | $\frac{79}{75}$ | $\frac{20}{19}$ | $\frac{8}{15}$ | 0 | $\mathbf{1 5 6}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $B+\mathbf{1 8 2}$ |
| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | $\mathbf{5 9}$ | $\mathbf{6 1}$ | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | $\mathbf{3 0}$ | $\boldsymbol{B}$ |  |

By considering the highest efficiency $\frac{39}{9}$, we change the problem to a minimization problem by subtracting the coefficients from $\frac{39}{9}$. This provides after approximation the transportation problem

| 0 | 0.44 | 0.46 | 2.53 | 2.74 | 3.10 | 3.276 | 3.28 | 3.281 | 3.8 | 4.33 | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.44 | 0.46 | 2.53 | 2.74 | 3.10 | 3.276 | 3.28 | 3.281 | 3.8 | 4.33 | $\mathbf{1 5 6}$ |
| 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | $\boldsymbol{B}+\mathbf{1 8 2}$ |
| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | $\mathbf{5 9}$ | $\mathbf{6 1}$ | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | $\mathbf{3 0}$ | $\boldsymbol{B}$ |  |

To solve the transportation problem, we first find an initial solution by using the Vogel Approximation Method (VAM). It consists in evaluating the penalties of assigning to each row and column, a penalty which is the difference of the two lowest cost of that line. This leads to

$$
p_{1}=p_{2}=0.44 ; p_{3}=0 ; q_{j}=0 ; j=1, \ldots, 11
$$

Assignment 1.Since the largest penalties are $P_{1}=P_{2}, q_{j}=0, j=1, \ldots, 10$ the variable to be assigned is

$$
Y_{1,1}=18 \quad \text { and } \quad S_{1}=103-18=85
$$

The column 1 is crossed out from the table.

Assignment 2. Since the efficiency rate is increasing, the next variable to be assigned is

$$
Y_{1,2}=9 \quad \text { and } \quad S_{2}=85-9=76
$$

The column 2 is crossed out from the table.

Assignment 3. Then the next variable to be assigned is

$$
Y_{1,3}=23 \quad \text { and } \quad S_{3}=76-23=53
$$

The column 3 is crossed out from the table.

Assignment 4. Then the next variable to be assigned is

$$
Y_{1,4}=20 \text { and } S_{4}=53-20=33
$$

The column 4 is crossed out from the table.

Since the remaining supply is lower than the weight for $Y_{1,5} ; Y_{1,6} ; Y_{1,7} ; Y_{1,8}$ and $Y_{1,9}$ then we set their coefficients equal to the largest cost

$$
K_{1,5}=K_{1,6}=K_{1,7}=K_{1,8}=K_{1,9}=4.33
$$

This implies the update of their penalties to

$$
q_{5}=1.59 ; q_{6}=1.23 ; q_{7}=1.054 ; q_{8}=1.05 ; q_{9}=1.049 ; q_{10}=0.53 ; q_{11}=0
$$

Assignment 5. The largest penalty is $q_{5}=1.59$ and the variable to be assigned is

$$
Y_{2,5}=59 \quad \text { and } \quad S_{5}=156-59=97
$$

The column 5 is crossed out from the table.

Assignment 6. The largest penalty is $q_{6}=1.23$ and then the variable to be assigned is

$$
Y_{2,6}=61 \quad \text { and } \quad S_{6}=97-61=36
$$

Since the remaining supply is lower than the weight for $Y_{2,7} ; Y_{2,8}$ and $Y_{2,9}$ we set their coefficients equal to the largest cost

$$
K_{2,7}=K_{2,8}=K_{2,9}=4.33
$$

The update of their penalties implies

$$
q_{7}=q_{8}=q_{9}=0
$$

Assignment 7. The largest penalty is $p_{1}=p_{2}=0.53$ and then the variable to be assigned is

$$
Y_{1,10}=30 \quad \text { and } \quad S_{7}=33-30=3
$$

The column 10 is crossed out from the table. Now, we fill the remaining column and row by setting

$$
Y_{1,11}=3 ; \quad Y_{2,11}=36 ; \quad Y_{3,11}=0 ; \quad Y_{3,7}=70 ; \quad Y_{3,8}=75 ; \quad Y_{3,9}=76
$$

The initial feasible solution is

| 18 | 9 | 23 | 20 |  |  |  |  |  | 30 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 59 | 61 |  |  |  |  | 36 |
|  |  |  |  |  |  | 70 | 75 | 76 |  | 0 |

The total profit is

$$
Z=423 \text { with } B=3+36=39
$$

To find the optimal solution, we need to find the dual variables $u_{i}$ and $v_{j}$ for all basic variables. We set $u_{1}=0$ and then we have

$$
\left\{\begin{array}{ccc}
u_{1}+v_{1}=0 & \Rightarrow & v_{1}=0 \\
u_{1}+v_{2}=0.44 & \Rightarrow & v_{2}=0.44 \\
u_{1}+v_{3}=0.46 \Rightarrow & v_{3}=0.46 \\
u_{1}+v_{4}=2.53 & \Rightarrow & v_{4}=2.53 \\
u_{1}+v_{10}=3.8 \Rightarrow & v_{10}=3.8 \\
u_{1}+v_{11}=4.33 & \Rightarrow & v_{11}=4.33
\end{array}\right.
$$

Since we know $v_{11}=4.33$; therefore, we find $u_{2}=0$. Also,

$$
\left\{\begin{array}{l}
v_{5}=2.74 \\
v_{6}=3.10
\end{array}\right.
$$

By using $v_{11}=4.33$, and then $u_{3}=0$. Also,

$$
\left\{\begin{array}{l}
v_{7}=4.33 \\
v_{8}=4.33 \\
v_{9}=4.33
\end{array}\right.
$$

After that, we need to find the cost of all non - basic variables

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} ; \quad \forall Y_{i, j} \notin B
$$

The reduced costs for the non - basic variables in the first row are

$$
\begin{gathered}
\widehat{K}_{1,5}=K_{1,5}-u_{1}-v_{5} \Rightarrow 2.74-0-2.27=0.47 \\
\widehat{K}_{1,6}=K_{1,6}-u_{1}-v_{6} \Rightarrow 3.10-0-3.10=0 \\
\widehat{K}_{1,7}=K_{1,7}-u_{1}-v_{7} \Rightarrow 3.276-0-4.33=-1.054 \\
\widehat{K}_{1,8}=K_{1,8}-u_{1}-v_{8} \Rightarrow 3.28-0-4.33=-1.05 \\
\widehat{K}_{1,9}=K_{1,9}-u_{1}-v_{9} \Rightarrow 3.281-0-4.33=-1.049
\end{gathered}
$$

For the second row

$$
\begin{gathered}
\widehat{K}_{2,1}=K_{2,1}-u_{2}-v_{1} \Rightarrow 0-0-0=0 \\
\widehat{K}_{2,2}=K_{2,2}-u_{2}-v_{2} \Rightarrow 0.44-0-0.44=0 \\
\widehat{K}_{2,3}=K_{2,3}-u_{2}-v_{3} \Rightarrow 0.46-0-0.46=0 \\
\widehat{K}_{2,4}=K_{2,4}-u_{2}-v_{4} \Rightarrow 2.53-0-2.53=0 \\
\widehat{K}_{2,7}=K_{2,7}-u_{2}-v_{7} \Rightarrow 3.276-0-4.33=-1.054
\end{gathered}
$$

$$
\begin{gathered}
\widehat{K}_{2,8}=K_{2,8}-u_{2}-v_{8} \Rightarrow 3.28-0-4.33=-1.05 \\
\widehat{K}_{2,9}=K_{2,9}-u_{2}-v_{9} \Rightarrow 3.281-0-4.33=-1.049 \\
\widehat{K}_{2,10}=K_{2,10}-u_{2}-v_{10} \Rightarrow 3.8-0-3.8=0
\end{gathered}
$$

The reduced cost for the third row

$$
\begin{gathered}
\widehat{K}_{3,1}=K_{3,1}-u_{3}-v_{1} \Rightarrow 4.33-0-0=4.33 \\
\widehat{K}_{3,2}=K_{3,2}-u_{3}-v_{2} \Rightarrow 4.33-0-0.44=3.89 \\
\widehat{K}_{3,3}=K_{3,3}-u_{3}-v_{3} \Rightarrow 4.33-0-0.46=3.87 \\
\widehat{K}_{3,4}=K_{3,4}-u_{3}-v_{4} \Rightarrow 4.33-0-2.53=1.8 \\
\widehat{K}_{3,5}=K_{3,5}-u_{3}-v_{5} \Rightarrow 4.33-0-2.74=1.59 \\
\widehat{K}_{36}=K_{3,6}-u_{3}-v_{6} \Rightarrow 4.33-0-3.10=1.23 \\
\widehat{K}_{3,10}=K_{3,10}-u_{3}-v_{10} \Rightarrow 4.33-0-3.8=0.53
\end{gathered}
$$

The current solution with reduced cost is presented below

| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | 0.47 | 0 | -1.054 | -1.05 | -1.049 | $\mathbf{3 0}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $\mathbf{5 9}$ | $\mathbf{6 1}$ | -1.054 | -1.05 | -1.049 | 0 | $\mathbf{3 6}$ |
| 4.33 | 3.89 | 3.87 | 1.8 | 1.59 | 1.23 | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | 0.53 | $\mathbf{0}$ |

Since the least value is $\widehat{K}_{2,7}=-1.054$; therefore, it indicates a possibility of reducing the cost. The variable $Y_{2,7}$ is reducing the basic. This implies the moving of $Y_{3,7}$ to $Y_{2,7}$. This implies the reduction cost

$$
R_{7}=70 \times(-1.054)=-73.78
$$

It also implies the move of the weight $w_{6}=61$ to $Y_{3,6}$. This implies an increasing cost

$$
I_{7}=61 \times(1.23)=75.03
$$

It also implies the possible move of $w_{6}=61$ to $Y_{1,6}$. This implies an increasing cost

$$
I_{7}=9 \times(3.89)+30 \times(0.53)=50.91
$$

By adding $R_{7}+I_{7}$ " the move of $w_{6}=61$ to $Y_{3,6}$ " the total becomes $1.25>0$; therefore, this moving from $Y_{3,6}$ to $Y_{2,6}$ is not acceptable to reduce the current cost $z$. By adding $R_{7}+I_{7}$ " the move of $w_{6}=61$ to $Y_{1,6}$ " the total becomes $-22.87<0$ then the move is maintained.

Next, the least value is $\widehat{K}_{1,7}=-1.054$; therefore, it indicates a possibility of reducing the cost. The variable $Y_{1,7}$ is reducing the basic. This implies the moving of $Y_{3,7}$ to $Y_{1,7}$

This implies the reduction cost

$$
R_{7}=70 \times(-1.054)=-73.78
$$

It also implies the moving of $Y_{1,4}$ and $Y_{1,10}$, to respectively $X_{3,4}$ and $X_{3,10}$. This implies an increasing cost

$$
I_{7}=20 \times(1.8)+30 \times(0.53)=51.9
$$

By adding them the total becomes $-21.88<0$ then the move of $Y_{1,7}$ is maintained.

The third least value is $\widehat{K}_{2,8}=-1.05$; therefore, it indicates a possibility of reducing the cost. The variable $X_{2,8}$ is reducing the basic. This implies the moving of $Y_{3,8}$ to $Y_{2,8}$. This implies the reduction cost

$$
R_{8}=75 \times(-1.05)=-78.75
$$

It also implies the move of the weight $w_{6}=61$ to $Y_{3,6}$. This implies an increasing cost

$$
I_{8}=61 \times(1.23)=75.03
$$

By adding them the result is decreasing $-3.72<0$ then the move is maintained.

It also implies the possible move of $w_{6}=61$ to $Y_{1,6}$. This implies an increasing cost

$$
I_{8}=9 \times(3.89)+30 \times(0.53)=50.91
$$

By adding them the result is decreasing $-27.84<0$ then the move is maintained

Next, the least value is $\widehat{K}_{1,8}=-1.05$; therefore, it shows a possibility of reducing the cost.

The variable $Y_{1,8}$ is reducing the basic. This implies the moving of $Y_{1,4}$ and $Y_{1,10}$ to respectively $Y_{3,4}$ and $Y_{3,10}$. This implies the reduction $\operatorname{cost} R_{8}=-78.75$.

It also implies an increasing cost

$$
I_{8}=20 \times(1.8)+30 \times(0.53)=51.9
$$

By adding them, it is given a decreasing cost $-26.85<0$. That means the moving from $Y_{3,8}$ to $Y_{1,8}$ is maintained.

Since we still have negative values, so the least value is $\widehat{K}_{2,9}=-1.049$; therefore, there is a possibility of reducing the cost. The variable $Y_{2,9}$ is reducing the basic. This implies the moving of $Y_{3,9}$ to $X_{2,9}$. This implies the reduction cost

$$
R_{9}=76 \times(-1.049)=-79.496
$$

It also implies the move of the weight $w_{6}=61$ to $Y_{3,6}$. This implies an increasing cost

$$
I_{9}=61 \times(1.23)=75.03
$$

By adding them, the result becomes decreasing $-3.924<0$ then the move is maintained.

It also implies the move of the weight $w_{6}=61$ to $Y_{1,6}$. This implies an increasing cost

$$
I_{9}=20 \times(1.8)+30 \times(0.53)=51.9
$$

By adding them, the result becomes decreasing $-28.814<0$ then the move is maintained.

The last least value is $\widehat{K}_{1,9}=-1.049$; therefore, it indicates a possibility of reducing the cost. The variable $Y_{1,9}$ is reducing the basic. This implies the moving of $Y_{1,4}$ and $Y_{1,10}$ to respectively $Y_{3,4}$ and $Y_{3,10}$. This implies the reduction $\operatorname{cost} R_{9}=-79.496$.

It also implies an increasing cost

$$
I_{9}=20 \times(1.8)+30 \times(0.53)=51.9
$$

By adding them the result is increasing $-27.824<0$ then the move is maintained.

Since we have some moves are maintained we choose the best move which is given more reduced cost. Therefore, the best moving is form $Y_{39}$ to $Y_{29}$ because the reducing cost is equal $-28.814<0$.

The current solution becomes

| $\mathbf{1 8}$ | + | $\mathbf{2 3}$ | 0 | 0 | $\mathbf{6 1}$ | + | + | 0 | + | $\mathbf{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | + | 0 | $\mathbf{2 0}$ | $\mathbf{5 9}$ | 0 | + | + | $\mathbf{7 6}$ | + | $\mathbf{1}$ |
| 4.33 | $\mathbf{9}$ | 3.87 | 1.8 | 1.59 | 1.23 | $\mathbf{7 0}$ | $\mathbf{7 5}$ | 1.049 | $\mathbf{3 0}$ | $\mathbf{3 7}$ |

The total of maximum profit is equal $z=452$ with $B=39$

### 5.5.2 Example 2

Consider the following Multiple Knapsack Problem having
$m=2$ knapsack and $n=10$ items. The unit profit and weight are

$$
\begin{aligned}
P_{i, j} & =\binom{78,35,89,36,94,75,74,79,80,16}{74,32,92,34,92,78,72,80,78,20} \\
w_{j} & =(18,09,23,20,59,61,70,75,76,30)
\end{aligned}
$$

$$
W_{1}=103, W_{2}=156
$$

The multiple Knapsack Problem formulation is

$$
\left\{\begin{array}{c}
\max Z=\sum_{i=1}^{2} \sum_{j=1}^{10} P_{i, j} X_{i, j} \\
\sum_{j=1}^{10} w_{j} X_{i, j} \leq W_{i} ; i=1,2 \\
\sum_{i=1}^{2} X_{i, j}=1 ; j=1, \ldots, 10 \\
X_{i, j} \in\{0,1\} ; i=1,2 ; j=1, \ldots, 10
\end{array}\right.
$$

The matrix costs are provided by the following table

| 78 | 35 | 89 | 32 | 94 | 75 | 74 | 79 | 80 | 16 | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 74 | 32 | 92 | 34 | 92 | 78 | 72 | 80 | 78 | 20 | $\mathbf{1 5 6}$ |
| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | $\mathbf{5 9}$ | $\mathbf{6 1}$ | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | $\mathbf{3 0}$ |  |

By the change of variable $Y_{i, j}=w_{j} X_{i, j}$ the problem

The transportation problem is provided by the following table

| $\frac{39}{9}$ | $\frac{35}{9}$ | $\frac{89}{23}$ | $\frac{8}{5}$ | $\frac{94}{59}$ | $\frac{75}{61}$ | $\frac{37}{35}$ | $\frac{79}{75}$ | $\frac{20}{19}$ | $\frac{8}{15}$ | 103 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{2}{9}$ | $\frac{32}{9}$ | $\frac{92}{23}$ | $\frac{17}{10}$ | $\frac{92}{59}$ | $\frac{78}{61}$ | $\frac{36}{35}$ | $\frac{16}{15}$ | $\frac{39}{38}$ | $\frac{2}{3}$ | 156 |
| 18 | 9 | 23 | 20 | 59 | 61 | 70 | 75 | 76 | 30 |  |

The problem is not balanced because

$$
\sum_{j=1}^{10} w_{j}=441>\sum_{i=1}^{2} W_{i}=259
$$

Since the problem is not balanced we need to add a dummy knapsack $i=3$ and a dummy item $j=11$.

The weight of the dummy item 11 is equal to an unknown buffer $B$.

$$
w_{11}=B
$$

The total supply of surplus knapsack 3 is equal

$$
\begin{aligned}
& W_{(m+1)}=B+\sum_{j=1}^{n} w_{j}-\sum_{i=1}^{m} W_{i} \\
= & B+441-259=B+182
\end{aligned}
$$

Now, the problem becomes balanced because

$$
\sum_{i=1}^{3} W_{i}=103+156+(B+441-259)=B+441=\sum_{j=1}^{11} w_{j}
$$

The cost for the dummy knapsack and dummy item are equal zero.

The associated table is

| 78 | 35 | 89 | 32 | 94 | 75 | 74 | 79 | 80 | 16 | 0 | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 74 | 32 | 92 | 34 | 92 | 78 | 72 | 80 | 78 | 20 | 0 | $\mathbf{1 5 6}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\boldsymbol{B}+\mathbf{1 8 2}$ |
| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | $\mathbf{5 9}$ | $\mathbf{6 1}$ | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | $\mathbf{3 0}$ | $\boldsymbol{B}$ |  |

By considering the highest efficiency $\frac{39}{9}$, we can change the problem a minimization by subtracting the coefficients from $\frac{39}{9}$. This provides often approximation the transportation problem

| 0 | 0.44 | 0.46 | 2.73 | 2.74 | 3.10 | 3.276 | 3.28 | 3.281 | 3.8 | 4.33 | $\mathbf{1 0 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.22 | 0.77 | 0.33 | 2.63 | 2.77 | 3.055 | 3.305 | 3.27 | 3.307 | 3.67 | 4.33 | $\mathbf{1 5 6}$ |
| 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | 4.33 | $\mathbf{1 8 2}+\boldsymbol{B}$ |
| $\mathbf{1 8}$ | $\mathbf{9}$ | $\mathbf{2 3}$ | $\mathbf{2 0}$ | $\mathbf{5 9}$ | $\mathbf{6 1}$ | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | $\mathbf{3 0}$ | $\mathbf{B}$ |  |

To solve the transportation problem, we first find an initial solution by using the Vogel
Approximation Method (VAM). It consists in evaluating the penalties of assigning to each row and column, a penalty which is the difference of the two lowest cost of that line. This leads to

$$
\begin{aligned}
& \quad p_{1}=0.44 ; p_{2}=0.11 ; p_{3}=0 ; q_{1}=0.22 ; q_{2}=0.33 ; q_{3}=0.13 ; q_{4}=0.1 ; \\
& q_{5}=0.03 ; q_{6}=0.045 ; q_{7}=0.029 ; q_{8}=0.01 ; q_{9}=0.026 ; q_{10}=0.13 \text { and } q_{11}=0
\end{aligned}
$$

Assignment 1. Since the largest penalty is $P_{1}=0.44, q_{j}=0, j=1, \ldots, 10$, the variable to be assigned is

$$
Y_{1,1}=18 \text { and } S_{1}=103-18=85
$$

The column 1 is crossed out from the table.

Assignment 2. Since the largest penalty is $P_{2}=0.44, q_{j}=0, j=1, \ldots, 10$ the variable to be assigned is

$$
Y_{2,3}=23 \quad \text { and } \quad S_{2}=156-23=133
$$

The column 3 is crossed out from the table.

Assignment 3. Since the largest penalty is $P_{2}=2.29, q_{j}=0, j=1, \ldots, 10$; therefore, the variable to be assigned is

$$
Y_{1,2}=9 \quad \text { and } \quad S_{3}=85-9=76
$$

The column 2 is crossed out from the table.

Assignment 4. Since the largest penalties are $p_{2}=0.14, j=1, \ldots, 10$ the variable to be assigned is

$$
X_{2,4}=20 \text { and } S_{4}=133-20=113
$$

The column 4 is crossed out from the table.

Assignment 5. The largest penalty is $p_{1}=0.36$ and the variable to be assigned is

$$
Y_{1,5}=59 \text { and } S_{5}=76-59=17
$$

The column 5 is crossed out from the table.

Since the remaining supply is lower than the weight for $Y_{1,6} ; Y_{1,7} ; Y_{1,8} ; Y_{1,9}$ and $Y_{1,10}$ then we set their coefficients equal to the largest cost

$$
K_{1,6}=4.33 ; \quad K_{1,7}=4.33 ; \quad K_{1,8}=4.33 ; \quad K_{1,9}=4.33 ; \quad K_{1,10}=4.33
$$

This implies the update of their penalties to

$$
q_{6}=1.275 ; \quad q_{7}=1.025 ; \quad q_{8}=1.06 ; \quad q_{9}=1.023 ; \quad q_{10}=0.66 ; \text { and } q_{11}=0
$$

Assignment 6. The largest penalty is $q_{6}=1.275$ and then the variable to be assigned is

$$
Y_{2,6}=61 \quad \text { and } \quad S_{6}=113-61=52
$$

The column 6 is crossed out from the table.

Since the remaining supply is lower than the weight for $Y_{2,7} ; Y_{2,8}$, and $Y_{2,9}$ then we set their coefficients equal to the largest cost

$$
K_{2,7}=4.33 ; \quad K_{2,8}=4.33 ; \quad K_{2,9}=4.33
$$

The update of their penalties implies

$$
q_{7}=q_{8}=q_{9}=0
$$

Assignment 7. The largest penalty is $P_{2}=0.66$ and then the variable to be assigned is

$$
Y_{2,10}=30 \quad w_{10}=0 \quad \text { and } \quad S_{7}=52-30=22
$$

The column 10 is crossed out from the table. Now, we fill the remaining column and row by setting

$$
Y_{1,11}=17 ; \quad Y_{2,11}=22 ; \quad Y_{3,11}=0 ; \quad Y_{3,7}=70 ; \quad Y_{3,8}=75 ; \quad Y_{3,9}=76
$$

The table of initial solution is

| 18 | 9 |  |  | 59 |  |  |  |  |  | 17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 23 | 20 |  | 61 |  |  |  | 30 | 22 |
|  |  |  |  |  |  | 70 | 75 | 76 |  | 0 |

The total profit is

$$
Z=431 \text { with } \quad B=17+22=39
$$

To find the optimal solution, we need to find the dual variables $u_{i}$ and $v_{j}$ for all basic variables.

We set $u_{1}=0$ and then we have

$$
\left\{\begin{array}{ccc}
u_{1}+v_{1}=0 & \Rightarrow & v_{1}=0 \\
u_{1}+v_{2}=0.44 \Rightarrow & v_{2}=0.44 \\
u_{1}+v_{5}=2.74 \Rightarrow & v_{5}=2.74 \\
u_{1}+v_{11}=4.33 & \Rightarrow & v_{11}=4.33
\end{array}\right.
$$

Since we know $v_{11}=4.33$; therefore, we find $u_{2}=0$. Also,

$$
\left\{\begin{array}{c}
v_{3}=0.33 \\
v_{4}=2.63 \\
v_{6}=3.055 \\
v_{10}=3.67
\end{array}\right.
$$

By using $v_{11}=4.33$ and then $u_{3}=0$. Also,

$$
\left\{\begin{array}{l}
v_{7}=4.33 \\
v_{8}=4.33 \\
v_{9}=4.33
\end{array}\right.
$$

After that, we need to find the reduced cost of all non - basic variables

$$
\widehat{K}_{i, j}=K_{i, j}-u_{i}-v_{j} ; \quad \forall Y_{i, j} \notin B
$$

The reduced costs for the non - basic variables in the first row are

$$
\begin{gathered}
\widehat{K}_{1,3}=K_{1,3}-u_{1}-v_{3} \Rightarrow 0.46-0-0.33=0.13 \\
\widehat{K}_{1,4}=K_{1,4}-u_{1}-v_{4} \Rightarrow 2.73-0-2.63=0.1 \\
\widehat{K}_{1,6}=K_{1,6}-u_{1}-v_{6} \Rightarrow 3.10-0-3.055=0.045 \\
\widehat{K}_{1,7}=K_{1,7}-u_{1}-v_{7} \Rightarrow 3.276-0-4.33=-1.054 \\
\widehat{K}_{1,8}=K_{1,8}-u_{1}-v_{8} \Rightarrow 3.28-0-4.33=-1.05 \\
\widehat{K}_{1,9}=K_{1,9}-u_{1}-v_{9} \Rightarrow 3.281-0-4.33=-1.049 \\
\widehat{K}_{1,10}=K_{1,10}-u_{1}-v_{10} \Rightarrow 3.8-0-3.67=0.13
\end{gathered}
$$

For the second row

$$
\begin{gathered}
\widehat{K}_{2,1}=K_{2,1}-u_{2}-v_{1} \Rightarrow 0.22-0-0=0.22 \\
\widehat{K}_{2,2}=K_{2,2}-u_{2}-v_{2} \Rightarrow 0.77-0-0.44=0.33 \\
\widehat{K}_{2,5}=K_{2,5}-u_{2}-v_{5} \Rightarrow 2.77-0-2.47=0.03 \\
\widehat{K}_{2,7}=K_{2,7}-u_{2}-v_{7} \Rightarrow 3.305-0-4.33=-1.025 \\
\widehat{K}_{2,8}=K_{2,8}-u_{2}-v_{8} \Rightarrow 3.27-0-4.33=-1.06 \\
\widehat{K}_{2,9}=K_{2,9}-u_{2}-v_{9} \Rightarrow 3.307-0-4.33=-1.023
\end{gathered}
$$

The reduced cost for the third row

$$
\begin{gathered}
\widehat{K}_{3,1}=K_{3,1}-u_{3}-v_{1} \Rightarrow 4.33-0-0=4.33 \\
\widehat{K}_{3,2}=K_{3,2}-u_{3}-v_{2} \Rightarrow 4.33-0-0.44=3.89 \\
\widehat{K}_{3,3}=K_{3,3}-u_{3}-v_{3} \Rightarrow 4.33-0-0.33=4 \\
\widehat{K}_{3,4}=K_{3,4}-u_{3}-v_{4} \Rightarrow 4.33-0-2.63=1.7 \\
\widehat{K}_{3,5}=K_{3,5}-u_{3}-v_{5} \Rightarrow 4.33-0-2.74=1.59 \\
\widehat{K}_{36}=K_{3,6}-u_{3}-v_{6} \Rightarrow 4.33-0-3.055=1.275 \\
\widehat{K}_{3,10}=K_{3,10}-u_{3}-v_{10} \Rightarrow 4.33-0-3.67=0.66
\end{gathered}
$$

The reduced cost for non-basic variables with current solution are represented by the
following table:

| $\mathbf{1 8}$ | $\mathbf{9}$ | 0.13 | 0.1 | $\mathbf{5 9}$ | 0.045 | -1.054 | -1.05 | -1.049 | 0.13 | $\mathbf{1 7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.22 | 0.33 | $\mathbf{2 3}$ | $\mathbf{2 0}$ | 0.03 | $\mathbf{6 1}$ | -1.025 | -1.06 | -1.023 | $\mathbf{3 0}$ | $\mathbf{2 2}$ |
| 4.33 | 3.89 | 4 | 1.7 | 1.59 | 1.275 | $\mathbf{7 0}$ | $\mathbf{7 5}$ | $\mathbf{7 6}$ | 0.66 | $\mathbf{0}$ |

Since the most negative value is $\widehat{K}_{2,8}=-1.06$, then the move of $Y_{3,8}=75$ to $Y_{2,8}$ will reduce the objective by

$$
R_{8}=75 \times(-1.06)=-79.5
$$

This will force at least the move of the weight $w_{6}=61$ to $Y_{3,6}$

$$
I_{8}=61 \times(1.275)=77.775
$$

By adding them, the total becomes $-1.725<0$ then the move is maintained. It also implies the possible move of the weight $w_{6}=61$ to $Y_{1,6}$ and that will force at least the move of $Y_{1,2}=9$ to $Y_{3,2}$ and $Y_{2,10}=30$ to $Y_{3,10}$. This implies an increasing

$$
I_{8}=9 \times(3.89)+30 \times(0.66)=54.8
$$

Since adding $R_{8}$ and $I_{8}$ the total is $-24.69<0$, then the move of $Y_{3,8}=75$ is maintained.

Next the least negative value is $\widehat{K}_{1,7}=-1.054$, and then the move of $Y_{3,7}=70$ to $Y_{1,7}$ will reduce the objective by

$$
R_{7}=70 \times(-1.054)=-73.78
$$

This will force at least the move of $Y_{2,4}=20$ to $Y_{3,4}$ and $Y_{2,10}=30$ to $Y_{3,11}$

$$
I_{7}=20 \times(1.7)+30 \times(0.66)=53.8
$$

By adding $R_{7}$ and $I_{7}$ the total becomes $-19.98<0$, then the move of $Y_{3,7}=70$ is maintained.

Since the next least reduced cost is $\widehat{K}_{1,8}=-1.05$, then the move of $Y_{3,8}=75$ to $Y_{1,8}$ will reduce the objective by

$$
R_{8}=75 \times(-1.05)=-78.75
$$

This will force at least the move of $Y_{2,4}=20$ to $Y_{3,4}$ and $Y_{2,10}=30$ to $Y_{3,11}$

$$
I_{8}=20 \times(1.7)+30 \times(0.66)=53.8
$$

Since adding $R_{8}$ and $I_{8}$ the total is $-24.95<0$, then the move of $Y_{3,8}=75$ is maintained.

Since the next least reduced cost is $\widehat{K}_{1,9}=-1.049$, then the move of $Y_{3,9}=76$ to $Y_{1,9}$ will reduce the objective by

$$
R_{9}=76 \times(-1.049)=-79.724
$$

This will force at least the move of $Y_{2,4}=20$ to $Y_{3,4}$ and $Y_{2,10}=30$ to $Y_{3,11}$

$$
I_{9}=20 \times(1.7)+30 \times(0.66)=53.8
$$

Since adding $R_{9}$ and $I_{9}$ equal $-25.924<0$, then the move of $Y_{3,9}=76$ is maintained.

Since the most negative value is $\widehat{K}_{2,7}=-1.025$, then the move of $Y_{3,7}=70$ to $Y_{2,7}$ which reduce the objective by

$$
R_{7}=70 \times(-1.025)=-71.75
$$

This will force at least the move of the weight $w_{6}=61$ to $Y_{3,6}$

$$
I_{7}=61 \times(1.275)=77.775
$$

By adding them, the total becomes $6.025>0$ then the move is not improving and is discarded.

It also implies the possible move of the weight $w_{6}=61$ to $Y_{1,6}$ and that will force at least the move of $Y_{1,2}=9$ to $Y_{3,2}$ and $Y_{2,10}=30$ to $Y_{3,10}$. This implies an increasing

$$
I_{7}=9 \times(3.89)+30 \times(0.66)=54.8
$$

Since adding $R_{7}$ and $I_{7}$ the total is $-17.95<0$, then the move of $Y_{3,7}=70$ is maintained.

Since the last least negative value is $\widehat{K}_{2,9}=-1.023$, then the move of $Y_{3,9}=76$ to $Y_{2,9}$ which reduce the objective by

$$
R_{9}=76 \times(-1.023)=-77.748
$$

This will force at least the move of the weight $w_{6}=61$ to $Y_{3,6}$

$$
I_{9}=61 \times(1.275)=77.775
$$

By adding them, the total becomes $0.027>0$ then the move is not improving and is discarded.

It also implies the possible move of the weight $w_{6}=61$ to $Y_{1,6}$ and that will force at least the move of $Y_{1,2}=9$ to $Y_{3,2}$ and $Y_{2,10}=30$ to $Y_{3,10}$. This implies an increasing

$$
I_{9}=9 \times(3.89)+30 \times(0.66)=54.8
$$

Since adding $R_{9}$ and $I_{9}$ the total is $-22.948<0$, then the move of $Y_{3,9}=76$ is maintained.

Since we have some moves are maintained we choose the best move which is given more reduced cost. Therefore, the best moving is form $Y_{3,9}=76$ to $Y_{1,9}$ because the reducing cost is equal $-25.924<0$.

The current solution becomes

| $\mathbf{1 8}$ | $\mathbf{9}$ | 0.13 | + | + | 0.045 | + | + | $\mathbf{7 6}$ | + | $\mathbf{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.22 | 0.33 | $\mathbf{2 3}$ | + | $\mathbf{5 9}$ | $\mathbf{6 1}$ | + | + | + | + | $\mathbf{1 3}$ |
| 4.33 | 3.89 | 4 | $\mathbf{2 0}$ | + | 1.275 | $\mathbf{7 0}$ | $\mathbf{7 5}$ | + | $\mathbf{3 0}$ | $\mathbf{2 6}$ |

The maximum profit is equal $Z=446$ with $B=39$.

### 5.6 Conclusion

In this chapter, we have presented the Multiple Knapsack Problem (MKP) as a Linear
Transportation Problem and provide a new approach for solving $0-1$ Multiple

Knapsack Problem (MKP). To find an initial solution Vogel's Approximation Method (VAM) is used, and then an Adapted Transportation Algorithm (ATA) is applied to find an optimal solution. We show that by providing two different examples: the first one, the profit unit depends on the knapsack and second example, the profit unit depends on the item to the knapsack. In addition, the approach can be extended to some variants of the Multiple Knapsack Problem such as the multiple Subset-sum problem.

## Chapter 6

## 6 Multiple Assignment Problem

### 6.1 Introduction

The Multiple Assignment Problem (MAP) is defined to assign multiple tasks to a group of agents so that all the capacity constraints should be satisfied, and the total cost is minimized [67]. A task can be assigned to more than one agent, and one agent can have more than one task assigned to him. Therefore, the MAP is a generalized of the Assignment problem (AP). The MAP is a group-matching problem while the Assignment Problem is a one to one matching problem.

### 6.2 Mathematical Formulation of the MAP

The Multiple Assignment Problem (MAP) consists in assigning among $n$ tasks to $m$ agents in order to minimize a resulting total cost. To formulate the Multiple Assignment Problem, we consider the following parameters.
$P_{i, j}:$ Cost of assigning task $j$ to agent $i$.
$W_{i}$ : Capacity of task to be assigned to agent $i$.
$V_{j}$ : Capacity of agent to be assigned to task $j$.

The decision variables are

$$
X_{i, j}=\left\{\begin{array}{lr}
1 & \text { if task } i \text { is assigned to } j \\
0 & \text { else }
\end{array}\right.
$$

This implies the following formulation of the Multiple Assignment Problem (MAP)

$$
\operatorname{MAP}\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{j=1}^{n} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
\sum_{i=1}^{m} X_{i, j} \leq V_{j} ; \quad j=1, \ldots, n \\
X_{i, j}=\{0,1\} ; \quad i=1, \ldots, m ; \quad j=1, \ldots, n
\end{array}\right.
$$

The objective function represents the minimization of the total cost of assigning tasks to agents. First set of constraints represents the sum of assigning task $j$ to agent should not exceed the capacity $W_{i}$. For the third equation, it says the sum of assigning agent $i$ to task should not exceed the capacity $V_{j}$.

The MAP was introduced by Walkup and MacLaren in 1964 on a more general aspect [67] where the unit cost $P_{i, j}$ were reduced for a qualification matrix. Since it does not seem to attract more research. In addition, they provided three particular cases of the Multiple Assignment Problem.

First, when $m=n$, each task is assigned to only one agent, and each agent performs only one task then the Multiple Assignment Problem (MAP) becomes an Assignment Problem (AP).

$$
A P\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{n} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{i=1}^{n} X_{i, j}=1 ; \quad j=1, \ldots, n \\
\sum_{j=1}^{n} X_{i, j}=1 ; \quad i=1, \ldots, n \\
X_{i, j}=\{0,1\} ; \quad i, j=1, \ldots, n
\end{array}\right.
$$

Second case, when each agent performs only one task, the problem becomes as

$$
\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{i=1}^{m} X_{i, j} \leq V_{j} ; j=1, \ldots, n \\
\\
\sum_{j=1}^{n} X_{i, j}=1 ; \quad i=1, \ldots, m \\
X_{i, j}=\{0,1\} ; \quad i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

Walkup and Maclaren [67] provided an example for this situation. The problem is to find a best assignment of agent to prioritized tasks where task $i$ has a quota of agent. Finally, when each task is assigned to only one agent, the problem becomes as

$$
\left\{\begin{array}{c}
\min Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{i=1}^{m} X_{i, j}=1 ; \quad j=1, \ldots, n \\
\sum_{j=1}^{n} X_{i, j} \leq W_{i} ; \quad i=1, \ldots, m \\
X_{i, j}=\{0,1\} ; \quad i=1, \ldots, m ; \quad j=1, \ldots, n
\end{array}\right.
$$

Walkup and Maclaren [66] presented an example which is called a target - assignment problem and introduced by Manne [39]. They showed that the target - assignment problem is a special case of the Multiple Assignment problem (MAP). Moreover, the last two cases are considered as special cases of the Generalized Assignment Problem with $w_{i, j}=1$. They are related to the Group Role Assignment Problem (GRAP) introduced with more details in the next section.

### 6.3 Group Role Assignment Problem

It is defined to select among $n$ roles to $m$ agents in order to maximize a resulting total profit. The unit profit is represented by $P_{i, j}$. The role can be assigned to more than one agent and the agent can receive only one role, the formulation of (GRAP) is

$$
\operatorname{GRAP}\left\{\begin{array}{c}
\max Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{i=1}^{m} X_{i, j} \leq V_{j} ; j=1, \ldots, n \\
\sum_{j=1}^{n} X_{i, j}=1 ; \quad i=1, \ldots, m \\
X_{i, j}=\{0,1\} ; \quad i=1, \ldots, m ; j=1, \ldots, n
\end{array}\right.
$$

One difference is on the objective function indeed the Group Role Assignment Problem is usually formulated as a maximization problem which can be early transformed as minimization. So defined, the GRAP is a Multiple Knapsack Problem where the weight $w_{i}=1$ and $P_{i, j}$ dependant of $i$ and $j$. For this reason, the GRAP is more indicated to the GAP problem where the weights

$$
w_{i, j}=1 ; i=1, \ldots, m ; j=1, \ldots, n
$$

The weights are uniform for all the agents. In that meaning it is a Uniform Generalized Assignment Problem. Since the group role assignment problem is known as a hard problem because it needs advanced methodologies for example information classification, data mining, pattern search and matching [76]

This problem has been proposed by Zhu, Zhou and Alkins (2012) and introduced an efficient algorithm based on the Kuhn - Munkers (KM) Algorithm [76]. They worked to show the Group Role Assignment Problem can be converted to the Generalized Assignment Problem (GAP). In deed they prove that by providing a numerical example and analyse the solution' performances [76].

Role assignment (RA) is defined to be a scientific task in role-based collaboration [76]. Since it consists of three categories: agent evaluation, group role assignment and role transfer, where the group role assignment is a time - consuming process [76].

Role Based Collaboration (RBC) is known as an emerging methodology to facilitate an organization structure, to provide orderly system behaviour, and to consolidate system security for both human and nonhuman entities that collaborate and coordinate their activities with or within system [76] [75]. It consists to three main tasks: role negotiation, assignment, and execution [75].

For that, the link between Role Assignment (RA) and Role - Based Collaboration (RBC) is a Role Assignment critical aspect of Role - Based Collaboration since (RA) mostly
affects the efficiency of collaboration and the degree of happiness among members involved in the collaboration [76].

As we said before role assignment has three steps: agent evaluation, group role assignment, and role transfer. In addition, qualifications are the basic requirement for role - related activities [6]. Agent evaluation relies on three indexes: capacities, experiences and credits of agents based on role specifications [76].

It starts a group by assigning roles to agents to accomplish the highest achievement. Role transfer is also can name dynamic role assignment and defines to transport agent role to meet the demand of the system changes [76].

### 6.4 Real world application of the GRAP

The group role assignment has been applied to a real world problem. Since Zhu, Zhou and Alkins [76] implement the Group Role Assignment Problem (GRAP) by a soccer team. A soccer team consists of 20 players and are represented by $\left(a_{0}-a_{19}\right)$ in total. Moreover, they partition the team into four parts and the team consists of 11 players. The team in the field plays as $4-3-3$ and is represented by the roles $r_{0}, r_{1}, r_{2}$ and $r_{3}$ where one goalkeeper $\left(r_{0}\right)$, four backs $\left(r_{1}\right)$, three midfields, and three forwards $\left(r_{3}\right)$. Figure 1 represents the 20 players and the 4 roles.

| $r_{0}$ |  |
| :---: | :---: |
| $(1)$ | $r_{1}$ <br> $(4)$ | | $r_{2}$ |
| :---: |
| $(3)$ |$\quad$| $r_{3}$ |
| :---: |
| $(3)$ |



## Figure 3: Soccer Team [76]

The first group is $j=0$ with $V_{0}=1$ only one goalkeeper is necessary in a team.

The second group is $j=1$ with $V_{1}=4$. The system of the team needs four defenders to be selected. The third group is $j=2$ with $V_{2}=3$. The system of the team needs three middle players to be selected. The fourth group is $j=3$ with $V_{3}=3$. The system of the team needs three offensive players to be selected. The formulation of the group Role Assignment problem becomes

$$
\operatorname{GRAP}\left\{\begin{array}{c}
\operatorname{Max} Z=\sum_{i=1}^{m} \sum_{j=1}^{n} P_{i, j} X_{i, j} \\
\sum_{i=1}^{m} X_{i, 0}=1 ; \quad(j=0) \\
\sum_{i=1}^{m} X_{i, 1}=4 ;(j=1) \\
\sum_{i=1}^{m} X_{i, 2}=3 ;(j=2) \\
\sum_{i=1}^{m} X_{i, 3}=3 ; \quad(j=3) \\
\sum_{j=1}^{n} X_{i, j} \leq 1 ; i=0, \ldots, 19 \\
X_{i, j}=\{0,1\} ; i=0, \ldots, 19 ; j=0, \ldots, 3
\end{array}\right.
$$

The most critical task of the coach is to determine 11 players to be on the field.

| [0.65 0.980 .960 .90 | $\left[\begin{array}{llll}0 & 1 & 0 & 0 \\ 0\end{array}\right]$ |
| :---: | :---: |
| $\begin{array}{llllllllllllllll}0.26 & 0.33 & 0.59 & 0.19\end{array}$ | 0000 |
| 0.720610 .190 .63 | 0100 |
| $0.06 \overline{0.48} 0.43 \quad\left[\begin{array}{lll}0.90\end{array}\right.$ | 0001 |
| (0.871) 0.350 .06 | 1000 |
| $\begin{array}{llllllllllllllllll}0.72 & 0.15 & 0.28 & 0.01\end{array}$ | 0000 |
| 0.330 .590 .370 .67 | 0000 |
| 0.750 .590 .250 .45 | 0000 |
| 0.120 .100 .010 .51 | 0000 |
| 0.840 .13 0.96)0.63 | 0010 |
| $0.010 .29 \quad \overline{0.82} 0.12$ | 0000 |
| 0.070 .520 .36 [0.95] | 0001 |
| 0.970 .900 .880 .54 | 0100 |
| $\overline{0.14} 0.540 .510 .26$ | 0000 |
| 0.040 .030 .830 .70 | 0010 |
| 0.4400000000 | 0100 |
| $\begin{array}{lllllllll}0.12 & \overline{0.48} & 0.04 & 0.76\end{array}$ | 0000 |
| $0.300 .140 .52 \quad 0.08$ | 0000 |
| 0.910 .50 [0.96] 0.21 | 0010 |

## Figure 4: Evaluation values of agents and roles and the assignment matrix [76]

The data in figure 4 represents the evaluation values of players with respect to each role. Since rows refer to the players and columns indicate to roles and these values reverse the individual performance of each player related to a specific location. The aim of this problem is to improve the whole team's performance via preparing role assignment. Therefore, to make this problem simple, they suppose the team performance as a simple sum of the selected player's performance on their roles. For that, the coach has used several strategies to find an exact solution. For instance of the strategy is from $r_{0}$ to $r_{3}$ to
exclusive the best players where they have not chosen yet, i.e., he selects the underlined digits. The total sum is 9.23 showing in the first row of the table below.

Figure 3 shows an Implementation all the strategies; they obtain all the other 22 permutations.

| Strategy | Assignment for $\left\{\mathbf{r}_{\mathbf{0}}\right\}\left\{\mathbf{r}_{1}\right\}\left\{\mathbf{r}_{2}\right\}\left\{\mathbf{r}_{3}\right\}$ <br> Note: In the curly braces are the <br> numbers of players. | Group <br> Performance |
| :--- | :--- | :--- |
| $\left(r_{0}, r_{l}, r_{2}, r_{3}\right)$ | $\{12\}\{0,2,6,15\}\{9,18,19\}\{3,11,16\}$ | $\underline{9.23}$ |
| $\left(r_{0}, r_{l}, r_{3}, r_{2}\right)$ | $\{12\}\{0,2,6,15\}\{9,14,18\}\{3,11,19\}$ | 9.30 |
| $\left(r_{0}, r_{2}, r_{l}, r_{3}\right)$ | $\{12\}\{2,6,7,15\}\{0,9,18\}\{3,11,19\}$ | 9.04 |
| $\left(r_{0}, r_{2}, r_{3}, r_{1}\right)$ | $\{12\}\{2,6,7,15\}\{0,9,18\}\{3,11,19\}$ | 9.04 |
| $\left(r_{0}, r_{3}, r_{l}, r_{2}\right)$ | $\{12\}\{2,6,7,15\}\{9,18,19\}\{0,3,11\}$ | 8.98 |
| $\left(r_{0}, r_{3}, r_{2}, r_{l}\right)$ | $\{12\}\{2,6,7,15\}\{9,18,19\}\{0,3,11\}$ | 8.98 |
| $\left(r_{l}, r_{0}, r_{2}, r_{3}\right)$ | $\{18\}\{0,2,12,15\}\{9,14,19\}\{3,11,16\}$ | 9.35 |
| $\left(r_{l}, r_{0}, r_{3}, r_{2}\right)$ | $\{18\}\{0,2,12,15\}\{9,10,14\}\{3,11,19\}$ | 9.41 |
| $\left(r_{l}, r_{2}, r_{0}, r_{3}\right)$ | $\{4\}\{0,2,12,15\}\{9,18,19\}\{3,11,16\}$ | 9.44 |
| $\left(r_{l}, r_{2}, r_{3}, r_{0}\right)$ | $\{4\}\{0,2,12,15\}\{9,18,19\}\{3,11,16\}$ | 9.44 |
| $\left(r_{l}, r_{3}, r_{0}, r_{2}\right)$ | $\{18\}\{0,2,12,15\}\{9,10,14\}\{3,11,19\}$ | 9.41 |
| $\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}, \boldsymbol{r}_{2}, \boldsymbol{r}_{0}\right)$ | $\{4\}\{\mathbf{0 , 2 , 1 2 , 1 5 \} \{ \mathbf { 1 } , \mathbf { 1 4 } , \mathbf { 1 8 } \} \{ \mathbf { 3 } , \mathbf { 1 1 , 1 9 } , 1 9 \}}$ | 9.51 |
| $\left(r_{2}, r_{0}, r_{l}, r_{3}\right)$ | $\{12\}\{2,6,7,15\}\{0,9,18\}\{3,11,19\}$ | 9.04 |
| $\left(r_{2}, r_{0}, r_{3}, r_{l}\right)$ | $\{12\}\{2,6,7,15\}\{0,9,18\}\{3,11,19\}$ | 9.04 |
| $\left(r_{2}, r_{l}, r_{0}, r_{3}\right)$ | $\{4\}\{2,6,12,15\}\{0,9,18\}\{3,11,19\}$ | 9.25 |
| $\left(r_{2}, r_{l}, r_{3}, r_{0}\right)$ | $\{4\}\{2,6,12,15\}\{0,9,18\}\{3,11,19\}$ | 9.25 |
| $\left(r_{2}, r_{3}, r_{0}, r_{2}\right)$ | $\{12\}\{0,9,18\}\{1,10,14\}\{3,11,19\}$ | 8.79 |
| $\left(r_{2}, r_{3}, r_{2}, r_{0}\right)$ | $\{4\}\{0,9,18\}\{10,12,14\}\{3,11,19\}$ | 8.98 |
| $\left(r_{3}, r_{0}, r_{l}, r_{2}\right)$ | $\{12\}\{2,6,7,15\}\{9,18,19\}\{0,3,11\}$ | 8.98 |
| $\left(r_{3}, r_{0}, r_{2}, r_{l}\right)$ | $\{12\}\{2,6,7,15\}\{9,18,19\}\{0,3,11\}$ | 8.98 |
| $\left(r_{3}, r_{l}, r_{0}, r_{2}\right)$ | $\{18\}\{2,6,12,15\}\{9,14,19\}\{0,3,11\}$ | 9.10 |
| $\left(r_{3}, r_{l}, r_{2}, r_{0}\right)$ | $\{4\}\{2,6,12,15\}\{9,18,19\}\{0,3,11\}$ | 9.19 |
| $\left(r_{3}, r_{2}, r_{0}, r_{l}\right)$ | $\{4\}\{2,6,7,15\}\{9,12,18\}\{0,3,11\}$ | 8.91 |
| $\left(r_{3}, r_{2}, r_{l}, r_{0}\right)$ | $\{4\}\{2,6,7,15\}\{9,12,18\}\{0,3,11\}$ | 8.91 |

Table 1: Comparisons among assignment strategies [76]

As it is showing in the Table 1, the optimum solution is $\left(r_{1}, r_{3}, r_{2}, r_{0}\right)$ and the total is 9.51 .

The solution of this problem is showing as Finger 4 and Figure 5.


Figure 5: Solution of Figure 3 [76].

### 6.5 Classification Group Role Assignment Problem

The Group Role Assignment Problem can be classified into three types: Simple Role Assignment (SGRAP), Rated Role Assignment (RGRAP), and Weighted Role Assignment (WGRAP). Each one of these types has been defined and its objective function also has been found. In addition, Zhu et al [76] have clarified that the GRAP can transfer to a Generalized Assignment Problem by adjusting the number of agents and role. And then the problem can be solved by K-M algorithm. Since K-M algorithm is defined as a minimization algorithm for square matrices of GAPs created by Kuhn [33] Therefore, they apply this algorithm to GRAP and show that the result of solving this problem could not be a solution. For that, they provide some definitions and conditions to avoid the incorrect optimal result. They also prove the second type of the GRAP which is called RGRAP can be transformed into a Generalized Assignment Problem. They also provide an algorithm to solve the Rated Role Assignment. For the third type which is Weighted Role Assignment they prove it can be solved by the same algorithm that is used for the RGRAP. Consequently, they show the Simple Role Assignment is a particular
case of the RGRAP. The final part of their article [76] has included implementation, performance analysis and case study by simulation.

### 6.6 Conclusion

In this chapter, we have shown the Multiple Assignment Problem (MAP) is a generalized of the Assignment problem. We also introduced some particular situations of the MAP. One of these is called Group Role Assignment Problem (GRAP). In addition, in some cases, GRAP can be defined as a Multiple Knapsack Problem and indicates to the GAP. We also provide an example of GRAP which has been proposed and solved by Zhu et al [76].

## Conclusion

We have presented in this research the Multiple Knapsack Problem which is a combinatorial optimization problem and known as an NP - hard problem. The MKP is a particular case of the Generalized Assignment Problem that is defined of minimizing cost or maximizing the profit of assigning tasks to only one agent while the sum of weight does not exceed the capacity. Contrary to the GAP the weight $w_{j}$ of items $j$ are independent to the Knapsack $i$. The $(0-1)$ Multiple Knapsack Problem is a generalized of the $(0-1)$ Knapsack Problem which treats the case of one knapsack.

The MKP and KP are usually solved by using the Branch and Bound and Dynamic Programming. However, for the MKP, Branch and Bound methods seem to behave better than Dynamic Programming. In this research, we had proposed a new method called Adapted Transportation Algorithm to solve the KP and its general form the MKP. It is based on linking the Knapsack Problem and the Multiple Knapsack Problem to the Linear Transportation Problem. Then an Adapted Transportation Algorithm is applied to find optimal solution. We can also notice that the Adapted Transportation Algorithm allows us to consider the situation where the profit unit for the items is dependent of the knapsack. Therefore, we have a matrix of profit $\left(P_{i, j}\right)$ instead of a vector $P_{j}$.

For the future study, we will need to study the complexity of the ATA algorithm. We also need to implement it and test its robustness. That might allow us to compare it with the
other existing methods. This approach can also be extended to solve some of the KP such as the Subset-sum problem when weight is equal to profit, the bounded knapsack problem, the knapsack-like problems, and 2-dimensional knapsack problem [29]. It also can be extended to solve the multiple knapsack problem with assignment restrictions when each item can only assign to a specified subset of the knapsacks [29] and the multiple subset-sum problem.
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