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SUMMARY

In this work, we present a new methodology to predict grain-size distributions from geophys-
ical data. Specifically, electric conductivity and magnetic susceptibility of seafloor sediments
recovered from electromagnetic profiling data are used to predict grain-size distributions
along shelf-wide survey lines. Field data from the NW Iberian shelf are investigated and
reveal a strong relation between the electromagnetic properties and grain-size distribution.
The here presented workflow combines unsupervised and supervised machine-learning tech-
niques. Non-negative matrix factorization is used to determine grain-size end-members from
sediment surface samples. Four end-members were found, which well represent the variety
of sediments in the study area. A radial basis function network modified for prediction of
compositional data is then used to estimate the abundances of these end-members from the
electromagnetic properties. The end-members together with their predicted abundances are
finally back transformed to grain-size distributions. A minimum spatial variation constraint
is implemented in the training of the network to avoid overfitting and to respect the spatial
distribution of sediment patterns. The predicted models are tested via leave-one-out cross-
validation revealing high prediction accuracy with coefficients of determination (R?) between
0.76 and 0.89. The predicted grain-size distributions represent the well-known sediment facies
and patterns on the NW Iberian shelf and provide new insights into their distribution, transition
and dynamics. This study suggests that electromagnetic benthic profiling in combination with
machine learning techniques is a powerful tool to estimate grain-size distribution of marine
sediments.

Key words: Neural networks, fuzzy logic; Statistical methods; Electrical properties; Mag-
netic properties; Marine electromagnetics; Controlled source electromagnetics (CSEM).

The grain-size distribution (GSD) plays a decisive role in terms of
sediment characterization, influencing most of the sediment physi-
cal properties and behaviour. Its spatial distribution is of high inter-

1 INTRODUCTION

Coastal and shelf areas as transition zones between land and ocean

play an important economic role in modern societies. This is re-
flected in the increasing development of ports, wind farms, oil
rigs, pipelines and cable routes. For the planning, construction and
maintenance of these marine infrastructures accurate information
on shallow marine sediments is needed.

+« Now at: Institute of Transportation Systems, German Aerospace Center
(DLR e.V.), Lilienthalplatz 7, 38108 Braunschweig, Germany.

est for researchers and engineers. Traditional sampling methods to
determine grain size (GS) are time consuming and labour intensive.
This led to an increased interest in fast and less expensive remote
seafloor characterization techniques.

Acoustic methods such as multibeam echo-sounders are the most
cost-effective tools to map large seabed areas (Brown et al. 2011).
However, acoustic sediment characterization is still challenging be-
cause of the complex relation between the acoustic backscatter and
the seabed characteristics. A major remaining issue is the separa-
tion of seafloor roughness from sediment properties (e.g. Jackson
& Briggs 1992).
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In recent years, electromagnetic methods have been employed as
a complementary tool for the estimation of marine sediment prop-
erties. Initially developed to investigate deep tectonic features and
hydrocarbon reservoirs, marine electromagnetic methods have been
increasingly applied to survey marine near surface sediments (But-
ler 2009). Most of these systems are designed to recover the electric
conductivity (EC) of the seafloor (e.g. Cheesman et al. 1990; Evans
2001; Schwalenberg et al. 2010; Swidinsky et al. 2015), which can
be linked to sediment porosity (Archie 1942) and GS (e.g. Jackson
et al. 1978). Miiller et al. (2012) developed a frequency domain
central loop electromagnetic method for marine applications capa-
ble to provide information about magnetic susceptibility (MS) in
addition to EC. Magnetic properties have been used as particle size
proxy in many different environments (e.g. Oldfield et al. 1985;
Booth et al. 2005). Recently, Baasch et al. (2017) showed that MS
and EC correlate with mean GS, mud content and sorting of marine
sediments and gave evidence that combining both electromagnetic
parameters improves the accuracy of GS predictions.

A common problem of all seafloor sensing techniques is to con-
vert the measured geophysical parameters to qualitative or quanti-
tative sediment characteristics. In seabed as well as terrestrial land
cover mapping unsupervised techniques have been previously used
to create attribute classes and maps from geophysical and remote
sensing data which could then be linked to geology by means of
ground-truth samples (e.g. Paasche et al. 2006; De & Chakraborty
2009; Eberle et al. 2015). More recently supervised machine learn-
ing techniques became popular for predictive modelling of marine
sediment (e.g. Huang et al. 2012, 2013, 2014; Diesing & Stephens
2015). With these methods the models are trained by ground-truth
data and then used to predict seafloor properties for the whole survey
area.

Previous efforts to predict GS from geophysical data aimed to
estimate only fractions of the GSD, such as gravel ( per cent), sand
(per cent), mud ( per cent) or statistical measures such as the mean
GS (e.g. Heil & Schmidhalter 2012; Huang et al. 2012; Baasch ez al.
2017). Independent prediction of single fractions of the GSD may
produce misleading results because of the compositional character
of the GSD. Because the frequencies of the GSD components have
a constant sum, no single GS fraction is free to vary separately from
the rest of the total composition. Hence, the prediction of just one or
a few GS fractions will always be biased by the remaining fractions.
The best solution to overcome this problem is to predict the entire
GSD. Following this idea we present a new methodology to pre-
dict compositional data from geophysical survey data. Specifically,
we predict GSD from electromagnetic profiling data. The training
GSDs used for our studies is derived from core samples and contains
92 logarithmically spaced GS classes from 0.38 to 2000 xm. Many
of these GS classes are insufficiently populated or their abundances
do not vary significantly between sediment samples and hence do
not carry useful information. It is therefore desirable to reduce the
number of predicted variables to the minimum amount necessary
to describe the variability of the GSD. In order to achieve this, we
employ a low-rank approximation namely a non-negative matrix
factorization (NMF) approach that determines GSD end-members.
The aim is then to predict the abundances of these end-members
from the electromagnetic data along the survey profiles. The predic-
tion is done by aradial basis function network (RBFN) optimized for
prediction of compositional data. The predicted GSD end-member
abundances can finally be back transformed to GSD. The here pre-
sented workflow to predict GSD from electromagnetic profiling data
can be summarized as follows:

(i) EC and MS are recovered through inversion of corrected and
calibrated electromagnetic profiling data.

(i1) End-member modelling is applied to the GSDs of sediment
samples to reconstruct independent end-members with characteris-
tic GSDs.

(iii) The relationship between EC, MS and the abundance of each
GSD end-member is modelled using an RBFN trained by the EC,
MS (input variables) and end-member abundances (target variables)
at the sample locations.

(iv) The established model is then used to predict end-member
abundances for each data point along the survey profiles.

(v) Finally, a complete GSD for each electromagnetic data point
can be reconstructed using the end-members’ GSDs and their pre-
dicted abundances.

Applying this approach, we reconstructed GSDs along three pro-
files on the NW Iberian shelf validating the potential of electromag-
netic profiling for quantitative sediment characterization.

2 METHODOLOGY

2.1 End-member modelling

In the following, we assume that the seafloor sediments are a sim-
ple mixture of different sediment types (end-members) and that the
GSDs of the sediment samples can be expressed as a linear combi-
nation of the GSDs of the end-members. The aim of the end-member
unmixing is then to unravel the number of end-members and their
compositions (GSDs) from the GSDs of the sediment samples. The
mixing model can be written in algebraic form as

X = AS, (1)

where X is the N x M data matrix that contains the GSDs, namely
the relative amount of each of the N GS classes in all M samples.
The elements of X are normally quantities of dimension one or ex-
pressed in percentage. The L x M matrix S denotes the frequencies
of the N GS classes in the L end-members and has the same units as
X. Aisa N x L matrix representing the dimensionless abundances
of the L end-members in each of the M samples. To factor X in
A and S we use an unsupervised unmixing approach based on an
NMF approach using an alternating least squares (ALS) technique.
The basic idea of the ALS algorithms is to solve each of the factors
A and S alternately while keeping the other factor constant (Paatero
& Tapper 1994). In the simplest ALS algorithm (e.g. Berry et al.
2006) the matrix A is initialized first with a random matrix before
S is computed from X and A via a simple least-square operation.
After the least squares computation of S all its negative elements are
set to zero. Subsequently, A is computed in the same way from X
and S and finally all negative elements in A are set to zero, too. The
computation of S and A is repeated until the maximum number of
iteration is reached. This simple ALS algorithm is very fast and does
not lock elements when they become zero (locking phenomenon),
as especially NMF techniques of the multiplicative update class do.
Due to the limited number of sediment samples and GS classes, the
matrices A and S are relatively small compared to other disciplines,
such as text mining or image processing. Therefore, we can afford a
computationally more expensive technique than the simple ALS al-
gorithm. Instead of using an ad-hoc enforcement of non-negativity,
we use the non-negative least squares (NNLS) algorithm of Law-
son & Hanson (1995) that properly enforces non-negativity and is
known to converge to a local minimum. We also normalize S and
A in each iteration such that their row-elements sum to one, which
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Input layer
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Figure 1. RBEN network structure. The jth input layer contains normalized
EC and MS values from the jth electromagnetic profiling data point, in the
hidden layer EC and MS from the jth data point are connected to EC and
MS from the M centres. The output is the abundance of the kth end-member
at jth electromagnetic data point.

is an inherent constraint for compositional data. The method de-
scribed above offers reliable results without any preconditioning of
the data. The number of end-members included in the final mixing
model can be found via principle component analysis, goodness-
of-fit tests or a priori knowledge. In general, the goal is to keep the
number of components low while maintaining a reasonably good
approximation of the input data (Just ez al. 2012).

2.2 Radial basis function network

An RBFN is a machine learning method belonging to the class of
artificial neural networks which uses a radial basis function (RBF)
as activation function. RBFNs are used for function approximation,
data interpolation or smooth fitting of data. An RBFN generally
consist of three layers (Broomhead & Lowe 1988). The first layer is
the input layer which only transfers the data to the next layer. The
second layer is a hidden layer with a non-linear RBF, the so-called
activation function. The third layer is a linear output layer. Its output
is given by

M
) =Y wie(lx— ¢l + p(x) , )

i=1

where x is the input vector; ¢ (||x||) is an RBE, where || - || denotes
the Euclidean norm; w; is the weight corresponding to the ith centre
¢;, a vector of the same size as x; and p(x) is an optional polynomial
of low degree, which can be included to model global trends of the
data (Billings et al. 2002) and thus enhancing the extrapolation
performance of the RBFN. Because of its simple form, smoothness
and other advantages, the RBF in eq. (2) is commonly a Gaussian
function. The disadvantage of the Gaussian function is that the
spread parameter which controls the width of the RBF needs to
be carefully chosen. If the data density of the input variables is
non-uniform, a proper selection of this parameter might be difficult
or even impossible. In contrast, here a thin-plate spline is used,
which is a scale independent RBF and thus handles better varying
data density (Billings et al. 2002). A thin-plate spline is a special
polyharmonic spline of the form:

@ (IxID = lIxI1* In(lix]) - 3)

Let us now consider the case in which the input to the network is the
MS and EC data obtained from the inversion of the electromagnetic
profiling data and the output is the abundance of the sediment GSD
end-members (Fig. 1).

The input vector elements are individually normalized to zero
mean and unit variance in order to calculate the Euclidean norm in
the RBFN’s hidden layer. The set of input vectors then has the form
X; = |:Zj ] (j=1,..., N)with o; and u; the normalized EC and

J
MS values of the jth data point, respectively. A linear polynomial is
added to the RBF in the hidden layer so that eq. (2) can be written

as

N

M
Prax)= D wise ([x;—e; ) +v

i=1

] i=1,2,..., M,

\N —_

j=1,2,...,N, k=1,2,...,L,
4)

where J;; is an approximation of the abundance of the kth GS
end-member at the jth data point, w; ; links the ith hidden neuron
with the kth output neuron and v} = [vi, V2, v3«] contains the
three weights of the linear polynomial at the kth output neuron. The
number of output neurons L represents the number of end-members.
The centres ¢; were chosen to be the normalized EC and MS values
at the ith sediment sample location. Theoretically, the training of
the RBFN then only involves the estimation of the weights in the
output layer. This can be obtained by solving the symmetric, linear
system of equations

@SB ®

for each end-member separately, where ¢;; = (||¢; —¢;|) (i =
l,....M, j=1,...,M) are the components of ¢, C=

1 1 .
|:c c ] and wy, v, are the vectors of weights and y; con-
L ey

tains the abundances of the kth GSD end-member obtained from
the M sediment samples. Eq. (5) also fulfills the orthogonality con-

. 0 .
ditions Z,Ail w;x =0 and Z,A; Wi xC = ] Since the number

K
of centres equals the number of input vectors, the misfit between
the observed and the predicted data will be zero. Considering that
the data are contaminated by noise, there is little reason to exactly
fit the data. In contrast, it may be desired that the output meet some
constraints based on a priori information. For our analysis, it can be
assumed that the noise in the electromagnetic data of neighbouring
measurements has a higher variation than the signal. Therefore, we
included a minimum variation term in the training process, which
penalizes variations of the predicted end-member abundances of
adjacent electromagnetic measurement points. Another reasonable
constraint is that the predicted end-member abundances at each data
point are positive and sum to one. The sum-to-one constraint re-
quires that the RBFNs of the L end-member abundances are trained
together. The training of the weights may then be expressed by a
linear least-square problem of the form

. 1 2 )“2 2
min > [®u—d|; + > R®,ul; , (6)
such that
j’j.k >0, 7
L
Y Pu=1. j=1...N ®)

M
Z Wi = 0 s (9)
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M
0
TS M . (10)
The first term in eq. (6) is a measure of the data misfit, where
(o,CT oo 0
o= : ...
0 S ‘PtCT

a(M-L)x (M- L+ 2) matrix containing the RBFs of the train-
ing data and the centres. The second term contains the minimum
variation penalty function, where

(pdCT 0
e
0 ‘PdCT

a(N L) x (N-L+ 2)matrix and ¢;; = (p(“xj —¢ ||)(l =
1,....,M, j=1,..., N)arethe components of ¢,, namely the
RBFs connecting each input value with each centre. The vector
u=[wl vl ... wl, v{]T contains the weights and hence is sub-
ject of the training process and d = [le, . ]T. The regular-
ization parameter A controls the trade-off between minimizing the
prediction error and the spatial variation of the output. The matrix R
is a first-order finite difference operator. The smoothness constraint
is applied to the output data in the spatial domain, namely along the
acquisition sail line, and not in the feature space, which is the MS—
EC plane. The constrained linear least-squares problem described in
eqs (6)—(10) was solved using the MATLAB optimization toolbox
(MATLAB R2015b).

3 NW IBERIAN SHELF STUDY

3.1 Study area and sedimentary settings

The NW Iberian shelf is a classic example of a low accumulation
non-glaciated clastic shelf system (Lantzsch ef al. 2009a,b). Its ex-
tension reaches from Cape Finisterre in the north (43°N) to the
Douro River mouth in the south (41°N). The width of the shelf is
relatively narrow increasing from 30 km in the north to 50 km in
the south. The shelf break occurs at a water depth of 160200 m.
Sediment transport, deposition and erosion is controlled by riverine
discharge, winter storms, longshore currents and the geomorphol-
ogy of the shelf (e.g. Oliveira et al. 2002; Oberle et al. 2014a,b),
as well as anthropogenic activities, in particular bottom trawling
and dredging (Oberle ef al. 2016a,b). One of the most prominent
sedimentary features is the Galicia Mud Belt (GMB; Lantzsch et al.
2009b), a well-defined 50-km-long and 2—3-km-wide coast-parallel
mud depocentre (Dias et al. 2002). The GMB is located mid-shelf,
north of the Minho River estuary at 110-120 m water depth. It is
made up of 90 per cent fluviogenic silty and clayey material mainly
originating from the Douro River (Dias et al. 2002). Seawards the
GMB is boarded by glaucony sands consisting of up to 50 per cent
paramagnetic glaucony (Odin & Lamboy 1988). On the outer shelf,
very fine to fine sands predominate, which consist mainly of carbon-
ate microfossil fragments, quartz and mica (Lantzsch et al. 2010,
fig. 2). Previous electromagnetic surveys in this area showed that
the main sediment facies could be identified by means of bivariate
data analysis of EC and MS (Miiller et al. 2012; Baasch et al. 2015,
2017). Specifically, the GMB is identified by high EC and MS, the
glaucony-sand facies by high MS and low EC, while the sands on
the outer shelf show moderate EC and low MS values.

e EM tracks

B Mud

[ Mixed sand
Bl Glaucony sand
] Rocky outcrops

Figure 2. NW Iberian shelf. Colours indicate sediment facies, black lines
indicate electromagnetic profiles from RV Meteor cruise M84/4b. Profile
names are shown next to the lines. Modified from Lantzsch et al. (2010).

3.2 Electromagnetic measurements

The electromagnetic data used for this study have been recently
described in Baasch ef al. (2017). The data were acquired during
the RV Meteor cruise M84/4b along three profiles, two of them
run perpendicular and one parallel to the shore line (Fig. 2). The
acquisition was carried out with the benthic profiler NERIDIS 111
developed at MARUM - Center for Marine Environmental Science
at the University of Bremen, Germany (Baasch er al. 2015). The
profiler is a bottom towed non-conductive, non-magnetic sled car-
rying a commercial broad-band frequency-domain electromagnetic
induction sensor (Won et al. 1997) customized for marine opera-
tions. The sled is towed on the seafloor ensuring a constant distance
between the sensor and the ground of typically 0.2 m. The electro-
magnetic data were acquired continuously along the ship track with
a sampling rate of 25 Hz providing a very high spatial resolution.
The electromagnetic induction sensor consists of three co-axial
and coplanar coils, namely source, receiver and bucking coil. The
bucking coil cancels out the source transmitted primary field at
the receiver coil location such that the receiver only measures the
weaker secondary field. The secondary field can be expressed as a
sum of an in-phase and a quadrature or out-of-phase component.
The quadrature component is dominated by the induction of eddy
currents in the conductive subsurface over the entire frequency
range. The low-frequency in-phase response is controlled by the
magnetization of the subsurface. With increasing frequencies the
influence of induction on the in-phase response increases. While
the amplitude of the induction-related in-phase and quadrature re-
sponse increases with increasing frequency (within the frequency
ranges considered here), the depth to which sediments influence
this response decreases. Since the magnetization of the subsurface
is frequency independent, the depth of investigation of the related in-
phase response is frequency independent, too. The multifrequency
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transmitter signal was created by superimposing frequencies of 75,
175, 1025, 5025 and 10025 Hz with a pulse-width modulation tech-
nique (Won et al. 1997).

The EC and MS of the subsurface sediments were reconstructed
following a calibration and inversion approach described by Baasch
etal. (2015) and Baasch ez al. (2017), respectively: The electromag-
netic data were corrected for instrument-related bias by comparing
and linear fitting the electromagnetic data measured in the water col-
umn to the desired sea water response calculated from sea water EC
measured with a conductivity-temperature-depth (CTD) probe at-
tached to the profiler and a constant MS of —9 x 107, Additionally,
the secondary electromagnetic field was similarly calibrated using
EC and MS ground-truth data measured on the collected sediment
samples. EC was determined with a hand-held direct current probe
with miniaturized four-electrode-in-line Wenner configuration and
4 mm electrode spacing. MS was measured with a laboratory sus-
ceptometer. To recover EC and MS of similar depth ranges, the
half-space inversion was performed in three steps: (1) in-phase and
quadrature values of all five frequencies were inverted simultane-
ously for EC and MS. These values were used as a priori information
in the following inversion steps. (2) The high-frequency quadrature
response was used to recover EC. (3) The low-frequency in-phase
response was inverted for MS. The recovered EC and MS are then
a function of the sedimentary characteristics of the subsurface to a
depth of approximately 0.9 and 0.5 m, respectively (Miiller ef al.
2012).

3.3 Grains-size analysis

During the Meteor cruise M84/4, sediment samples at 105 differ-
ent locations across the NW Iberian shelf were taken. 33 of these
sample locations lie on the three here presented electromagnetic
profiles. Sediment sampling was performed using a Rumohr corer
(100-cm-long gravity corer), a grab sampler and a box corer. In
contrast to a conventional grab sampler and box corer, the Rumohr
corer allows probing the seafloor without disturbance of the surface
sediments. The length of the recovered cores varied between 10 and
70 cm depending on sediment texture and coring device. For the
GS analysis, the cores were subsampled every 10-20 cm based on
visual inspection. GS analyses were carried out with a Coulter LS
200 laser particle sizer. The volume distribution was divided in 92
logarithmically spaced size classes ranging from 0.39 to 2000 pm.
Particles larger than 2000 um (gravel) were not present in the sed-
iment samples. The arithmetic mean of the vertical subsamples at
each sample location was taken for every individual GS class to get a
single GSD for each sample location. These averaged GSDs served
as input for the end-member modelling. Three of the 33 samples
have not been considered in the RFBN training due to uncertainties
in the sample localization.

4 RESULTS

4.1 Grain-size and end-member analysis

GSs of the 33 surface samples presented here have been recently
discussed in Baasch et al. (2017). The sediments consist of predom-
inately homogeneous medium to coarse silts and fine to medium
sands with no or low content of coarse sands (Fig. 3).

To determine the optimal number of end-members for the factor-
ization of the GSDs, the Frobenius norm of residuals

IEL)] = IX = AL)SL)] o (11)

and the coefficient of determination were calculated and plotted
versus the number of end-members L (Fig. 4). Naturally, it can be
assumed that the points with the highest curvature of both graphs
indicate the best compromise between number of end-members
and goodness-of-fit. In both graphs, two distinct corner points are
visible. The first occurs at L = 3 (point with highest curvature)
and the second at L = 5. Considering that three end-members ex-
plain less than 90 percent (R?> = 0.85) of the GSD variance, we
only further investigated the four (R* = 0.94) and five end-member
(R* = 0.98) solutions. It was found out that the RBFN-GSD pre-
diction performed better using the four end-member model. This is
mainly because adding a fifth end-member leads to more very small
values in the end-member frequency distributions which make the
regression less stable. The choice of four end-members is also sup-
ported by cluster analysis carried out by Lantzsch ez al. (2010), who
discovered four main sedimentary facies.

The four end-members were sorted according to their modes such
that end-member 1 has the smallest and end-member 4 the high-
est mode (Table 1). End-member 1 with a mean GS of 15.84 um
(silt fraction) represents the sediments from the GMB and is very
similar to the GSD from core GeoB 15641-1 (Fig. 3), the core
with the highest percentage of silt and clay. End-member 2 is char-
acterized by a small standard deviation of 1.89 um representing
well-sorted very fine sands from the outer shelf. End-members 3
and 4 are bimodal end-members with dominant peaks in the fine
and medium sand fraction (Fig. 3), respectively. Both have a distinct
side peak in the silt fraction. Most similar sediments can be found
in the glaucony-sediment facies of profile M84/4-EMO03. In par-
ticular, end-member 3 represents the sediments in the troughs and
end-member 4 those on the crests of the seafloor undulations. The
four end-members have distinctive electromagnetic properties. Sed-
iment samples with high abundances of a particular end-member
build well-defined clusters when represented in EC-MS cross-plots
(Figs 7-10). This suggests that there is high correspondence be-
tween GS end-members and electromagnetic clusters.

4.2 Prediction of GSDs

4.2.1 Training and validation

Leave-one-out cross validation was performed to find the optimal
regularization parameter and to evaluate the performance of end-
member abundance prediction. Choosing successively one sample
and predicting its end-member abundances from the RBFN which
is trained using all the other samples provide a set of predicted
data with the same size as the sample data set. The regularization
parameter was tested using values between 0.1 and 1. The Frobenius
norm of residuals between the measured and predicted data and the
coefficient of determination were calculated from the leave-one-out
experiment for each regularization parameter (Fig. 5). The lowest
Frobenius norm of residuals and hence the best fit are achieved for
a regularization parameter value of 0.2 (Fig. 5, left). Although a
value of 0.3 results in a slightly higher Frobenius norm of residuals,
this value was chosen because it maximizes the lowest coefficient of
determination (R?) of the four end-members (Fig. 5, right) and thus
offers a more consistent prediction accuracy between the different
end-members.

The leave-one-out experiment using the optimal regularization
parameter of 0.3 reveals a high goodness-of-fit with R values of
0.89,0.78,0.76 and 0.87 for end-members 1, 2, 3 and 4, respectively
(Fig. 6). The fact that the highest R* values are achieved for end-

8102 JoqWISAON 80 UO Jasn Aieiqi [OHM T8N Aq G225.65/09%/L /v L Znoesqe-sjpiueiiB/wod dno oiwspese//:sd)y wolj papeojumoq



Predictive modelling of grain-size distributions from EM data 465

012 K T T T T T T
End-member 1
End-member 2
0.1 End-member 3
End-member 4
— — — GeoB 15641-1
—~0.08 — — — GeoB 15634-1
<>3 GeoB 15801-1
= — — — GeoB 15699-1
5 0.06 -
o
IS
<<
0.04 -
/\\\"
0.02 - /
0 / ~_
-10 -8 -6
Grain size (¢)

Figure 3. GSDs of the 33 surface samples (grey) and the four end-members (coloured solid line). The coloured dashed lines represent the GSDs of sediment

samples most similar to the four end-members.
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Figure 4. Coefficient of determination (top) and Frobenius norm of residu-
als (bottom) between measured GS and GS reconstructed from end-member
modelling for different numbers of end-members.

member 1 and 4 confirms the results of former studies that EC
and MS are highly sensitive to the mud content (represented by
end-member 1) and MS is sensitive to the paramagnetic glaucony
represented by end-member 4.

4.2.2 RBFN prediction of end-member abundances

Representing the RBFN-derived end-member abundances for each
electromagnetic measurement in a EC-MS cross-plot (Figs 7-10)

shows that clusters with high loadings are situated at distinct seg-
ments. High abundance of end-member 1 corresponds to high EC
and high MS (Fig. 7), associated sediment samples are from cores
retrieved from the GMB. For MS lower than 300 x 107, the end-
member 1 abundances do not exceed a value of 0.3. The abundance
of end-member 2 (Fig. 8) has the highest values for susceptibilities
below 250 x 107° and conductivities between 0.6 and 1 S m~!. All
measurements within this EC-MS range originate from the outer
shelf. High end-member 3 abundance corresponds with EC below
0.3 Sm~! and MS below 300 x 10~°. End-member 4 shows similar
electromagnetic characteristics with high abundances for low EC
but higher MS (330 x 107¢ to 400 x 107%) than end-member 3.
End-member 4 abundance is very low for EC higher than 0.6 Sm™!.
The abundances of end-member 2 and 3 in sample 54 and 04 are
very different (Figs 8 and 9), even though the EC and MS values
are very similar. It is not clear why the electromagnetic proper-
ties do not reflect this GS variability, but inaccurate localization of
one or both samples might be the reason. It can be seen that the
RBFN interpolation predicts smoother values than the underlying
samples suggest, this helps to produce spatially consistent models
and avoids overfitting in areas where the electromagnetic data do
not fully explain the GS variability.

4.2.3 Spatial distribution of predicted end-members and grain
sizes

The east—west profiles M84/4-EMO1 (Fig. 11) and M84/4-EMO02
(Fig. 12) both cross the Galician Mud Belt between 495 000 m
to 500 000 m East. In this area, EC and MS reach the highest
values. The high amount of mud in this area is reflected in high
end-member 1 contributions of up to over 90 per cent. Both profiles
show a GS increase from the western edge of the mud belt towards
the inner shelf which is related to a stronger wave impact towards
the shore (Lantzsch et al. 2009a). Correspondingly, the abundance
of end-member 1 decreases while the end-member 2 abundance
increases. This trend is stronger for profile M84/4-EM02 which
could be linked to the steeper shoreward rise of the water bottom.

81.0Z JoqWaAON 80 UO Josn Aieiqr |OHM 189N Aq G22526v/09v/1/v | Znoeasqe-ajoiue)(B/woo dno-olwapeoe//:sdjy woly papeojumod



466 B. Baasch, H. Miiller and T. von Dobeneck

1
3 ,
L2
g 0.9 b
8 ——o— End-member 1
c:" 0.8 || — = End-member 2
h'e End-member 3
——e— End-member 4
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
A A

Figure 5. Frobenius norm of residuals between measured and predicted end-member abundances (left) and coefficient of determination for each end-member
(R? normalized to self-peak, right) versus regularization parameter A.

Table 1. Grain-size statistics of the four end-members.

End-member 1 End-member 2 End-member 3 End-member 4
Mode (um) 28.70 116.27 185.35 324.40
Mean (pum) 15.84 108.08 74.71 141.45
Median (pm) 18.00 111.1 153.83 295.53
Standard deviation (©m) 343 1.89 4.64 6.23
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Figure 6. Comparison of end-member abundances (A) derived from the leave-one-out experiment and measured end-member abundances (A) of the four
different end-members.

The highest accumulation of mud occurs at the break of slope be- The dune crests are represented by EC lows and MS highs, while
tween the steeper inner shelf and flatter mid shelf on both profiles. the troughs show high EC and lower MS. This pattern has been
In western direction the mud belt is followed by an area which is earlier explained by local accumulations of mud in troughs (Baasch

characterized by sediment dunes and undulating EC and MS values. et al. 2015) and relatively higher paramagnetic glaucony content
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Figure 7. Cross plot, apparent MS versus apparent EC. Colour of circles indicates the loading of end-member 1. Filled circles indicate the end-member
loadings from the training data (sediment-core samples). Red numbers show the last two digits of the GeoB-core number.
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Figure 8. Cross plot, apparent MS versus apparent EC. Colour of circles indicates the loading of end-member 2. Filled circles indicate the end-member
loadings from the training data (sediment-core samples). Red numbers show the last two digits of the GeoB-core number.

and higher compaction on crests (Miiller et al. 2012). The predicted
end-member abundances confirm this relationship between seabed
topography, glaucony sand and mud abundance. End-members 1
and 2 peak out in troughs and on crests, respectively. The GSDs
are generally wide in this area, reflecting the sediment variety of
this transition zone between mid-shelf mud belt and outer shelf. To-
wards the outer shelf GS and sorting of the trough’s infill sediments
increase. On the outer shelf end-member 2 dominates with contribu-
tions of over 60 per cent and hence GSDs are narrow representing
highly sorted very fine to fine sands.

Profile M84/4-EMO3 (Fig. 13) runs in a north—south direction on
the outer shelf parallel to the coast line. In the south, it is crosscut
by the two other profiles. The predictive GSDs are very similar be-
tween the three profiles in the area where they overlap. Towards the
north profile M84/4-EMO03 passes a canyon. From the deepest point
of the canyon towards the north, the sedimentology changes dis-
tinctly. Abundance of end-member 4 increases and end-member 2
vanishes. In general, the main mode of the GS increases from south
to north. Additionally, sediments change in north direction from a
narrow unimodal distribution to a bimodal distribution with a side
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Figure 9. Cross plot, apparent MS versus apparent EC. Colour of circles indicates the loading of end-member 3. Filled circles indicate the end-member
loadings from the training data (sediment-core samples). Red numbers show the last two digits of the GeoB-core number.
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Figure 10. Cross plot, apparent MS versus apparent EC. Colour of circles indicates the loading of end-member 4. Filled circles indicate the end-member
loadings from the training data (sediment-core samples). Red numbers show the last two digits of the GeoB-core number.

peak in the silt fraction. The northern end of the profile is char-
acterized by rough seabed topography. Sediments at morphologic
highs have a higher proportion of end-member 4 (up to 60 per cent)
and morphologic lows have a higher proportion of end-member 3
(up to 90 percent). The accumulation of end-member 4 at more
exposed locations corresponds to the general assumption that glau-
cony sands (mainly represented by end-member 4) are indicative
for non-accumulating or erosional systems related to strong hydro-
dynamic forces.

5 DISCUSSION

5.1 Electromagnetic profiling for sediment
characterization

Electromagnetic profiling as sediment characterization tool has dis-
tinct advantages compared to other methods. It is a fast non- or
minimal invasive technique which offers high spatial resolution
and can be operated from small to large vessels. Although this is
also true for acoustic methods, we showed that electromagnetic
methods, unlike acoustic methods, can recover earth models with
physical (electromagnetic) sediment properties through inversion.
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Figure 11. RBFN prediction results together with electromagnetic and bathymetric data along electromagnetic profile M84/4-EMO1: (a) Predicted GSD, (b)
predicted GSD end-member abundances, (c) EC (blue line) and MS (green line), (d) water depth, dots indicate surface sample locations and numbers indicate

the two last digits of the GeoB-core number.

In contrast, acoustic methods measure backscatter features of the
seabed which are not only influenced by sediment properties but
also by the (micro) morphology of the seabed.

EC-MS cross-plots revealed that different sediment types are rep-
resented by distinct clusters and hence enable an electromagnetic-
based sediment classification. These clusters well reflect GS-based
sediment types of this and former studies indicating a strong link
between electromagnetic and textural sediment properties. The elec-
tromagnetic profiling-based sediment classification can be used to
define locations for sediment sampling and further investigations.
In this study, the strong relationship between electromagnetic and
textural properties can be mainly attributed to the sensitivity of EC
and MS to mud content, the sensitivity of EC to sediment sort-
ing and the sensitivity of MS to (coarse) paramagnetic glaucony
minerals. Although EC and MS have been used in many different
environments as particle size proxy, the electromagnetic signal can-
not always be related to GS. In areas where no magnetic minerals
are present, for example, coastal areas with only quartz-bearing and
carbonate sediments, there might be only a weak or no relationship
between MS and GS. Additionally, in areas with fresh-water or gas
seepages the relationship between EC and GS might be masked by
the effect of variable EC of the pore-fluid.

One constraint of the electromagnetic data presented here is that a
homogenous half-space is assumed in the inversion algorithm to re-
cover EC and MS. Thus, lateral and vertical sediment changes within

the electromagnetic sensor’s footprint affect the reconstructed ap-
parent EC and apparent MS. Consequently, the electromagnetic data
are influenced by sediments of a certain volume. The size of this
volume depends on the electromagnetic properties of the sediment
and frequencies employed. Miiller ef al. (2012) specified the foot
print of the EC-related 5025 Hz quadrature signal and MS-related
75 Hz in-phase signal to 3.5-5.5 m and 1 m, respectively, and the
depth from which 90 per cent of the EC and MS information comes
from to 92 cm and 50 cm, respectively. Comparing the electromag-
netic data with sediment samples therefore means comparing bulk
volume data with point data. If the sediments have a high vertical or
lateral variability, the samples might represent a fraction untypical
for the volume illuminated by the electromagnetic sensor.

Another constraint is the localization accuracy of the profiler and
sampling devices to enable ground truthing at correct locations.
Deviations between the profiler track and ground-truth locations
naturally increase with current strength and water depth. A mean-
ingful comparison of electromagnetic and ground-truth data is only
feasible if the spatial sediment variability is small compared to the
electromagnetic systems’ footprint and positioning errors of the pro-
filer and sampling device. As with other remote sensing techniques
for seafloor characterization, the success of the electromagnetic
method depends on a sufficient number of ground-truth data, which
reflect the variety of sediment types and minimize statistical errors.
Since the profiler is towed on the seafloor, it is exposed to natural
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Figure 12. RBFN prediction results together with electromagnetic and bathymetric data along electromagnetic profile M84/4-EMO02: (a) Predicted GSD, (b)
predicted GSD end-member abundances, (c) EC (blue line) and MS (green line), (d) water depth, dots indicate surface sample locations and numbers indicate

the two last digits of the GeoB-core number.

and artificial obstacles, which limits the application of the profiler
in areas with rocky outcrops or man-made seafloor installations.

5.2 Prediction of compositional data

A GSD is a classic example of compositional data, meaning that no
single GS fraction is free to vary separately from the rest of the to-
tal composition. This closure effect can cause misleading results if
fractions of the GSD are predicted independently. The best solution
is to predict the entire GSD. However, prediction of all GS classes
(92 in this study) is not only computationally expensive, it is also
numerically difficult because the abundances of the GS classes at
both tails of the distribution are very low or zero for the majority
of the sediment samples. Additionally, not all GS classes are repre-
sentative of certain sediment facies but rather have quasi constant
abundances across all different sediment types. To overcome this
problem we used an NMF algorithm to reduce the predicted pa-
rameters from 92 GS classes to four end-members with the goal to
predict the abundances of these end-members rather than frequen-
cies of the GS classes directly. Other low-rank factorizations, such
as singular value decomposition or principal component analysis
have not been tested here but could also be used for parameter re-
duction and might offer better results under certain conditions. It
is worth mentioning that these techniques might require precondi-
tioning of the compositional data in form of, for example, log-ratio
transforms.

The main advantage of the end-member modelling is that it pro-
duces end-members which are directly interpretable. We showed
that the NMF-derived end-members represent natural GSD end-
members of the NW Iberian shelf sediments. The degree to which
an end-member contributes to each sample offers valuable infor-
mation for the sediment characterization and can be used to define
sediment patterns and corresponding transition/mixing zones. The
spatial distribution of the end-member contributions can be used to
create GS-based facies maps. Furthermore, the end-members and its
abundances carry all GS information and can be back transformed
to GS classes to reconstruct complete GSDs or to recover other
statistical measures such as mean GS, sorting, skewness, number of
modes, etc. Just as the GSD, the GS end-members are compositional
data and thus their abundances are always positive and sum to one.
These two inherent characteristics of compositional data need to
be taken care of during the RBFN prediction. Since a conventional
RBFN would violate both constraints, we imposed positivity and
the sum-to-one constraint of the end-member abundances in the
RBFN learning algorithm. This means that RBFN predictions of all
end-members need to be trained together.

5.3 Spatial constraining of the RBFN

In regression analysis, various techniques exist to encounter overfit-
ting attributed to noise in the data. Smoothing through regularization
is one of the most popular techniques to avoid overfitting (Girosi
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Figure 13. RBFN prediction results together with electromagnetic and bathymetric data along electromagnetic profile M84/4-EMO03: (a) Predicted GSD, (b)
predicted GSD end-member abundances, (c) EC (blue line) and MS (green line), (d) water depth, dots indicate surface sample locations and numbers indicate

the two last digits of the GeoB-core number.

et al. 1995). Regularization can be performed on the model param-
eters namely the weights in the RBFN. This approach is used in, for
example, support vector regression where the norm of the weights
is minimized together with the estimation error. Regularization can
also be performed on the output variables of the predictive model.
In both cases, the regularization is conventionally implemented in
the domain of the input variables (the feature space). Thus, output
variables with similar input variables are constraint to be similar as
well. This is a reasonable assumption in many applications.

In this paper, we used a different regularization approach, namely
a minimum lateral variation constraint. It constraints the variability
of the output variables (here the predicted GS end-member abun-
dances) of neighbouring measurement points along the electromag-
netic profile. This approach has the advantage that it respects spa-
tial correlations between the output data. Hence, it is not prone to
instrument-related acquisition footprints.

Another more straightforward way of incorporating spatial data
in the RBFN training would be to include the spatial coordinates
as predictor variables. In this case, no distinction is made between
the spatial domain and the geophysical attributes pertaining to it.
This would constrain the RBFN to learn from a limited range of
coordinates simply because the RBFs of the hidden nodes produce
alarger output when the input signal is close to the centre of the RBF.
The problem is the 2-D nature of the electromagnetic profiling data
acquisition resulting in very high spatial density along the profiles
and a rather sparse density in cross-profile direction. This would

affect the RBFN to produce models biased towards values along the
profiles and hence would be similar to produce separate models for
each profile.

In fact, incorporating spatial coordinates as input data requires
that the training samples are randomly distributed within the spa-
tial domain over the entire survey area (Gahegan 2000; Cracknell
& Reading 2014), which is rarely the case. In contrast, our ap-
proach considers the centres and hence the sediment samples from
all profiles equally because the Euclidean distance in the RBF is
solely calculated from the electromagnetic properties rather than
spatial coordinates. This enables the RBFN to predict the output
variables in regions spatially disjoint from the training samples and
thus minimizes the total amount of sediment samples to be taken.

The drawback of the lateral variation constraint is that the matrix
@, in eq. (10), which connects all electromagnetic measurement
points to each centre, can become very large and hence its compu-
tation and memory requirements can get expensive. In such a case,
we recommend splitting the profile into segments of reasonable size.

6 CONCLUSION

We have presented a new methodology to predict seafloor GSDs
from geophysical data. An unsupervised end-member modelling
approach based on non-negative matrix factorization is first used to
reduce the number of target GS parameters from typically 92 GS
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classes to a minimum number of end-members. The end-member
abundances are then predicted employing an RBFN, which is trained
using the geophysical data and end-member abundances at the sam-
ple location as input and target variables, respectively. The RBFN
predicts the abundances for all end-member simultaneously en-
abling to incorporate a sum-to-constant constraint on the abun-
dances. This approach respects the closure of the GSD, which is a
major advantage compared to previous studies that try to predict
fractions of the GSD separately. In addition, the objective func-
tion to be minimized in the RBFN training includes a constraint
penalizing lateral variation between neighbouring predicted end-
member abundances. This constraint allows a higher variability
in the feature domain while avoiding overfitting by incorporating
spatial information. Not using this spatial information as explicit
feature makes this approach preferable for spatially highly clus-
tered sample data. The outputs of the RBFN, namely the predicted
end-member abundances, can finally be back transformed to GSD.

The methodology was tested and validated using electromagnetic
profiling data acquired on the NW Iberian shelf. Electromagnetic
profiling is a new but established seafloor mapping technique. The
electromagnetic data can be inverted for EC and MS of the seabed
substrata, which both have proven to correlate with GS properties.

‘We have demonstrated that electromagnetic profiling in combina-
tion with machine-learning approaches is capable to predict GSDs
with high accuracy and resolution along shelf-wide survey lines.
This study suggests that electromagnetic benthic profiling in addi-
tion to acoustic methods should play a larger role for seabed charac-
terization. However, our presented machine-learning approach can
be readily adapted to other geospatial problems that involve predic-
tive modelling of compositional data from geophysical or remote
sensing surveys. Therefore, this study should also have an impact
on, for example, acoustic seabed characterization and benthic habi-
tat mapping, mineral exploration and characterization of spatial soil
variability in precision agriculture.
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