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Abstract Accurate determination of air-water gas exchange fluxes is critically important for calculating
ecosystem metabolism rates from dissolved oxygen in shallow aquatic environments. We present a unique
data set of the noble gases neon, argon, krypton, and xenon in a salt marsh pond to demonstrate how the
dissolved noble gases can be used to quantify gas transfer processes and evaluate gas exchange
parameterizations in shallow, near-shore environments. These noble gases are sensitive to a variety of
physical processes, including bubbling. We thus additionally use this data set to demonstrate how dissolved
noble gases can be used to assess the contribution of bubbling from the sediments (ebullition) to gas fluxes.
We find that while literature gas exchange parameterizations do well in modeling more soluble gases,
ebullition must be accounted for in order to correctly calculate fluxes of the lighter noble gases. In particular,
for neon and argon, the ebullition flux is larger than the differences in the diffusive gas exchange flux
estimated by four different wind speed-based parameterizations for gas exchange. We present an application
of noble gas derived ebullition rates to improve estimates of oxygen metabolic fluxes in this shallow pond
environment. Up to 21% of daily net oxygen production by photosynthesis may be lost from the pond via
ebullition during some periods of biologically and physically produced supersaturation. Ebullition could be
an important flux of oxygen and other gases that is measurable with noble gases in other shallow
aquatic environments.

1. Introduction

Shallow aquatic environments such as estuaries and lakes vary widely in biological productivity and
have dynamic diel cycles of oxygen (O2) influx and efflux. Measurements of O2 are often paired with parame-
terizations of diffusive gas exchange based on wind speed to calculate net ecosystem metabolic fluxes
(equivalently, net community production; Caffrey 2004, Staehr et al., 2010). While an accurate estimate of
air-water gas exchange fluxes is critical to determining these metabolic fluxes, these estimates may be poorly
constrained because existing gas exchange parameterizations for coastal and inland waters often lack funda-
mental mechanisms of gas transfer in shallow environments (Zappa et al., 2007).

These mechanisms include bubble processes, turbulence generated from bottom stress or buoyancy fluxes,
and fetch limitation of wind-driven turbulence (Crosswell, 2015; MacIntyre et al., 2010; Vachon & Prairie,
2013). A further limitation of many existing gas exchange parameterizations in these settings is that they
are derived using the efflux of a single gas such as sulfur hexafluoride, carbon dioxide (CO2), or methane
(CH4) (Cole et al., 2010). Relationships between efflux processes and gas exchange may not be readily applic-
able to the range of influx processes for these gases. Most importantly, these gases have very different sen-
sitivities to air injection (bubbles added by breaking waves) and ebullition (the formation and rise of bubbles
from the sediments) than O2 and other gases of intermediate solubility—making gas exchange parameter-
izations from any single tracer difficult to scale to other gases of interest. Direct measurements of ebullition
are challenging (e.g. Delwiche & Hemond, 2017a) and typically cannot yet be parameterized. However, ebulli-
tion has been measured to be a major gas efflux pathway relative to diffusive exchange in some shallow
aquatic settings for biologically generated gases including nitrogen (N2; ebullition flux in a pond similar to
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diffusive fluxes in other settings; Gao et al., 2013), CH4 and CO2 (ebullition
95–97% of CH4 and 13–35% of CO2 net fluxes in a rice paddy; Komiya et al.,
2015), and O2 (10–22% of net fluxes in a lake and reservoir; Koschorreck
et al., 2017).

The result of these limitations is that gas exchange parameterizations may
be site specific and fluxes predicted using different parameterizations can
range over an order of magnitude (Borges et al., 2004; Kremer et al., 2003).
Determination of gas exchange fluxes is thus often the largest source of
error in estimates of metabolic rates from open water O2 measurements.

The noble gases neon (Ne), argon (Ar), krypton (Kr), and xenon (Xe) are a
suite of naturally occurring, biologically inert tracers that vary widely in
solubility and are sensitive to a range of physical processes. For example,
more soluble gases including Kr and Xe are very sensitive to changes in
temperature, while less soluble Ne is highly sensitive to bubble processes
because insoluble gases preferentially partition into the gas phase when
bubbles are present. Ar exhibits intermediate sensitivity to these processes
and behaves much like O2 due to a similarity in physicochemical character-
istics between the two gases. Processes and environmental changes that
may affect gas concentrations and saturation states in a shallow, tidally
isolated aquatic setting are plotted in Figure 1a, and the resulting potential
effects on Ne and Kr in this study are plotted as changes in saturation state
(Figure 1b) relative to solubility equilibrium concentrations, that is,
ΔNe = ([Ne]/[Ne]sat � 1) * 100%. These processes and parameters include
diffusive gas exchange, changes in temperature, salinity, and atmospheric
pressure, as well as bubble processes in the water column (Bieri, 1971;
Hamme et al., 2017; Stanley & Jenkins, 2013). Additionally, noble gases par-
tition between porewater and bubbles in sediment (e.g. Aeschbach-Hertig
et al., 2008; Stute & Scholsser, 1993), and disequilibria of noble gases in
sediment porewater have been used to diagnose ebullition (Brennwald
et al., 2005). This mechanism should also affect noble gas saturation states
in the water column and bubbles during ebullition.

In this study, we analyze a unique data set of Ne, Ar, Kr, and Xe and high-
light a new technique for measuring of the effects of ebullition on dis-
solved gas fluxes. First, we evaluate how four commonly used gas
exchange parameterizations perform in predicting gas concentrations in
a salt marsh pond. Three of these parameterizations are derived from stu-
dies in analogous freshwater environments, lakes and ponds (Cole &
Caraco, 1998; Crusius & Wanninkhof, 2003; Vachon & Prairie, 2013), and
the fourth from ocean data (Wanninkhof, 2014). Shallow (<0.5 m deep)
marine ponds are abundant and dynamic features of temperate salt
marshes (Spivak et al., 2017; Wilson et al., 2014). Gas exchange parameter-
izations specific to such environments have not been experimentally
determined, and picking an appropriate parameterization is critical for
the determination of metabolic fluxes in such settings.

We find that the observations of the more soluble noble gases in this study
are well described by standard gas exchange parameterizations, but the
behavior of less soluble noble gases are not. Therefore we evaluate the
contribution of ebullition to air-water fluxes of dissolved gases. We con-
clude by estimating howmuch photosynthetic O2 might be removed from
the pond by ebullition and the resulting effect on metabolic rates calcu-
lated from an oxygen mass balance, in order to highlight a potential appli-
cation of this technique.

Figure 1. Processes that can change noble gas saturation state relative to
atmospheric equilibrium in a tidally isolated salt marsh pond. A conceptual
diagram of the pond (a): dissolved gas fluxes are identified with arrows,
including diffusive gas exchange, ebullition from biologically generated
bubbles, air (bubble) injection from breaking waves, and exchange with
adjacent porewater. Other environmental parameters that change the
saturation state of dissolved gases (boxed to the right of the diagram)
include changes in atmospheric pressure, water temperature, and salinity (P,
T, and S) and evaporation of pond water (same slope as P line but smaller
magnitude). The effects of these processes and parameters on the saturation
state of neon (ΔNe, a less soluble gas) and krypton (ΔKr, a more soluble gas)
are plotted (b) relative to initial conditions at saturation with respect to the
atmosphere (T = 27 °C, S = 30 on practical salinity scale of 1978, P = 1 atm).
Diffusive gas exchange drives ΔNe and ΔKr toward 0% (saturation). Effects of
properties that are well constrained by measured environmental variables
are identified with solid lines, and their length reflects the change in
saturation state expected for an instantaneous change in that property over
the range of pond observations, without other any exchange processes. The
length of dashed lines indicate upper bounds to the effects of poorly con-
strained processes in the study pond based on literature parameterizations
of these processes in other settings—the actual magnitudes of these pro-
cesses in the pond will depend on in situ conditions during the sampling
periods and are likely to be smaller than these upper bounds (see supporting
information Text S2). Porewater exchange may affect dissolved gases dif-
ferently depending on the porewater composition (modeled as T = 12 °C, the
approximate annual mean porewater temperature, S = 25 on practical sali-
nity scale of 1978, and between 30% undersaturated and 30%
supersaturated).
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2. Methods
2.1. Setting and Sampling Methods

The study location was a salt marsh pond in the Plum Island Ecosystems Long Term Ecological Research site
in Massachusetts, USA (42.7411°N, 70.8309°W), and has been previously described in Spivak et al. (2017,
2018). The pond was circular, covered 7,000 m2, and had 25 cm mean depth during the study period. Five
to ten meters of grass-covered high marsh separated the pond from an adjacent tidal creek. Water from
the creek flooded the pond during spring tides every two weeks. In summer 2014, three sub-daily sampling
periods were sampled when the pond was tidally isolated from the adjacent creek, including two daytime
periods and one nighttime period. Table 1 presents the variability in environmental conditions over the sam-
pling periods, as well as the expectedmaximum change in noble gas saturation state if either (1) a given para-
meter was rapidly increased across the range of observed values without intermediate equilibration or (2) a
process was sustained at constant rate derived from a literature parameterization over the entire sampling
period without other environmental changes. The mean saturation concentrations expected at atmospheric
equilibrium for each of the noble gases over each experimental period are also summarized in the supporting
information, Table S1.

Temperature, salinity (calculated from conductivity), and O2 saturation state data were collected every 15min
using a YSI™ Exo2 water quality sonde located near the center of the pond. The sonde was calibrated before
and after each sampling period using a one-point calibration to water-saturated air for O2 (zero-O2 calibration
was performed in May 2014) and a two-point calibration of the conductivity cell (YSI™ conductivity standards
of 1 × 104 and 5 × 104 μS cm�1). Wind speed at 4.16 m height, atmospheric pressure, and meteorological
measurements used to calculate the wind speed at 10 m height (U10) were determined using a

Table 1
Environmental Variability During Sample Period, and Expected Maximum Effects on Noble Gas Saturation States Relative to
Atmospheric Equilibrium by Parameters That Change Saturation Concentration and by Processes That Add or Remove
Dissolved Gas

Environmental parameters Mean (std. dev.) [range] ΔNe (%) ΔKr (%)

Study period: 29 Jul (6:00–19:00)
Temperature (°C) 24.5 (2.8) [20.4 to 27.7] 4.6 17.1
Salinitya 27.9 (0.2) [27.7 to 28.3] 0.3 0.4
ΔO2 (%)b 1 (33) [�56 to 41]
U10 (m s�1)c 4.4 (1.5) [1.6 to 6.5]
PAR (mmol m�2 s�1)d 0.96 (0.60) [0.04 to 1.75]
Atmospheric pressure (kPa) 100.769 (0.184) [100.410 to 101.105] 0.7 0.7

Study period: 25 Aug (20:30–00:45)
Temperature (°C) 26.3 (0.8) [25.2 to 27.7] 1.4 5.3
Salinity 32.0 (0.1) [31.8 to 32.2] 0.2 0.3
ΔO2 (%) �42 (16) [�63 to �10]
U10 (m s�1) 1.6 (0.6) [0.9 to 2.7]
PAR (mmol m�2 s�1) 0.00 (0.00) [0.00 to 0.00]
Atmospheric pressure (kPa) 101.910 (0.015) [101.892 to 101.934] <0.1 <0.1

Study period: 26 Aug (9:15–15:45)
Temperature (°C) 28.8 (2.4) [24.0 to 31.2] 4.1 15.8
Salinity 32.1 (0.2) [31.8 to 32.4] 0.3 0.4
ΔO2 (%) 15 (32) [�51 to 50]
U10 (m s�1) 3.9 (1.4) [1.5 to 5.7]
PAR (mmol m�2 s�1) 1.30 (0.31) [0.54 to 1.61]
Atmospheric pressure (kPa) 101.838 (0.114) [101.634 to 101.997] 0.4 0.4

Processes (add or remove dissolved gas)
Ebullitione ~5 ~1
Porewater exchangef <0.7 <1.2

aPractical salinity scale of 1978, unitless. bSaturation state relative to solubility equilibrium of gas, as defined in text. cWind
speed at 10 m, stability corrected using log wind profile, as defined in text. dPhotosynthetically active radiation at
400–700-nm wavelengths. eEstimated from lower-bound (equilibrium bubble composition) effect of rates in
Cheng et al. (2014). fEstimated for upper bound of tidally variant porewater exchange rates and gases within
30% of atmospheric equilibrium with annual average groundwater temperature using the model of Nuttle and
Hemond (1988; see supporting information Text S2).
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meteorological tower located roughly 200 m from the study pond (Forbrich & Giblin, 2015). U10 was calcu-
lated using the stability-corrected log wind profile (Walmsley, 1988) corrected for displacement of the
zero-wind level by ground obstructions (~5 cm) and the roughness length scale of grasses on the high marsh
(~1 cm) (e.g. Tsai & Tsuang, 2005).

Dissolved noble gases were sampled using crimped copper tube sampling (Jenkins et al., 2010), with the
modification that water samples were hand-pumped through the copper tube using presoaked plastic
tubing extended ~1 m away from the pond bank (10 m from the sonde). Sample frequency varied from 2
to 4 h over the three sampling periods, and two-pairs of duplicates were sampled on 29 July 2014 (at roughly
0900 and 1600 h). Gases were extracted and concentrations of noble gases determined on a quadrupole
mass spectrometer (Stanley, Baschek, et al., 2009); Ne and Ar were determined using peak height manometry
and Kr and Xe using ratiometric isotope dilution.

Uncertainties in the noble gas concentrations were calculated from the mean coefficient of variation from
duplicate samples and were similar to analytical uncertainties reported by the WHOI Isotope Geochemistry
Facility. Saturation state uncertainties were calculated using the mean coefficient of variation from a
Monte Carlo approach, in which measured concentration uncertainties as well as temperature and salinity
(the dominant sources of uncertainty in the saturation concentration) were allowed to randomly vary within
the observed variability from a spatial survey of the pond (standard deviation of 1 °C, 0.5 standard deviation
in salinity on the practical salinity scale of 1978) over 3,000 iterations. Data and uncertainties for the noble
gases and environmental data are accessible as described in the Acknowledgements and Data
Availability statement.

2.2. Gas Exchange Model Evaluations

The gas exchange parameterizations evaluated in this study were chosen because they are representative of
pond, lake, or ocean environments where enhanced mixing by tidal currents is not a major source of gas
exchange, are functions of readily measureable environmental parameters such as wind speed, and have
been applied in other studies as well as modeling toolboxes (Winslow et al., 2016). Each parameterization
was originally derived following the form:

dC
dt

�z�ρ ¼ kC� Csat � Cð Þ�ρ (1)

where z is the water depth (m), C is the concentration of a given gas (μmol kg�1), Csat is the temperature, sali-
nity, and pressure dependent saturation concentration of that gas, and ρ is the density (kg m�3) to convert
concentrations to volumetric units. kC is the gas transfer velocity (m h�1), and is scaled between gases using
the Schmidt number (Sc, the unitless ratio of kinematic viscosity of water to molecular diffusivity of the gas):

ka
kb

¼ Sca
Scb

� ��0:5

(2)

where the subscripts represent two gases and the exponent of �0.5 is appropriate for a non-smooth water
surface (ripples or small waves were always observed; nonetheless, using a coefficient of �0.67 for a smooth
surface lacking capillary ripples, or an intermediate, variable coefficient, did not qualitatively change any of
the results discussed in this work). kC is often scaled to that of CO2 at 20 °C (Sc = 600, in freshwater), reported
as k600 (cm h�1).

The parameterizations evaluated in this study are scaled to k600 and reproduced here:

Wanninkhof ð2014Þ; equation ð4Þ : k600 ¼ 0:24 0:05ð Þ � U10
2 (3)

Cole and Caraco ð1998Þ; equation ð5Þ : k600 ¼ 2:07þ 2:15 � U10
1:7 (4)

Crusius and Wanninkhof ð2003Þ; k600 ¼ 0:72 0:36ð Þ � U10 U10 < 3:7 m s�1
� �

(5a)

Equations ð5Þ and ð6Þ : k600 ¼ �13:3 27:1ð Þ þ 4:33 5:31ð Þ � U10 U10 > 3:7 m s�1
� �

(5b)

Vachon and Prairie ð2003Þ; k600 ¼ 2:51 0:99ð Þ þ 1:48 0:34ð Þ � U10 þ 0:39 0:08ð Þ � U10 � SA:
Table 2; equation ðBÞ :

(6)
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Standard deviations for the parameterization terms are in parentheses (where assessable from the original
publications). In equation (6), SA is the surface area (km2) of the water body; this acts to integrate the effects
of fetch. Nonzero intercepts (gas exchange in the absence of wind) in equations (4) and (6) are empirical fits
for nonwind sources of turbulence, such as buoyancy fluxes.

Each parameterization was evaluated by initializing a bulk water model with the measured concentrations
of Ne, Ar, Kr, and Xe, and the temperature, salinity, and pressure dependent saturation concentrations, and
running the discretized form of equation (1) forward at 15 min intervals using kC predicted for each gas
(equations (2)–(6)). For example, for each step i of time Δt, the concentration for the subsequent Ci + 1 is mod-
eled as follows:

Ciþ1 ¼ kC;i � Csat;i � Ci
� � � Δt=z þ Ci (7)

The saturation concentration and saturation state of each gas (ΔC = [C/Csat � 1] * 100%) was determined
using recent solubility functions (performed by D. E. Lott III and W. J. Jenkins at the WHOI Isotope
Geochemistry Facility as described at www.whoi.edu/sites/IGF/). Mean saturation concentrations of each
gas from the Lott and Jenkins solubility functions are summarized in Table S1, and saturation concentra-
tions are listed with each measurement with the original data, accessible as described in the data
availability statement.

The resulting saturation concentrations expected at atmospheric equilibrium lead to slightly lower saturation
states for Ne, Kr, and Xe for our samples than previously published solubilities (Hamme & Emerson, 2004;
Weiss & Kyser, 1978; Wood & Caputi, 1966). We chose the more recent solubility functions because all noble
gas solubilities were measured from the same samples on the same instrument, which was also the instru-
ment used to analyze the samples in this study. Thus using these solubility functions as a set is more internally
consistent than using a set of solubilities measured at different laboratories (Manning, Stanley, Nicholson,
et al., 2016). In practice this choice does not qualitatively change most results discussed in this work.
Results derived from either the new or previously published solubility functions are compared in the support-
ing information (Text S1).

The modeled gas saturation states were compared to those of the samples at equivalent points in time by
calculating the root mean square error (RMSE) over each sampling period and over the entire study period.

Table 2
Root Mean Square Error (RMSE) for Model Evaluations of Saturation State (% Deviation From Atmospheric Equilibrium) With
Each Gas Exchange Parameterization (Duplicate Samples Averaged)

RMSE of Wanninkhof (2014) Cole and Caraco (1998) Crusius and Wanninkhof (2003) Vachon and Prairie (2013)

(n = 4) Study period: 19 Jul (6:00–19:00)
Ne 2.5 2.8 2.4 2.4
Ar 3.0 2.8 2.8 2.4
Kr 1.8 1.8 1.7 1.5
Xe 2.3 2.1 2.3 2.0

(n=3a) Study period: 25 Aug (20:30–00:45)
Ne 2.8 2.5 2.7 2.4
Ar 1.6 1.0 1.4 1.0
Kr 1.3 1.0 1.2 0.9
Xe 1.2 0.8 1.1 0.8

(n = 3) Study period: 26 Aug (9:15–15:45)
Ne 1.4 1.8 1.3 1.3
Ar 2.9 3.9 2.7 3.1
Kr 1.9 3.1 1.6 1.9
Xe 3.5 2.1 4.0 3.4

(n = 10a) Pooled data from all three periods
Ne 2.3 2.4 2.2 2.1
Ar 2.7 3.0 2.5 2.4
Kr 1.7 2.1 1.5 1.5
Xe 2.5 1.8 2.7 2.3

All gases 2.5 2.3 2.3 1.9

an = 2 (25 August) or n = 9 (pooled data) for Ne and Ar, nighttime sample with likely contamination excluded.
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2.3. Calculating Ebullition Rates and Resulting Fluxes Using Neon

By incorporating an additional term for ebullition, the mass balance of a bubble-sensitive gas such as Ne can
be used to calculate the product of the total ebullition rate, E (mL bubbles m�2 h�1), and the concentration
of that gas in escaping bubbles, Cb (μmol mL�1 bubble):

dC
dt

� z � ρ ¼ kC � Csat � Cð Þ � ρ� E � Cb þ εð Þ (8)

E � Cb þ ε ¼ �ρ � dC
dt

� z � kC � Csat � Cð Þ
� 	

(9)

ε represents errors or other terms in the mass balance that are not parameterized in equation (8).
Equation (9) rearranges the mass balance in equation (8) to solve for the gas-specific ebullition flux
(E * Cb, including unconstrained errors) in terms of the known gas concentrations. E and Cb can vary
inversely, so the magnitudes of the two terms are not separately known without some constraint on
Cb of the gas of interest. Cb depends on the bubble size (and thus rate of rise) and gas transfer between
the bubble and surrounding water (Keeling, 1993; Merlivat & Memery, 1983). In order to solve equa-
tion (9) for E, Cb was calculated using empirical and theoretical relationships relating water-bubble
gas transfer (Nock et al., 2016) to the bubble-size dependent rise rate (Park et al., 2017) over a range
of bubble sizes and initial bubble gas composition (in our case enrichment in O2). In this setting, kinetic
limitation on gas transfer controls Cb when bubbles are both larger than 0.5 mm diameter and have
initial concentrations far from equilibrium with the surrounding water (e.g. a pure oxygen bubble).
Further details of the kinetic bubble model used in this calculation are provided in the supporting
information (Text S4 and Figure S5).

The model framework used to evaluate the gas exchange parameterizations in equations (3) through (6) was
expanded to include equations (8) and (9) in order to calculate the Ne-specific ebullition flux at each model
step in time. In order to determine E while minimizing overfitting of ε, we performed a constrained, tapered
least squares optimization (Wunsch, 2006); only positive Ewas allowed, and values of E and modeled concen-
trations C (evaluated at 15 min increments) were optimized so as to minimize misfit with measured concen-
trations (5–7 samples) while selecting for smoothly varying model C and E time series. Additional details of
the optimization method are provided in the supporting information. Using E determined from Ne, equa-
tion (8) was then solved for each of the noble gases, and the modeled results including ebullition fluxes com-
pared to those from diffusive gas exchange only.

3. Results and Discussion
3.1. Gas Exchange Model Results

Measured andmodeled noble gas saturation states are plotted in Figure 2. Uncertainties in sample saturation
state were dominated by uncertainties in the pond’s temperature; observed spatial heterogeneity was up
to 1 °C during spatial surveys around the pond over the same times of day (but different days than those
sampled). Modeled values of ΔKr and ΔXe, the most soluble of the four gases, generally agreed well with
sampled saturation state, though the initial rise of ΔXe was underestimated by the model evaluations on
the morning of 26 August. In contrast, ΔAr and especially ΔNe tended to be lower than model predictions
during the day. As the pond cooled at night, ΔNe and ΔAr were in better agreement with modeled values,
excluding a single sample that had a pattern of supersaturation for Ne and Ar characteristic of sample con-
tamination by a small air bubble (the effect of such contamination on Kr and Xe was negligible because of
their greater solubility).

The model evaluations with the best agreement to measurements of each gas varied by sampling per-
iod, but in general, the parameterization from Vachon and Prairie (2013) resulted in low RMSE fits to the
data (Table 2). Over the entire study, this parameterization led to the best agreement to the pooled
data for all gases and for Ne, Ar, and Kr separately. Cole and Caraco (1998) led to the best overall agree-
ment for Xe.
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3.2. Interpreting Noble Gas Signals

The strong model agreement to measured ΔKr and ΔXe, high solubility gases for which bubble processes are
expected to be unimportant, indicates that themodels based on all four wind speed based parameterizations
performed well in describing diffusive gas exchange in this setting. However, a notable feature of the data set

Figure 2. Saturation states of neon (ΔNe), argon (ΔAr), krypton (ΔKr), and xenon (ΔXe) in blue circles (with one standard
deviation error bars) for the three study periods, relative to in situ saturation concentrations corrected for changes in
atmospheric pressure. Modeled saturation states are plotted as lines based on initial conditions and the gas exchange
parameterizations from Wanninkhof (2014; gray), Cole and Caraco (1998; red), Crusius and Wanninkhof (2003; purple), and
Vachon and Prairie, (2013; black). On the night of 25 August, measurements of Ne and Ar from one sample (red circle) were
likely contaminated by an air bubble during sampling (see text).

10.1029/2018JG004441Journal of Geophysical Research: Biogeosciences

HOWARD ET AL. 2717



was the low ΔNe and ΔAr during some daytime points compared to that expected from the diffusive gas
exchange; this offset was larger than the difference between the parameterizations. Changes in environmen-
tal parameters including temperature, salinity, and atmospheric pressure identically affected the saturation
concentrations expected at atmospheric equilibrium for measured and modeled gases and cannot explain
this offset.

Decreasing saturation concentrations, driven largely by daytime warming of the pond, mean that the noble
gas saturation states should increase until rising supersaturation is compensated by a larger air-water gradi-
ent and enhanced gas exchange (equation (1)). This expected behavior was observed in ΔKr and ΔXe.
Measured concentrations and saturation states deviated from atmospheric equilibrium because temperature
changes were rapid relative to the gas exchange timescale (measured concentrations for the noble gases, as
well as O2 are plotted against saturation concentrations in Figure S4). However, measured ΔNe and ΔAr either
decreased, or increased more slowly than expected given the gas transfer velocity.

Other processes identified as potential drivers of changing saturation state in the pond (Figure 1) were eval-
uated, but a number were determined to have small effects on the observations over the sampling periods
compared to the observed signals. Potential effects of evaporation (Linacre, 1993), porewater exchange
(Nuttle & Hemond, 1988), and air injection (Stanley, Jenkins, et al., 2009) are evaluated in the supporting infor-
mation and were expected to cause ~1% or less relative difference in saturation state for all gases. None of
these processes were thus expected to result in the observed variability; however, they may be important
and detectable using noble gases at other times in the pond and in other environments such as nearby tidal
creeks (Howard, 2017).

There was a small increase in nighttime ΔNe compared to the model evaluations that was not readily
explained by the evaluated processes. ΔNe was close to 0%, while the wind speed based parameterizations
predicted gas exchange that was too slow relative to decreasing pond temperature to keep the water at equi-
librium. Ne values close to saturation could imply that there was an additional nighttime source of mixing, for
example enhanced nighttime convection (MacIntyre et al., 2010; Read et al., 2012). While we could not expli-
citly test parameterizations of these processes for our nighttime study period (vertical water temperature gra-
dients were not evaluated at night), gas exchange parameterizations including convective overturn have
been shown to increase nighttime kC by a factor of two or more compared to wind speed based parameter-
izations in a small lake of similar area (but 8 m depth; Dugan et al., 2016). Such an increase with respect to Ne
would drive it to atmospheric equilibrium at night but is not sufficient to drive more soluble and slower dif-
fusing Xe and Kr all the way to equilibrium.

The same processes cannot, however, explain the larger measured disequilibrium of Ne compared to the
model predictions in the daytime sampling periods; daytime kC differences between wind speed based
parameterizations and those including additional convective components are much smaller in general
(Dugan et al., 2016). Also, despite the horizontal temperature heterogeneity related to semi-isolated side
basins of the pond, we observed no midday vertical temperature gradients within the pond—it appeared
to be well mixed vertically as would be expected for such a shallow (25 cm) body of water with wind-driven
waves. Using a greater kC than predicted by the gas exchange parameterizations or than is inferred from the
Xe and Kr mass balances (supporting information, Table S2) could improve the fit of Ar and Ne to some
extent (while worsening the fit of Xe) but would not be sufficient to explain the lower Ne relative to the
other gases.

Ebullition is the remaining and most plausible explanation for observed differences between measured and
modeled saturation states of the lighter noble gases. Indeed, pronounced daytime decreases in ΔNe and
ΔAr on 29 July were characteristic of the expected effects of ebullition since diffusive gas exchange alone
is sufficient to explain ΔKr and ΔXe and ebullition removes less soluble gases preferentially; more soluble
gases are expected to predominantly remain dissolved in the surrounding water. Supporting this idea, we
observed abundant bubbles rising from the pond bottom both from the surface of and in the vicinity of
benthic macroalgae during daytime periods (Figure 3). Ebullition of O2 and CH4 enriched bubbles in other
shallow marine sediments (Cheng et al., 2014) can be sufficiently large to explain such decreases in ΔNe
and ΔAr (Figure 1b, Table 1), with high spatial and temporal variability; similar variability in ebullition
may explain the larger differences between modeled and measured ΔNe and ΔAr on 29 July than on
26 August.
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3.3. Ebullition Model Results

The four gas exchange parameterizations we evaluated did well in explain-
ing observed changes in Kr and Xe, and ebullition could theoretically
explain most of the difference between modeled and observed values of
Ne and Ar. Therefore we combined our observations of Ne concentrations
with the gas exchange parameterization-based models to constrain ebulli-
tion. Bubbles that form on the pond bottom break free and rise to the
water surface because of increasing buoyancy with size, physical distur-
bances, or transient decreases in pressure (e.g. from wave troughs;
Maeck et al., 2014). Not all bubbles formed in the pond will rise to the sur-
face (some remain at nucleation points, dissolve, or become trapped under
vegetation), but those that ultimately escape contribute to disequilibrium
of Ne and Ar between the pond and atmosphere. These bubbles gain Ne,
Ar, and other gases by diffusion from the surrounding pond water. If the
bubbles are relatively small (less than ~0.5 cm in diameter) and take more
than tens of seconds to escape the pond after their initial formation, then
the gas concentrations in the bubbles are expected to approach equili-
brium with the surrounding water (based on water-bubble gas-specific

transfer velocities on the order of 10�5 to 10�4 m s�1 calculated using the parameterizations of Nock et al.,
2016; details in supporting information Text S4).

We calculated the ebullition rate E derived from Ne concentrations using a constrained optimized solution
for equation (8). We infer that ebullition is driven by photosynthesis in this setting (see section 3.4), rather
than methanogenesis. Methanogenesis should be strongly limited by high rates of sulfate reduction that
occur in this pond (Spivak et al., 2018). Therefore E was evaluated over a large range of possible bubble
sizes and initial enrichment of O2; these parameters control the initial concentration and evolution of Ne
in an O2-enriched bubble (Neb). Enrichment of other gases instead, such as N2 or CH4, affects Ne in an iden-
tical manner as O2-enriched compositions, requiring greater ebullition rates to explain observed dissolved
Ne concentrations in the data set.

The results of this analysis are plotted for 29 July and 26 August separately in Figure 4. Very small bubbles
(<0.16 mm diameter) collapse and re-dissolve, and therefore have no effect on noble gas concentrations
in the pond. The lower bound for total ebullition rates occurs when a bubble that begins as pure photosyn-
thetic O2 (zero concentration of the noble gases) reaches equilibrium with the surrounding water before
escaping, either while on the bottom or during the bubble’s rise. In this case the bubble size does not appre-
ciably affect the ebullition rate required to explain the observed pond Ne concentrations (Cb, and thus the
solution to equation (8), is nearly constant over the evaluated range of bubble sizes; see also Figure S5).
Over the range of initial bubble compositions, concentrations near equilibrium are most likely in small bub-
bles; for example, bubbles of 0.2 mm diameter come to equilibrium with the surrounding water before reach-
ing the surface (bubble radius of 1 ⨯ 10�4 m in Figure 4).

An extreme upper bound is a 0.5 cm diameter bubble (qualitatively as large a bubble as we saw in the pond
and much larger than most bubbles we observed) which is allowed no time for equilibration before it begins
to rise. Such bubbles will remain high in O2 and contain very little noble gas. In a real environment however, it
is unlikely that a bubble could grow this large prior to escaping from the pond bottom without some
equilibration with the surrounding water, and this upper bound most likely overestimates ebullition for
bubbles of this size.

We additionally identified a “best guess” range of bubble sizes spanning between the upper and lower bound
bubble sizes and O2-enriched composition from ~20% to 60%mole fraction O2, covering the range of bubble
compositions in the field measurements presented in Cheng et al. (2014) for a shallow, sandy marine setting
with high rates of ebullition driven by photosynthesis (mean bubble size was 1 mm diameter in that study, in
the middle of the best guess range presented here). The pond has a muddy bottom and likely a different pri-
mary producer community, but the choice of bubble size may still be reasonable in this setting. While most
measured bubble size distributions in natural environments come from settings with ebullition of large
methane bubbles (a few mm diameter; e.g. Delwiche & Hemond, 2017b), available observations suggest

Figure 3. Bubbles rising frommacroalgae on the pond bottom, viewed from
roughly 10 cm above the water surface over shaded and unshaded areas.
(Photograph taken by Chawalit Charoenpong)
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that photosynthetic bubbles are smaller, with mean diameters of ~1 mm
when generated by algae (Cheng et al., 2014) or seagrasses (Wilson
et al., 2012). This range of sizes is consistent with qualitative observations
of bubbles in this setting as well (Figure 3).

Over the first daytime sample period (Figure 5), including Ne-derived ebul-
lition improved the fit of the modeled ΔAr to the measurements, leading
to modeled midday data outside the uncertainty bounds of the models
driven by the gas exchange parameterizations and within the uncertainty
bounds of the measured saturation states. The mean ebullition rate
from 9:15 to 15:45 on the first daytime period was 27(14) mL m�2 h�1

for the lower bound case (standard deviation in parentheses), 27 to
48 mL m�2 h�1 for the best guess range, and 237(121) mL m�2 h�1 for
the extreme upper bound. Over the second daytime period (again 9:15
to 15:45, Figure 6), including ebullition only slightly improved the ΔAr fit;
Ne-derived ebullition was roughly half that of the first day over the same
hours: (13(3) mL m�2 h�1) for the lower bound, 13 to 23 mL m�2 h�1 for
the best guess range, and 110(27) mL m�2 h�1 for the upper bound.
Ebullition was also apparently more evenly distributed over the sampling
period without the pronounced midday peak that helped push Ar lower
on the first day. This difference could be attributable to spatial and tem-
poral heterogeneity of ebullition or could be caused by rapid equilibration
between the water and atmosphere relative to the rate of ebullition.

The latter possibility points to an important caveat with this method, spe-
cifically that the noble gases may become insensitive to ebullition when
diffusive gas exchange is rapid compared to the ebullition flux; that is, dif-
fusive gas exchange can maintain Ne at atmospheric equilibrium even
while ebullition is removing Ne. Noble gas derived ebullition rates and
resulting fluxes should then be most sensitive when the rate of ebullition
is high, diffusive gas exchange is relatively slow, and gases are undersatu-
rated or supersaturated so that the effect of ebullition can be detected—
these conditions may occur often in a shallow body of water that is rapidly
heated or cooled and where wind velocities and water advection are
relatively low.

Based on the biases and sensitivities of the ebullition rates evaluated for
the two daytime periods, the method appears to have had an accuracy
and minimum sensitivity threshold of roughly 10 mL m�2 h�1 of ebullition
in this study; this was approximately the lowest value of ebullition that
could be detected in the modeled versus measured Ne saturation state
during either day. The best guess range of ebullition rates was similar
(Figure 4). The noble gases will in general provide a lower bound for the
true ebullition rate at any specific bubble size and composition. Greater
sampling resolution in time and space will improve themethod’s accuracy.

3.4. Relationship Between Ebullition and Environmental Processes

Photosynthetic O2 production in sunlit sediments is a likely source of ebul-
lition. Production and respiration cause large diel changes in O2 (10% to
150% of saturation at the sonde location, over bare sediment). O2 is distrib-

uted heterogeneously within the pond, reflecting the spatial variability of production; a survey of O2 around
the perimeter of the study pond revealed peak O2 of 200% to 300% of saturation in areas with visible benthic
algae or vascular plants. Photosynthetic O2 production tracks photosynthetically active radiation (PAR, 400–
700 nm; Stanley & Howard, 2013; Howard, 2017), and local O2 supersaturation may form bubbles at nuclea-
tion points (such as photosynthesizing algae).

Figure 4. The mean gas ebullition rate (log-transformed) over the hours
sampled on both days in this study, 09:15 to 15:45 h, over a range of
assumed bubble size and initial oxygen (O2) composition at the time the
bubble begins to rise. Increasing O2 content (left y axis) decreases the partial
pressure of other gases—the right y axis is equivalently labeled as the frac-
tion of Ne concentration in the bubble (Neb) compared to that expected for a
bubble at equilibriumwith the surrounding water for all gases (including O2).
Below an initial radius of 8 × 10�5 m (0.16 mm diameter, gray bar on plot),
bubbles collapse completely before they can rise to the surface. Circles mark
the lower bound (LB) and upper bound (UB) ebullition rates based on mean
bubble size (dashed lines, equivalent to 0.2 mm and 0.5 cm diameter for
LB and UB, respectively) and O2 composition (equilibrium with surrounding
water and 100% O2 for LB and UB, respectively). The best guess (BG) range of
O2 composition is based on the results presented in Cheng et al. (2014).
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On 29 July, Ne-derived ebullition tracked the initial rise in O2 saturation state in the water column (Figure 5).
Ebullition occurred during a period of decreasing wind speed and rising atmospheric pressure and had a
similar pattern to PAR (and dropped to zero concurrently with independent estimates of in situ gross photo-
synthetic production; Howard, 2017). On 26 August (Figure 6) the rate of ebullition was half that over the
same period on 29 July and did not follow the pattern of either O2 saturation state or PAR. In this case, peak
PAR and O2 supersaturation were slightly later in the day. At the same time, wind speed was increasing, and
atmospheric pressure was 1 kPa greater than over the 29 July study period. While wind speed was similar on
average over the two sample periods, higher wind speed on 29 July during the period when PAR and O2

saturation state were increasing, compared to 26 August, may have contributed to bottom turbulence which
dislodged bubbles.

Figure 5. The saturation states of neon (ΔNe; a), argon (ΔAr; b), krypton (ΔKr; c), and xenon (ΔXe, d) on 29 July relative to in situ solubility adjusted for changes in
atmospheric pressure (blue circles and one standard deviation error bars) compared to modeled saturation states using the gas exchange parameterization of
Vachon and Prairie (2013) only (red line and dashed uncertainty bounds based on reported standard deviation of parameterization terms), and to gas exchange
including the effects of ebullition (black solid line) derived from a Ne mass balance. The ebullition rate for 1 mm diameter bubbles with 40% initial oxygen (O2)
composition (black solid line) is plotted against environmental parameters (blue lines), including O2 saturation state (e; plotted here as 100% at the saturation
concentration expected for atmospheric equilibrium), photosynthetically active radiation flux (PAR, 400–700 nm; f), and (g) mean wind speed at 10 m (U10) as well as
the pressure difference from 1 atm (101.325 kPa). The lower and upper bound cases have different magnitudes of ebullition, but identical time evolution relative to
the environmental parameters.
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While O2 measured at the sonde was not supersaturated over the entire period of ebullition on either day,
local supersaturation at the sites of nucleation could still generate bubbles. Thus we surmise that O2 satura-
tion state, affected by both biological production and temperature, was related to both the timing and mag-
nitude of ebullition. Changes in wind and pressure may also have stimulated bubble release (Maeck
et al., 2014).

Continued O2 supersaturation later on both days could have continued to generate bubbles or expanded
existing bubbles. However, either Ne became insensitive to continued ebullition because of the relative rates
of diffusive gas exchange and ebullition as discussed above, or ebullition slowed in the afternoon and eve-
ning. The latter might occur because either bubbles were no longer generated as PAR decreased and photo-
synthesis ended, or those bubbles were unable to escape the pond as easily as earlier in the day. For example,
floating mats of Ulva intestinalis were observed in parts of the pond. Ulvamats have been observed in other

Figure 6. The saturation states of neon (ΔNe; a), argon (ΔAr; b), krypton (ΔKr; c), and xenon (ΔXe, d) on 26 August relative to in situ solubility adjusted for changes in
atmospheric pressure (blue circles and one standard deviation error bars) compared to modeled saturation states from the gas exchange parameterization of
Vachon and Prairie (2013) only (red line and dashed uncertainty bounds based on reported standard deviation of parameterization terms), and to gas exchange
including the effects of ebullition (black solid line) derived from Ne mass balance. The ebullition rate for 1 mm diameter bubbles with 40% initial oxygen (O2)
composition (black solid line) is plotted against environmental parameters (blue lines), including O2 saturation state (e; plotted as in Figure 5), photosynthetically
active radiation flux (PAR, 400–700 nm; f), and (g) mean wind speed at 10 m (U10) as well as the pressure difference from 1 atm (101.325 kPa). The lower and upper
bound cases have different magnitudes of ebullition, but identical time evolution relative to the environmental parameters.
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settings to generate oxygen bubbles which buoy the mats above the sediment (e.g. Harvey, 1858; Sundbäck
& McGlathery, 2005), and in this pond we have observed them to detach from the sediments and drift onto
the pond banks during periods of tidal flooding. The time-dependent production (and floatation and thus
mobility) of these mats could complicate interpretation of ebullition fluxes, as bubbles generated near the
top surface of these mats might escape, but those generated underneath the mats would have limited paths
to the atmosphere.

Such complications may contribute to spatial and temporal heterogeneity of ebullition and its effects on dis-
solved gases in such environments. Future studies could make a more detailed analysis of the role of these
environmental factors.

3.5. Effect of Ebullition on Production Rates

Photosynthetic O2 escaping submerged environments via ebullition is not included in parameterizations of
diffusive gas exchange fluxes. Therefore metabolism estimates from models driven by these parameteriza-
tions could underestimate O2 efflux and thus biological production if ebullition rates are sufficiently high
compared to diffusive gas exchange, leading to a heterotrophic bias in net metabolism derived from O2.

We used the Ne-derived bubble flux to estimate the amount of photosynthetic O2 lost through ebullition in
this study as an example of the potential effect of ebullition on metabolism estimates. We calculated O2b at
each model time step concurrently with the noble gases, as described above, using the same best guess
range of size and composition (net ebullition of O2 over the extended bubble size and composition para-
meter space from Figure 4 is presented in Figure S6 in the supporting information; the true ebullition rate
could be greater than the best guess range based on this range of possible parameters). Multiplying O2b

by the Ne-derived ebullition rate (i.e. determining the O2-specific ebullition flux) and integrating over the
entire sampling period, we found that ebullition could account for losses of �1.6 to �7.7 mmol O2 m�2

for the best guess range on 29 July, integrated over the full sample period (but 98% of that production
occurred over 9:15 to 15:45, the same period sampled on the second day). On 26 August, the equivalent inte-
grated removal rate of O2 by ebullition was �0.7 to �3.5 mmol O2 m

�2.

O2 concentrations can be evaluated using a dissolved gas mass balance, which includes an additional term
for net ecosystem metabolism (NEM, also often referred to as net community production), the balance
between photosynthesis and respiration. The O2 mass balance for a tidally isolated, well-mixed environment
of fixed depth is:

dO2

dt
� z � ρ ¼ kO2 � O2sat � O2ð Þ � ρþ NEM (10)

The same mass balance including ebullition is:

dO2

dt
� z � ρ ¼ kO2 � O2sat � O2ð Þ � ρþ E �O2b þ NEM (11)

The integrated gas exchange over each sampling period was determined from a model based on the Vachon
and Prairie (2013) gas exchange parameterization, and NEMwas determined by difference between themod-
eled gas exchange (equation (10)), or diffusive gas exchange plus ebullition (equation (11)), and the observed
rate of concentration change in the water (additional details are provided in supporting information Text S5).
More complex models of net metabolism are possible (Winslow et al., 2016), but this approach is adequate in
order to determine the order of magnitude of ebullition relative to other fluxes of O2.

Compared to when ebullition is neglected, NEM including ebullition integrated over the entire sampling per-
iod was 5–21% greater for the best guess range on 29 July and 1–6% greater on 26 August. Ebullition then
accounted for 26–126% as much gas flux as net diffusive gas exchange alone over the sampling periods
on 29 July and 3–16% as much on 26 August. Table S3 in the supporting information summarizes these
fluxes, as well as the upper and lower bound cases, and the results of any particular parameter combination
of bubble characteristics can be evaluated using Figure S6.

As we have no information on the actual distribution of photosynthetic bubble sizes or how they may
change with time in this or similar environments, we do not explicitly calculate ebullition rates for non-
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uniform bubble size distributions. However, a small number of larger bubbles can significantly increase bub-
ble fluxes (e.g. Keeling, 1993). For example, the largest 10% of bubbles were found to account for around two-
thirds of the total methane ebullition flux in a shallow montane lake (DesSontro et al., 2015). Similarly, the
initial O2 composition of the bubbles is uncertain but may be greater than assumed here; the Cheng et al.
(2014) study trapped gas over a period of hours, so the resulting composition likely reflected some degree
of equilibration. Future studies could better constrain the magnitude of these estimates with
measurements of bubble size, or the gas composition or total volume of escaping bubbles (though ongoing
equilibration of trapped gas affects estimates of the latter parameters using existing methods).

In comparison, the differences in predicted net flux of O2 over these periods between the four gas exchange
parameterizations used in this work are on the order of 25% of the integrated NEM over each day, the same
order of magnitude as the effect of ebullition (at least on 29 July). These differences between the models
result from the very high supersaturation of O2 driving large diffusive gas exchange fluxes which magnify
the small differences between gas exchange parameterizations. In contrast, for physicochemically similar
but biologically inert Ar, neglecting ebullition introduces a systematic bias similar or greater in size than
the differences between gas exchange parameterizations (a few percent), even for the lower bound ebulli-
tion case. Ebullition could then have a larger impact on (and be particularly discernable in) ratios of gases
used as tracers of metabolism such as O2/Ar (a tracer of NEM) and N2/Ar (a tracer of denitrification) in the spe-
cific cases where bubbles are enriched in biologically produced O2 or N2.

Net metabolism decreases as periods of net heterotrophy are included (e.g. night). In this study pond, NEM is
strongly heterotrophic throughout the summer and fall (order of �50 mmol O2 m

�2 day�1; Howard, 2017),
and including daytime ebullition of oxygen would change seasonally integrated NCP on the order of 10%.
However, in settings where production and respiration are tightly coupled and NEM may be closer to zero
on a daily or seasonal basis, ebullition could have a greater effect on NEM. A related consequence of bubble
formation in shallow environments is that differential partitioning of O2 and CO2 into bubbles can lead to
changes in the apparent production stoichiometry (or photosynthetic quotient) of O2 to dissolved inorganic
carbon (Howard, 2017). For example, coral reef environments are likely locations to explore for environmen-
tally significant effects of bubble production because they can have NEM close to zero over different time-
scales (Albright et al., 2015; Takeshita et al., 2016) and can generate both static and rising bubbles that are
highly enriched in O2 (Bellamy & Risk, 1982; Clavier et al., 2008).

4. Conclusions

We found that four commonly used gas exchange parameterizations all did well predicting noble gas satura-
tion states over sub-daily periods in a salt marsh pond, particularly for more soluble gases. The parameteriza-
tion of Vachon and Prairie (2013) had the lowest RMSE overall. Because this parameterization is fetch
dependent (unlike the other parameterizations), smaller ponds such as those abundant in salt marshes would
have much lower predicted gas exchange rates using the Vachon and Prairie (2013) parameterization than
using the other parameterizations.

We also demonstrated the utility of using noble gases to evaluate ebullition. Mass balances including ebulli-
tion better explained the observations than diffusive gas exchange alone. Accounting for ebullition fluxes in
this setting increases O2 production by 1–21% over daytime periods, and depending on bubble characteris-
tics potentially more. Measurements of bubble size and composition would improve the accuracy of this
technique, but noble gases add advantages of spatial integration and temporal sensitivity compared to fixed
bubble traps and sensors alone.

Ebullition may be an important process to consider when using dissolved gases to study ecosystem metabo-
lism and biogeochemical cycling in marsh ponds and potentially in other shallow aquatic environments such
as sea grass beds, tidal flats, and coral reefs. The noble gases are sensitive to ebullition regardless of the
source of bubbles and thus could be useful tracers for quantifying bubble fluxes of other gases such as
CH4 in such environments. The limited number of samples in this study were not sufficient to develop para-
meterizations of ebullition, but the recent development of field portable, low-cost mass spectrometers
designed for measuring dissolved noble gases (Manning, Stanley, & Lott, 2016) promises to expand the utility
of this approach.
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