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ABSTRACT

The role of surface gravity waves in structuring the air–sea momentum flux is examined in the middle reaches

ofChesapeakeBay.Observedwave spectra showed that wave direction inChesapeakeBay is strongly correlated

with basin geometry. Waves preferentially developed in the direction of maximum fetch, suggesting that dom-

inant wave frequencies may be commonly and persistently misaligned with local wind forcing. Direct observa-

tions from an ultrasonic anemometer and vertical array of ADVs show that themagnitude and direction of stress

changed across the air–sea interface, suggesting that a stress divergence occurred at or near the water surface.

Using a numerical wave model in combination with direct flux measurements, the air–sea momentum flux was

partitioned between the surface wave field and the mean flow. Results indicate that the surface wave field can

store or release a significant fraction of the total momentum flux depending on the direction of the wind. When

wind blew across dominant fetch axes, the generation of short gravity waves stored as much as 40% of the total

wind stress. Accounting for the storage of momentum in the surface wave field closed the air–sea momentum

budget. Agreement between the direction of Lagrangian shear and the direction of the stress vector in themixed

surface layer suggests that the observed directional difference was due to the combined effect of breaking waves

producing downward sweeps of momentum in the direction of wave propagation and the straining of that vor-

ticity field in a manner similar to Langmuir turbulence.

1. Introduction

Surface gravity waves act as dynamic roughness ele-

ments at the water surface and play an important role in

regulating air–seamomentum and energy fluxes through

increased drag at the air–sea interface associated with

wave generation (Janssen 1989), energy transfer be-

neath breaking waves (Craig and Banner 1994; Terray

et al. 1996), and Langmuir turbulence (Craik and

Leibovich 1976; Leibovich 1983). Growing recognition

that material exchange in estuaries can be dominated by

wind-driven circulation (Sanford and Boicourt 1990;

Chen et al. 2009; Scully 2010a; Scully 2013) has promp-

ted numerous investigations into the momentum bal-

ances of wind-driven flows in estuaries (Geyer 1997;

Chen and Sanford 2009; Scully 2010b; Li and Li 2011; Li

and Li 2012). Very few of these studies, however, have

accounted for surface gravity waves in the energy and

momentum budgets of the mean flow. Fetch limitation

in coastal environments often results in wind seas that

never reach full saturation, suggesting that the surface
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wave field may also play an important role in the local

air–sea momentum budget in coastal environments.

We present an analysis of the air–sea momentum flux

building on the observations of Langmuir turbulence

and momentum transfer beneath breaking waves pre-

sented in Scully et al. (2015) and Scully et al. (2016),

respectively. Specifically, the focus of this manuscript

is to investigate the effects of surface gravity waves

in the translation of stress across the air–sea interface.

As Scully et al. (2016) showed, using the same dataset

presented here, direct measurements of the atmospheric

surface wind stress and the momentum flux vector ob-

served in the surface layer of the estuary suggest that the

local air–sea momentum budget is not closed. Further-

more, Scully et al. (2016) hypothesized that a stress di-

vergence occurs very near the air–sea interface. Using a

combination of direct observations and numerical sim-

ulations, we investigate the effects of surface gravity

waves on the translation of wind stress across the air–sea

interface and into the surface layer of the estuary.

2. Background

The evolution of wind stress at the water surface and

its subsequent translation into the mixed surface layer

is mediated by the presence of surface gravity waves

and their interaction with mean and turbulent flows.

These effects can be expressed as a modulation of stress

at the water surface principally through wind–wave

interactions and the modification of vertical mixing

regimes through enhanced dissipation (e.g., wave

breaking) and/or a restructuring of boundary layer

transport through coherent wave-driven turbulence

(e.g., Langmuir turbulence).

a. Wind-wave effects in the atmospheric surface
boundary layer

Numerous studies have shown that wind stress mea-

surements exhibit a strong wave dependency in which

the aerodynamic drag of young seas is higher than that

of mature seas (Kitaigorodskii 1973; Donelan 1982;

Geernaert et al. 1986; Smith et al. 1992; Johnson and

Vested 1992; Johnson et al. 1998; Komen et al. 1998;

Oost et al. 2002; Drennan et al. 2003; Edson et al. 2013).

Even for old wind seas, the drag is larger than that ex-

pected for a smooth plate (Donelan 1982); however,

long gravity waves support little of this wave-induced

stress because their phase speed is typically on the same

order as the wind speed. Therefore, the aerodynamic

drag must primarily be due to the momentum sink as-

sociated with the generation of high-frequency, short

gravity waves (Janssen 1989). The Charnock parameter

is used to parameterize this effect by partitioning the

roughness parameter into a smooth and rough compo-

nent due to surface waves (Charnock 1955). This for-

mulation yields an approximately linear relationship

between the drag coefficient and wind speed when the

Charnock parameter is taken as constant. Numerous

studies have accounted for sea state within this param-

eter by using a wave age (Cp/u* or Cp/U10) formulation

of the drag coefficient or the Charnock parameter

(Geernaert et al. 1986; Lin et al. 2002; Edson et al. 2013;

Fisher et al. 2015). In coastal environments, fetch limi-

tation can result in high degrees of spatial variability in

surface wind stress due to a combination of variable

surface winds and waves, which can result in significant

spatial and temporal variations in the drag coefficient

(Fisher et al. 2015).

b. Stress partitioning

Partitioning the air–sea momentum flux between the

surface wave field and themean flowmay offer insights into

the role surface gravity waves play in the local air–sea mo-

mentum budget. Independent of direct wind stress, waves

can drive significant flows in nearshore environments

through gradients in radiation stress (Longuet-Higgins

1970) and mass transport resulting from Stokes drift

(Monismith and Fong 2004). The effects of surface gravity

waves on the mean flow are commonly examined using

radiation stress theory (Longuet-Higgins and Stewart 1960,

1964); however, because radiation stresses are formulated in

the momentum balance of a total flow that includes the

mean current and the surface wave field, radiation stress

does not describe the partitioning of momentum between

the wave field and the mean flow. To investigate the mo-

mentum transfer between waves and the mean flow, we

partition the air–sea momentum flux following the in-

teraction stress theory developed by Hasselmann (1971).

A full derivation of the horizontal momentum equa-

tions that accounts for a complete flow including surface

waves is described in Hasselmann (1971) for a non-

rotating frame and Ardhuin et al. (2004) for a rotating

frame. By time averaging these equations, the in-

teractions of the mean flow with the surface wave field

arise from the nonlinear terms and the pressure field.

This ‘‘interaction stress’’ tensor is defined as the sum of

the Reynolds stress and the wave-induced mean pres-

sure (Hasselmann 1971):

tintij 52r
w
(u0

iu
0
j 1 pwd

ij
) , (1)

where rw is the density of seawater, u0 is the fluctuating

velocity, and pw is the nonhydrostatic pressure associated

with wave motion within a wavy surface layer that exists

between the mean and fluctuating component of the

free surface z(x, y, t). Indices i and j refer to Eulerian
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coordinates x, y, and z. Prime values denote rapid oscil-

lations associated with a wavy free surface. The deriva-

tion of Eq. (1) does not make any assumptions regarding

the dynamics of the fluctuating field u0 and z0 other than
an assumption of the analytical continuation of fields for

z0, 0 to the mean free surface (Hasselmann 1971).

Therefore, the interaction stress is a robust term that

applies to interactions involving waves and turbulence

that are modified by strongly nonlinear processes

(Hasselmann 1971; Ardhuin et al. 2004).

In the following equations, we adopt the notation of

Hasselmann (1971) in which dummy indices a and

b correspond to horizontal components. Separation of

the momentum flux between waves and the mean flow

can be examined by partitioning the vertically in-

tegrated momentum M balance between the mean flow

(superscriptm) and a wavy surface layer (superscript w)

constrained between the mean free surface and the in-

stantaneous free surface:

M
a
5 r

w

ðz
2h

u
a
dz5 r

w

ðz
2h

u
a
dz1 r

w

ðz1z0

z

u
a
dz

5Mm
a 1Mw

a , (2)

where h is depth and u is velocity. Overbars denote av-

erages over several wave periods. Furthermore, we note

that wave energy spectral density can be used in the

formulation of wave momentum (Ardhuin et al. 2004):

Mw 5 r
w
g

ð
kF(k)

jkjC dk , (3)

where F(k) is the wave energy spectral density as a

function of the wavenumber vector k, and C is the wave

phase speed.

The evolution of the depth-integrated, time-averaged

momentum of the horizontal a component of the total

flow can be expressed as (Ardhuin et al. 2004)

›M
a

›t|ffl{zffl}
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5
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664
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ðviiiÞ

1 pw
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›x
a|fflfflfflffl{zfflfflfflffl}

ðixÞ
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b (12 d
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)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

ðxÞ

,

(4)

where the terms on the RHS are (ii) horizontal di-

vergence of depth-integrated total mean stress, (iii)

pressure gradient force, (iv) mean bottom pressure

including hydrostatic pressure, (v) Coriolis force of

mean flow, the (vi) surface and (vii) bottom shear

stresses, (viii) the horizontal divergence of radiation

stress tensor, and the (ix) wave-added pressure term and

(x) wave-added Coriolis force. Note that t represents

true stresses (Nm22), whereas T terms represent depth-

integrated stresses that have units of the total force per

unit width (Nm21). The overall momentum equation is

the result of depth integrating the equations of motion

and averaging over several wave periods, evoking ap-

propriate boundary conditions.

Integrating the equations of motion from z52h to z

yields the mean flow momentum equation [Ardhuin

et al. 2004, their Eqs. (15), (16)]:
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(5)

The bracketed terms on the right-hand side (the second

through seventh terms) of the equation are the usual

terms in the horizontal momentum equation of the

mean flow including the effects of rotation. The eighth

term is the horizontal divergence of the interaction

stress tensor:

T int
ab 5

ðz
2h

tintab dz . (6)

It is informative to explore the wave contributions to the

depth-integrated interaction stress tensor in Eq. (6) by

assuming a quasi-linear wave field. Using this simplified

approach, Ardhuin et al. (2004) showed that the wave

component of the depth-integrated interaction stress

can be expressed as

T int
ab 5 r

w
g

ð
F(k)

("
12

C
g
(k)

C(k)

#
d
ab

2
C

g
(k)

C(k)

k
a
k
b

k2

)
dk ,

(7)

where Cg is the group speed. Thus, the depth-integrated

wave component of the interaction stress is equal to the
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depth-integrated pressure added by surface waves (term

1 in the braces) and the nonisotropic wave momentum

advected by waves (term 2 in the braces; Ardhuin et al.

2004).

The difference between tair and tint represents the

portion of the air–sea momentum flux that is stored in

(positive) or released by (negative) the surface wave

field to the mean flow (Ardhuin et al. 2004). For wind

and waves that are aligned, this fraction decreases as a

function of wave age from roughly 10% for very young

seas to near zero for a mature wind sea (Ardhuin et al.

2004) consistent with the findings of Mitsuyasu (1985).

Analysis of momentum storage in a misaligned wave

field, however, has not been addressed in the literature

to our knowledge.

The momentum evolution equation of the wave sur-

face layer can be determined by subtracting Eq. (5) from

Eq. (4):

›Mw
a

›t
2= � Tsl

ab 5 taira 2 tinta , (8)

where Tsl
ab is the depth-integrated stress acting on the

wavy surface layer defined as

Tsl
ab 52

ðz1z0

z

(pd
ab

1 r
w
u0
au

0
b) dx3 . (9)

A conceptual diagram illustrating the partitioning of

the momentum budget between the mean flow and the

surface wave field is shown in Fig. 1. The interaction

stress represents the shear stress acting on themean flow

or the shear stress acting at the mean free surface. The

radiation stress, therefore, can be expressed as the sum

of the average stress acting on the wavy surface layer

and the interaction stress.

c. Wave-enhanced turbulent mixing

The effects of surface gravity waves on mixing and

material transport within the water column can take

many forms and usually result in an enhancement of

vertical exchange relative to wall-bounded shear flows.

Focusing on the ocean surface mixed layer, we will

restrict our discussion to whitecapping dissipation,

mixing due to breaking waves (Scully et al. 2016), and

Langmuir turbulence (Scully et al. 2015). Wave break-

ing and Langmuir turbulence are strongly coupled, so

the distinction between the two processes may not be

informative or meaningful in a shallow estuarine envi-

ronment where coherent cells are modified by tidal

shear, strong vertical density gradients, and bottom

boundary layer dynamics. For simplicity, we refer to the

sum of the latter two terms as wave-controlled coherent

turbulence.

Wave breaking is a primary mechanism through which

mechanical energy and momentum are transferred from

the atmosphere to the mean flow (Melville 1996). Rapp

and Melville (1990) suggested that the momentum flux

associated with breaking waves constitutes a majority of

the air–sea flux.Wave breaking in deep water is the result

of wind–wave, wave–wave, andwave–current interactions

(Melville 1996). Measured distributions of breaking rate

show a peak at a phase speed approximately half that of

the spectral peak with dissipation of high-frequency, short

waves composing a significant fraction of the total

breaking rate (Gemmrich et al. 2008; Thomson et al. 2009;

Schwendeman et al. 2014). Schwendeman et al. (2014)

also noted that a regime shift occurs in young wind seas

where large whitecaps replace, not add to, small-scale

breakers as forcing becomes stronger. Furthermore, field

observations of the dissipation of turbulent kinetic energy

(TKE) beneath surface gravity waves exceed wall-

bounded shear flow scaling (Kitaigorodskii et al. 1983;

Agrawal et al. 1992; Drennan et al. 1992; Terray et al.

1996; Drennan et al. 1996,; Gemmrich and Farmer 1999,;

Gemmrich 2010; Scully et al. 2016).

Coherent wave-driven turbulence can enhance the

transport of momentum and energy beneath breaking

waves into the oceanic surface layer through a combi-

nation of u-shaped vortices generated near the surface by

whitecapping waves (Melville et al. 2002; Scully et al.

FIG. 1. Conceptual diagram of partitioning the air–sea momen-

tum flux between the surface wave field and the mean flow using

interaction stress theory. The wave momentum is contained in

a wavy surface layer between the mean free surface z and the in-

stantaneous free surface z1 z0. The fraction of momentum stored

in or released by the surface wave field can be expressed as the

difference between the wind stress and the interaction stress. The

interaction stress then represents the surface shear stress acting on

a mean flow that accounts for the effects of a wavy free surface. A

similar diagram is shown in Ardhuin et al. (2004).
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2016) and larger-scale Langmuir circulations that can

occupy the full depth of the surface mixed layer

(Plueddemann and Weller 1999; D’Asaro 2001; Gerbi

et al. 2008; Scully et al. 2015). It is generally accepted that

Langmuir turbulence arises from a straining of the vor-

ticity field generated beneath breaking waves by Stokes

drift (Craik 1977; Leibovich 1977) and can significantly

increase turbulent length and velocity scales relative to a

wall-bounded shear flow (McWilliams et al. 1997; Li et al.

2005; Harcourt and D’Asaro 2008). Additionally, wave-

controlled coherent turbulence may play an important

role in entrainment at the base of the surface mixed layer

directly or indirectly by enhancing Kelvin–Helmholtz

billowing through a concentration of shear near the

pycnocline (Li and Garrett 1997; Kukulka et al. 2010).

3. Methods

The centerpiece of a field deployment that included

instrumented surface buoys, bottom landers, and

towed instrument surveys was a turbulence tower

deployed on a western shoal of the middle reaches of

Chesapeake Bay (38 2703900, 76 2404400) in a 14-m-deep

region of slowly varying bathymetry. It was held ver-

tically rigid using four guy-wires, which were secured to

the top of the 16-m tower and anchored to 1000-lb

railcar wheels. The tower was deployed on 18 Septem-

ber 2013 and recovered on 29 October 2013. A sche-

matic of the tower and map of the deployment site are

shown in Fig. 2.

High-resolution velocity data used in the estimation

of momentum fluxes were recorded using a vertical ar-

ray of Nortek vector acoustic Doppler velocimeters

(ADVs) in the water column and an ultrasonic ane-

mometer deployed on an aerial platform atop the tower.

The downward-looking ADV heads were mounted to

1-m aluminum arms attached to the tower ;2m apart

in the vertical, starting approximately 1.5m below the

mean water surface. The aluminum arms were oriented

due west. The ADVs recorded three-dimensional

FIG. 2. Map and tower schematic. Inset diagram shows the orientation of the tower, ultrasonic anemometer, and

ADVs. Tower schematic at right shows vertical array structure.
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velocity and pressure data at 32Hz in 28-min bursts

centered 30min apart.

Direct measurements of air–sea momentum and sen-

sible heat fluxes were collected by a Campbell Scientific

CSAT3 ultrasonic anemometer with fine-wire thermo-

couple deployed on top of the tower. The anemometer

was oriented due north and had a sampling volume el-

evation of ;2.82m MSL. The tidal range at the tower

site was approximately 0.5m, so the elevation of the

anemometer ranged from ;2.3 to ;3.3m above the

water surface. The system sampled the 3D velocity field

and air temperature at 10Hz continuously. The ane-

mometer was deployed on 25 September 2013 and re-

covered on 28 October 2013.

a. Data analysis

The analysis period was constrained to three weeks

spanning 25 September 2013 to 18 October 2013 due to

the exhaustion of ADV batteries at the end of the de-

ployment. Additionally, periods of tower-induced flow

distortion were omitted when the mean current was

coming from 708 [degrees true (8T)] to 1308T and when

the winds blew from 1708T to 2508T.
Directional wave spectra were calculated from the

uppermost ADV data (z 5 21.7m) using the pres-

sure and horizontal velocity (PUV) method based on

linear wavy theory and the Directional Wave Spectra

(DIWASP)MATLAB toolkit (Johnson 2002). The 32-Hz

pressure and 3D velocity data from the ADV were re-

sampled at 8Hz, and a 1024-s segment of each burst,

starting with the ninth sample in the resampled burst,

was used for each wave burst. Resampling was per-

formed using MATLAB’s resample function, in which

the data are low-pass filtered using a Kaiser window.

Additionally, the pressure signal was corrected for var-

iations in atmospheric pressure using barometric pres-

sure data from the Cove Point NOS station (;6.9 km

southeast of tower site) and low-pass filtered using a

second-order Butterworth filter with a 1-Hz cutoff. The

total energy level in each frequency was set using the

corrected pressure signal. An f24 tail was fit to obser-

vational spectra due to an inability of resolving wave

frequencies above 0.6Hz due to the depth of the pres-

sure sensor (Jones and Monismith 2007). Doppler

shifting by the mean currents was accounted for by ad-

justing the frequency vector of observed wave spectra

using linear wave theory.

A summary of tower conditions observed during the

deployment is presented in Fig. 3. The deployment was

dominated by a 10-day nor’easter that was recorded

between 6 and 16 October 2013. The event was charac-

terized by winds blowing from northeast to north at an

average wind speed of 7ms21. Wind stress peaked at

0.31Pa, with an event average of 0.13Pa. The event

generated a surface wave field that had a significant

wave height of;1m and typical peak wave period of 4 s.

Tidal velocities were aligned with the central channel at

1508T. Note that wave direction and period data for

times when significant wave heights fell below 10 cm are

spurious due to the depth of the pressure sensor.

Turbulent fluxes were calculated using velocity

cospectra from the sonic anemometer and the vertical

FIG. 3. Wind and wave conditions at tower during the deployment. (top) The 10-m neutral

wind speed. (middle) Significant wave height (black) and peak period (gray dots). (bottom)

Wind (black) and wave (gray) direction in oceanographic convention. The principal tidal axes

are also shown as dashed black lines.
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array of ADVs. Atmospheric measurements of wind

stress were calculated by integrating velocity cospectra

for frequencies less than 2Hz in 30-min blocks (Rieder

et al. 1994). A 30-min window should provide a sufficient

range of sampling scales to properly represent turbu-

lence in the near-surface atmosphere (Drennan et al.

2003). The sensitivity of vertical flux measurements to

variations in sensor orientation prompted a tilt correc-

tion using the planar fit method (Wilczak et al. 2001) on

daily subranges of the anemometer data as described in

Fisher et al. (2015). To avoid artificial enhancement of

stress estimates from correlated wave orbital velocities,

the integration of ADV burst velocity cospectra was

limited to frequencies less than 0.1Hz, below the wave

band. Scully et al. (2015, 2016) analyzed the same data

presented here and showed that low-frequency motions,

below the wave band, dominate the Reynolds stress

tensor.

b. Simulating the surface wave energy budget

A third-generation numerical wavemodel, Simulating

Waves Nearshore (SWAN, version 40.91; Booij et al.

1996), was used to examine the wave energy budget at

the tower site. The nonstationary model solves the

spectral action density equation on a 5-min computa-

tional time step:

›N

›t
1= � [(C

g
1U)N]1

›c
s
N

›s
1

›c
u
N

›u

5
1

s
(S

wind
1S

wcap
1 S

bot
1 S

nl3
1 S

nl4
) , (10)

where N is action density (F/s); Cg and U are group

velocity and barotropic current velocity, respectively;

s is angular frequency; u is direction; and S denotes

source terms. The first term on the left-hand side is the

time rate of change of action density, the second term is

the horizontal divergence of wave energy transport, and

the next two terms are associated with the divergence

of wave energy in wavenumber space due to frequency

shifting (term 3) and refraction/diffraction (term 4). The

source terms represent the sum of wind energy input

Swind, whitecapping dissipation Swcap, bottom-induced

frictional dissipation Sbot, and nonlinear wave–wave in-

teractions associated with triads Snl3 and quadruplets Snl4.

The model was set up as described in Fisher et al.

(2015). Wind-wave generation was forced by an opti-

mally interpolated, 10-m, neutral wind field generated

from over 60 surface stations in and around Chesapeake

Bay. Overland stations were corrected to 10-m neutral

conditions using a standard power law (Panofsky and

Dutton 1984), and overwater stations were adjusted

using the COARE 3.0 algorithm (Fairall et al. 2003). A

universal kriging scheme with algorithmically fit expo-

nential variogram was applied to the vector components

of the 10-m neutral wind field on a 30-min time step.

Wave growth was formulated using the Zijlema et al.

(2012) expression for the drag coefficient in combination

with the Komen et al. (1984) expression for exponential

wave growth. The model accounted for tidal elevation

interpolated fromnine tide gauges around theChesapeake

Bay, and bottom friction was estimated through the

empirical JONSWAP model (Hasselmann et al. 1973).

Barotropic currents were not included in the model.

4. Results and discussion

a. Wind-wave dynamics

An important feature of the surface conditions ob-

served during the deployment was that wind and

waves were consistently misaligned during the 10-day

nor’easter wind event. During the event, the dominant

waves were aligned roughly 178 to the left of the wind

[Fig. 3 (bottom)]. Plotting directional wave data in

wavenumber space reveals that wave directions mea-

sured in the midbay bifurcate along two dominant di-

rections: waves propagating down-estuary generally

move south, while waves propagating up-estuary align

;3308T (Fig. 4). Wavenumbers are calculated using the

peak period and peak wave direction from directional

spectra. The blue line shows log-transformed fetch

(scaled to fit) as a function of direction. Fetch was

FIG. 4. Tower wave data plotted in wavenumber space where

kp_east and kp_north are the wavenumber vector components at the

spectral peak. The blue line is a contour of log-transformed fetch

scaled to fit. The channel orientation at the tower site is shown as

a solid black line.
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calculated as the upwind distance to shore using eleva-

tion data used in the SWAN wave model. As waves

mature (wave age increases), they concentrate on two

principal directions that correspond to the direction of

maximum upwind fetch. This behavior is consistent with

the slanting fetch observations presented by Donelan

et al. (1985) and Ardhuin et al. (2007). Observed waves

were predominantly deep-water waves with only a brief

period when the wavelength l was slightly greater than

twice the water depth, so depth-induced refraction was

not a significant factor in the misalignment between

wind and waves. Rather, the misalignment between

wind and waves is the result of preferential wave growth

along the dominant fetch axes of the embayment.

SWAN model results accurately simulate measured

significant wave height, period, and direction, as shown

in Fig. 5. The model slightly overpredicts the directional

spread of wave energy but accurately captures the mean

direction and the change in direction between low and

high frequencies seen in the directional wave spectra

measured by the uppermost ADV. Analysis of SWAN

model output for the tower site shows that the dominant

terms in the wave energy budget are wind input,

whitecapping dissipation, and the horizontal divergence

of wave energy transport. The sum of whitecapping

dissipation and the divergence of wave energy transport

balance wind input to first order (Fig. 6). This suggests

that spatial gradients developed principally through

FIG. 5. Model validation. (a) Observed directional wave spectra at tower at 1030 EST 10 Oct 2013 with wind

direction shown as a black vector. (b) Modeled spectra for same time period. SWAN captures the peak charac-

teristics of the spectra but slightly overpredicts directional spreading. Observed (blue) and simulated (black) sig-

nificant (c) wave height, (d) peak period, and (e) peak direction are shown.
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directionally variable fetch limitation can result in a

significant divergence of wave energy transport. This

horizontal divergence of wave energy transport may

play an important role in the local air–sea momentum

budget associated with a fetch-limited wind sea that is

in a state of active growth.

Several studies have shown that swell can affect the di-

rection of wind stress in the atmospheric surface boundary

layer (Rieder et al. 1994; Drennan et al. 1999; Potter et al.

2015). However, the upper Chesapeake Bay is character-

ized as a pure wind-sea environment, such that wave en-

ergy in the upper bay is entirely generated by local winds,

with any incoming ocean swell dissipating to negligible

energy levels by the time it reaches the midbay (Lin et al.

2002). Phillips (1985) hypothesized that a portion of the

wind-sea spectrum would be in equilibrium with wind

forcing, such that the source terms in Eq. (10) would sum

to zero. This ‘‘equilibrium range’’ occurs well above the

peak frequency in the wave subrange that supports the

majority of the atmospheric wind stress. Following Banner

(1990), we define the equilibrium subrange as f . 2fp.

The shear velocity required to maintain equilibrium

can be described using the following relation (Thomson

et al. 2013):

u
eq
5

 
1

f
max

2 2f
p

!ðfmax

2fp

8p3f 4F( f ) df , (11)

where fp is the peak frequency, and fmax is the highest

observed/modeled frequency. We calculated this equi-

librium shear velocity from observational spectra trun-

cated at 0.6Hz, averaged over the equilibrium range, and

compared the results to shear velocities measured by the

sonic anemometer. Bin-averaged results for the 10-day

storm event are shown in Fig. 7. For small to moderate

stress values, the strong 1:1 correlation of the equilibrium

shear velocity and the measured shear velocity indicates

that the wave field is in equilibrium with the wind. At

large, measured stress values, however, the shear velocity

measured by the sonic anemometer is higher than the

equilibrium shear velocity calculated from wave spectra.

This indicates that the surface wave field is not in equi-

librium with the wind and that short gravity waves are in

an active state of growth toward equilibrium. The

threshold behavior shown in the comparison of the equi-

librium shear velocity and the measured shear velocity

could be the result of bounded wave growth due to fetch

limitation. Because the peak frequency is limited by fetch,

the equilibrium shear velocity calculated from Eq. (11) is

therefore also limited, resulting in large wind events

producing very young seas that never fully saturate.

Additionally, simulated wave spectra were used to

calculate the average wave direction as a function of fre-

quency for times when the mean wind direction and wave

directions were aligned and misaligned. Figure 8 shows

FIG. 6. (left) Time series of simulated wind energy input (blue), whitecapping dissipation (yellow), and horizontal

divergence of wave energy transport (green). (right) Simulated wave energy budget at the tower site. Whitecapping

dissipation and the horizontal divergence of wave energy transport balance wind input to first order.

FIG. 7. Bin-averaged comparison of equilibrium shear velocity

calculated from observational wave spectra to measured wind

shear velocity shown with standard error bars. Equilibrium shear

velocity values were calculated as the average of Eq. (11) over the

equilibrium subrange of wave spectra ( f . 2fp).
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that misalignment between wave direction and wind di-

rection is predominantly a characteristic of wave fre-

quencies at or below the peak, with the quasi-equilibrium

range being aligned with wind forcing. Modeled results

were used in Fig. 8 instead of observational spectra to

present qualitative spectral structure that included fre-

quencies above 0.6Hz. Observational spectra showed a

similar qualitative structure, but the average direction

within the equilibrium subrange was significantly noisier

than that calculated from simulated spectra.

b. Stress dynamics across the air–sea interface

As discussed in Scully et al. (2016), the direction of the

momentum flux vector changed across the air–sea in-

terface. Direct measurements from the ultrasonic ane-

mometer show that the stress in air is aligned with mean

wind direction, with an average departure angle of

2.28 6 1.28 to the left of the wind. In contrast, the stress at

the uppermost ADV (z521.7m depth) is more aligned

with wave forcing than wind forcing with a mean de-

parture angle of 16.078 6 1.88 to the left of the wind.

These results are consistent among the top four ADVs,

suggesting that the momentum flux vector in the surface

layer of the estuary is misaligned with local wind forcing

and may be controlled by the surface wave field.

Figure 9a shows the distributions of departure angles,

clockwise relative to wind forcing, of the momentum

flux vector measured in air uair, the momentum flux

vector measured in water uz521.7m, and peak wave di-

rection uwaves. Figure 9b shows a mean vector stress

profile averaged over the same period, which shows that

the turning of the momentum flux vector across the air–

sea interface is counterclockwise. Conversely, a clear

clockwise rotation is present in the vertical stress profile

of the surface layer of the estuary. The width of the

midbay is the same order as the internal Rossby radius,

so this clockwise rotation is likely indicative of Ekman

steering within the well-mixed surface layer.

During the wind event, persistent near-bottom strat-

ification was present for depths greater than ;10m and

limited the vertical extent of the bottom boundary layer

(Scully et al. 2015). The stress direction within this

bottom boundary layer, measured by the lowest tower

ADV (z 5 211.5m) and a collocated bottom lander,

was tidally dominated and is not shown in Fig. 9b.

The vector difference between stress measured above

(z5 2.8m) and below (z5 21.7m) the air–sea interface

changes with the misalignment between surface gravity

waves and wind. As shown in Fig. 10, the across-wave

(defined using the peak wave direction) component of the

wind stress is increasingly larger than the across-wave

component of the marine stress as the angle between

waves and wind increases up to a maximum at about 408
misalignment. In contrast, the differences between along-

wave components of stress are much less than that of

across-wave components and do not exhibit a significant

changewith regards to the angle betweenwind andwaves.

The observed differences in stress direction and magni-

tude measured across the air–sea interface indicate that

the local momentum budget between the atmosphere and

the mean flow at the tower site is not closed and that the

surface wave field likely plays an important role in the

translation of stress across the air–sea interface.

c. Surface waves and the local air–sea momentum
budget

Using interaction stress theory, measured wind stress

andmodeled terms in the wave energy budget were used

to approximate the fraction of the momentum flux

stored in (or released by) the surface wave field fol-

lowing Ardhuin et al. (2004):

FIG. 8. (a) Modeled wave energy spectra for a period when wind

and waves were aligned (black dots) and when they were mis-

aligned (white dots). Peak frequency shown as a dashed line.

(b) Average wave direction as a function of frequency for the same

periods. Horizontal dashed lines indicate wind direction.
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which is derived by dividing Eq. (10) by the phase

speed and integrating over the wavenumber vector k.

Note that the above equation is equivalent to Eq. (8),

where the last term on the right-hand side is the di-

vergence of a depth-averaged, wave-induced stress in

the wavy surface layer due to the dynamic pressure

associated with a fluctuating instantaneous free surface

and the wave component of the Reynolds stress. Be-

cause our model results indicate that refraction and

frequency shifting effects due to depth variations are

very small relative to other terms in the wave energy

budget, we neglect the second term in the first pair of

brackets in Eq. (12).

Before proceeding with an analysis of the interaction

stress, we note that our modeled interaction stress was

significantly higher than the atmospheric stress at the onset

of the 10-day nor’easter event, which is likely due to an

overprediction of wave energy during that period. A

sheltering effect is expected for winds blowing out of

the south-southwest due to a 30-m topographic feature,

Calvert Cliffs. The cliffs likely created an internal bound-

ary layer adjustment that reduced surface atmospheric

FIG. 9. (a) Distributions of the departure angle of themomentum flux vector measured in air (qair; light blue) and

at z 5 21.7m (qz521.7m; dark blue) from mean local wind direction measured clockwise. The distribution of the

angle between wind and waves at the tower site is also shown (qwaves; orange). (b) Average momentum flux vectors

showing the departure of the marine stress profile from the atmospheric surface stress in geographic coordinates.

Black line denotes principal tidal axis (1508 T).

FIG. 10. Vector difference between stress measured in air (z5 2.8m) and stress measured

in water (z521.7m) vs the observed angle between the wind and peak wave directionqwaves

As the misalignment between wind and waves increases [more negative clockwise (CW)], the

difference between themeasured cross-wave stress above and below the air–sea interface also

increases.
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stress 1–2km away from the shoreline (Markfort et al.

2010). For this reason, we omit the period between 1000

eastern standard time (EST) 6 October to 0000 EST

8 October from further analysis.

Using a wave-aligned coordinate system in which x is

the direction of dominant wave propagation and y is

parallel to wave crests, we examine the air–sea mo-

mentum budget across the air–sea interface by com-

paring the atmospheric stress tair, interaction stress tint,

and the stress measured at the uppermost ADV at

z521.7m tz521.7m. Tomake comparisons more direct,

we scale tair and tint using linear surface layer stress

scaling for a wall-bounded shear flow based on the depth

of the mixed surface layer (;10m):

tz 5 t0
�
12

jzj
h

�
, (13)

where t0 is the stress at the mean free surface, and h is the

height of the boundary layer. This scaling of stress has

been demonstrated to hold for the outer log layer and

assumes a balance between shear production and dissi-

pation (Tennekes and Lumley 1972). Turbulent kinetic

energetics beneath breaking waves differ from those in a

neutral log layer and are often described as a balance

between divergent TKE transport and dissipation (Terray

et al. 1996). However, the large-eddy simulation (LES)

results of Sullivan et al. (2007) show a similar linear dis-

tribution of stress beneath energetic wave breaking, and,

as Scully et al. (2016) also showed, a surface layer scaling

of stress accurately represents our observations of stress

within the oceanic surface boundary layer during periods

of active wave forcing.

The time series of the along-wave components and

cross-wave components of the local air–sea momentum

budget are shown in Fig. 11, along with the magnitude

of the total wind stress, the marine stress at z521.7m,

and the interaction stress. In Figs. 11a and 11b, we have

included the effects of surface gravity waves through the

addition of the value of tair 2 tint estimated from

Eq. (12) to the along-wave x and cross-wave compo-

nents y of the stress at z 5 21.7m.

The total interaction stress magnitude was often less

than the atmospheric stress but consistent with the total

stress measured at the uppermost ADV, suggesting

that a significant portion of the atmospheric stress was

not translated to a momentum flux within the surface

layer of the estuary when dominant waves were mis-

aligned with moderate to strong local wind forcing. The

dashed horizontal line in Fig. 11c represents the maxi-

mum stress at which the wave field was in equilibrium

with local wind forcing (Fig. 7): teq,max 5 0.1Pa.

FIG. 11. Time series comparison of (a) along-wave components of the tair (black) and tz521.7m 1 (tair 2 tint)

(blue), (b) across-wave components of the tair (black) and tz521.7m 1 (tair 2 tint) (blue), and (c) magnitudes of tair

(black), tint (yellow), and tz521.7m (blue). Vertical dotted lines indicate a period when SWAN overpredicted wave

energy. Horizontal dashed line in (c) represents maximum observed stress at which the observed wave field was in

equilibrium with local wind forcing.
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Effectively, the threshold behavior shown in Fig. 11c

represents that point at which the total wind stress ex-

ceeded the stress that could be translated through the

wave field to the mean flow, which is determined by

fetch limitation at the tower site.

At the end of the nor’easter, between 12 and 14 Oc-

tober when the wind and waves were significantly mis-

aligned, the stress measured at z 5 21.7m was at times

only half the stress measured at z5 2.8m. The addition

of the wave storage/release term tair 2 tint to the vector

components of themeasuredmarine stress improved the

agreement between the time series of stress across the

air–sea interface and accounted for the observed dif-

ferences in the momentum flux (Figs. 11a,b). These re-

sults indicate that momentum storage (or release)

associated with the growth (decay) of a wind sea ac-

counted for the observed stress differences.

In Fig. 12, we present a vector momentum budget

across the air–sea interface that accounts for the

growth of wind waves through interaction stress theory.

We limit the analysis to periods when the atmospheric

shear velocity exceeded 0.103m s21 and uwaves . 208 to
isolate periods when a significant stress divergence

occurred across the air–sea interface. In the along-

wave direction, a balance exists between the in-

teraction stress and the stress measured at z 521.7m,

assuming surface layer scaling (Fig. 12a). In the cross-

wave direction, the sum of the stress measured by the

ADV and the storage of momentum in the surface

wave field jtair 2 tintj balance the cross-wave compo-

nent of the atmospheric stress vector (Fig. 14b). This

indicates that the storage of momentum in the surface

wave field occurred orthogonal to the direction of

dominant wave propagation and that the observed

difference in stress measured across the air–sea in-

terface is directly attributable to the growth of a mis-

aligned wind sea.

A strong correlation exists between this wave storage/

release term and mean wind direction. Figure 13 shows

the difference between tair and tint plotted as a function

of wind direction. When winds blow across dominant

fetch axes at moderate to high wind speeds, the gener-

ation of short gravity waves in the direction of wind

forcing serves as a sink of momentum and can store a sig-

nificant fraction of the air–sea momentum flux (tair . tint).

Conversely, when winds blow along dominant fetch axes

(;1808T or 3308T), the surface wave field enhances the

flux of momentum into the mean flow by releasing mo-

mentum through the dissipation of remote wave energy

(tair, tint). For periodswhen therewas littlemomentum

storage/release in the surface wave field (jtair 2 tintj ,
0.03Pa), the effects of wind direction on wave stor-

age versus wave release become less clear because the

wave field at the tower site was likely near fully satu-

rated (Fig. 7).

In steady-state wind seas, breaking wave energy that

exceeds wind input would not make sense. A closer look

at the ‘‘wave release’’ period reveals that it corresponds

to a brief relaxation in wind forcing and a period when

wave energy at the tower site was decreasing. This sug-

gests that estimated release values may be the result of a

decaying wind sea. While these results are specific to the

middle reaches of Chesapeake Bay, similar dynamics

stemming from anisotropic fetch limitation may be

common in coastal environments.

The dynamics of momentum storage in the surface

wave field are best understood by looking at the time

series of terms in Eq. (12) (Fig. 14). Throughout the

10-day event, the dominant term on the right-hand side

FIG. 12. Bin-averaged comparison of (a) along-wave components

of the interaction stress (black) and the atmospheric stress (white)

to the along-wave component of the stress vector measured at

z521.7m shownwith standard error bars. (b)A comparison between

the cross-wave atmospheric stress and the sum of the measured cross-

wave stress at z 5 21.7m and the momentum stored in the surface

wave field (tair 2 tint). The dashed line in both subplots represents

surface layer scaling.

AUGUST 2017 F I SHER ET AL . 1933



of Eq. (12) is the horizontal divergence of the surface

Reynolds stress in the wavy surface layer
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due to gravity waves. In a depth-integrated form, the

horizontal divergence of the Reynolds stress associated

with a wavy free surface is the result of anisotropic wave

momentum being advected by wave velocities (Ardhuin

et al. 2004). This divergence is therefore directly asso-

ciated with the growth and decay of wave energy

within a surface wave field. For a wave field in equilib-

rium with wind forcing, this suggests that local wave

energy growth balances a divergence in the transport of

nonlocal energy. For non-steady-state conditions, this

term represents a significant portion of local wave en-

ergy change that is not due to an imbalance in local

source terms (Fig. 6). This, in combination with the re-

sults shown in Figs. 11–13, suggests that differences in

stress between the sonic anemometer and uppermost

ADV are directly attributable to the momentum fluxes

associated with the growth of a fetch-limited wind sea

and that the degree of fetch limitation depends strongly

on both wind speed and wind direction.

d. Wave-driven turbulence and the direction of the
marine stress vector

While the previous section clearly showed that mod-

ulation of air–sea momentum transfer by the directional

growth or decay of the wave field due to fetch limitation

can account for differences between applied wind forc-

ing and the resultant marine stress vector, we have not

yet addressed the mechanism through which wind stress

at the surface is transferred into the water column.

Conceptually, there are two modes of momentum ex-

change driven by breaking surface waves: 1) impulses of

momentum associated with whitecapping waves that

aggregate to produce a mean stress in the direction of

wave breaking (Sullivan et al. 2004) and 2) momentum

transfer associated with the vertical transport of near-

surface momentum by intensified downwelling jets

FIG. 14. (a) East–west component and (b) north–south component time series of source term

(gray) and stress divergence (black) terms used in calculation of tair 2 tint. Note that stress

divergence is dominant throughout the deployment.

FIG. 13. The tair 2 tint plotted as a function of wind direction.

When winds blow across the dominant fetch axes of the estuary

the surface wave field stores momentum; when winds blow along

the dominant fetch axes waves enhance the air–sea momentum

flux through the dissipation of remote wave energy. Note that

light winds (t , 0.03 Pa) do not exhibit the same directional

tendencies.
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associated with Langmuir turbulence (McWilliams et al.

1997; Kukulka et al. 2010; Kukulka et al. 2012; Sullivan

et al. 2012). It has been shown that Langmuir turbulence

cells align predominantly with vertical shear in the

Lagrangian velocity, defined as the sum of the Eulerian

velocity and the Stokes drift velocity associated with

wave orbital velocities. This shear strains the vorticity

field generated beneath breaking waves (Leibovich 1983;

McWilliams et al. 1997; Van Roekel et al. 2012; Sullivan

et al. 2012; Rabe et al. 2015). Therefore, the relative roles

of breaking impulses andmean total shear in determining

the stress direction in the surface layer of the estuary can

be qualitatively addressed using the observed directions

of wave breaking, Lagrangian shear, and the Reynolds

stress in the surface layer of the estuary.

We evaluated the mean nonlinearity of dominant

wind waves observed during the deployment using the

significant steepness parameter suggested by Banner

et al. (2000). Throughout the 10-day wind event, the

dominant wind-wave steepness exceeded (often by a

factor of 2) the breaking threshold of 0.055 proposed by

Banner et al. (2000). The downward sweep of momen-

tum resulting from breaking waves would have occurred

primarily in the direction of dominant wave propaga-

tion, which is consistent with the agreement between the

mean direction of the marine stress vector and the mean

direction of wave propagation. However, the observed

stress direction at z521.7m was at times more than 208
different from the direction of dominant wave propa-

gation, suggesting that dominant wave breaking alone

cannot explain the temporal variability in stress

direction.

We investigate the importance of Lagrangian shear in

momentum exchange within the surface layer of the

estuary by estimating the Stokes drift profile from di-

rectional spectra following Kenyon (1969):

U
stokes
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cos(u

waves
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where F(s, u) is the directional wave spectrum, s is the

frequency, and uwaves is the angle between wind and

waves. We can estimate the direction of Lagrangian

shear in the surface layer of the estuary by taking a depth

average of the sum of crosswind y Eulerian and Stokes

drift shear divided by the sum of the along-wind u

Eulerian and Stokes drift shear (VanRoekel et al. 2012):
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Averaging over the upper 5m of the water column, in-

dicates that the direction of Lagrangian shear in the

estuarine surface layer agrees with the inferred angle of

Langmuir cells observed during the deployment (Scully

et al. 2015). Numerical simulations have also shown that

the orientation of Langmuir turbulence is aligned with

the direction of Lagrangian shear in the surface layer

(Sullivan et al. 2012; Van Roekel et al. 2012).

A comparison of measured stress direction at

z 5 21.7m and observed wind, wave, and shear con-

ditions is shown in Fig. 15. The time series of stress

direction, wave direction, wind direction, and shear

direction show that while the marine stress mean di-

rection agrees well with the mean direction of domi-

nant wave propagation, the temporal variability of the

marine stress direction is much better predicted by the

direction of the Lagrangian shear in the surface layer

of the estuary. Based on this observation, we hypoth-

esize that breaking waves were the primary pathway

through which momentum was transferred between

the air and the oceanic surface layer but that Langmuir

turbulence likely played an important role in mo-

mentum transfer deeper within the oceanic surface

boundary layer.

While numerous studies have shown that Stokes

production is often a dominant term in the TKE budget

during times when Langmuir turbulence is present

(McWilliams et al. 2012; Rabe et al. 2015), an analysis of

the TKE budget on this dataset indicates that the pres-

sure work was the dominant transport term and bal-

anced dissipation to first order in the surface layer of the

estuary (Scully et al. 2016). More detailed analysis of

turbulent energetics observed during this experiment

can be found in Scully et al. (2016; A. W. Fisher et al.

2017, unpublished manuscript). Despite the generation

of TKE due to Stokes drift production being small

compared to the flux of energy imparted by breaking

waves, the stretching and tilting of vertical vorticity by

the Stokes drift velocity is an important physical process

that has significant implications for momentum ex-

change beneath breaking waves (Kukulka et al. 2012).

Nonlocal transport by coherent large-scale eddies may

carry momentum away from a surface source, along the

gradient of vertical Lagrangian shear, more efficiently

than momentum transport due to wave breaking that
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mimics turbulent transport under free shear conditions

(e.g., Craig and Banner 1994).

5. Conclusions

Anisotropic fetch limitation in the middle reaches

of Chesapeake Bay results in an environment where

wind and waves are commonly and persistently mis-

aligned. Although pure wind seas characterize the

midbay, directional wave spectra show that dominant

waves develop along the dominant fetch axes of the

estuary and may be significantly misaligned with the

wind. Direct measurements of the momentum flux

collected above and below the water surface indicate

that the surface wave field plays an important role in

the local air–sea momentum budget beyond simply

the enhancement of surface fluxes associated with

increased drag at the water surface and/or the in-

jection of TKE by breaking waves.

The stress vector in the surface layer of the estuary

was aligned more with wave forcing than wind forcing

and was highly correlated to the direction of Lagrangian

shear in the upper 5m of the water column. An apparent

stress divergence occurs between the ultrasonic ane-

mometer (z ; 2.8m) and the uppermost ADV

(z ; 21.7m), such that the direction and magnitude of

the momentum flux vector changes across the air–sea

interface. Using the interaction stress theory described

by Hasselmann (1971) and Ardhuin et al. (2004), we

address the role of the surface wave field in the local air–

sea momentum budget by partitioning the momentum

flux between surface gravity waves and the mean flow.

The interaction stress magnitude compares well to the

magnitude of the momentum flux measured at the

FIG. 15. (top left) Distribution of angle between stress measured at z 5 21.7m and peak wave direction shown

with normal (black) and t location-scale (red) fits and 1s confidence intervals. (top right) Distribution of angle

between stress measured at z521.7m and the Lagrangian shear direction in the surface layer of the estuary shown

with normal (black) and t location-scale (red) fits and 1s confidence intervals. (bottom) Time series of low-pass

filtered directions of wind (dark blue), wave (light blue), stress at z 5 21.7 m (black), and depth-averaged

Lagrangian shear (red) for a 10-day nor’easter in October 2013. The direction of the momentum flux vector at the

uppermost ADV is closely correlated to the direction of Lagrangian shear in the surface layer of the estuary.
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uppermost ADV, assuming a linear surface layer scaling

of stress. Additionally, results indicate that the surface

wave field can store a significant fraction of the mo-

mentum flux, up to 30%–40%, at times when the wind

blows across dominant fetch axes.

Fetch limitation results in bounded wave growth,

which for large wind events can result in very young seas

that are not in equilibrium with wind forcing. The gen-

eration of short gravity waves dominates the drag felt by

the wind field and may serve as a momentum sink in the

local momentum budget of the oceanic surface bound-

ary layer. This is especially true when dominant, longer

waves are misaligned with wind forcing. An analysis of

the wave momentum evolution equation using a third-

generation wave model and direct observations of wind

stress indicate that the stress fraction stored in/released

by the surface wave field is dominated by the horizontal

stress divergence associated with a wavy instantaneous

free surface.

While the interaction stress properly accounts for dif-

ferences in stress that occur across the air–sea interface,

the direction of the stress vector in the surface layer of the

estuary requires further explanation. The authors hy-

pothesize that the vorticity field generated by breaking

waves is strained in the direction of the Lagrangian shear

in a manner similar to Langmuir turbulence.

This Lagrangian shear does not significantly enhance

the generation of near-surface turbulence but rather

modifies vertical transport regimes that act to control

the direction of the stress tensor in the surface layer of

the estuary.

While the details of this manuscript are specific to the

middle reaches of ChesapeakeBay, the trends presented

suggest that further research is needed in fetch-limited,

coastal environments where the tendency for misaligned

wind and wave fields may be common. These results

indicate that the surface wave field can significantly af-

fect the translation of wind stress across the air–sea in-

terface and may play an important role in coastal

momentum budgets.
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