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abstract: Some of the most fundamental quantities in population
ecology describe the growth and spread of populations. Population

the cost of controlling invasive species (e.g., Fagan et al.
2002), and the success of species reintroductions (e.g.,
dynamics are often characterized by the annual rate of increase, l,
or the generational rate of increase, R0. Analyses involving R0 have
deepened our understanding of disease dynamics and life-history
complexities beyond that afforded by analysis of annual growth
alone. While range expansion is quantified by the annual spreading
speed, a spatial analog of l, an R0-like expression for the rate of
spread is missing. Using integrodifference models, we derive the ap-
propriate generational spreading speed for populations with com-
plex (stage-structured) life histories. The resulting measure, relevant
to locations near the expanding edge of a (re)colonizing population,
incorporates both local population growth and explicit spatial dis-
persal rather than solely growth across a population, as is the case
for R0. The calculations for generational spreading speed are often
simpler than those for annual spreading speed, and analytic or partial
analytic solutions can yield insight into the processes that facilitate or
slow a population’s spatial spread. We analyze the spatial dynamics of
green crabs, sea otters, and teasel as examples to demonstrate the flex-
ibility of our methods and the intuitive insights that they afford.

Keywords: generational spreading speed, stage structure, invasion
speed, integrodifference models, recolonization, net reproductive
number, graph reduction, next-generation operator.

Introduction

Spatial patterns of population growth and spread have
long occupied biologists (e.g., Fisher 1937; Elton 1958;
Clark 1998), and understanding these patterns is particu-
larly important in the face of mounting human-induced
environmental change. Spatial dynamics have direct im-
pacts on the viability of species affected by anthropogenic
change (e.g., Potapov and Lewis 2004; Leroux et al. 2013),
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Krkošek et al. 2007; Tinker et al. 2008).
A population’s rate of range expansion, or spreading

speed, is a basic descriptive statistic in spatial ecology, akin
to the intrinsic rate of population increase, l, in discrete-
time demographic models (Neubert and Caswell 2000).
Estimates of spreading speed and its sensitivity to changes
in demographic parameters can help identify promising tar-
gets for conservation efforts and biological control (Neubert
and Parker 2004). For example, Neubert and Parker (2004)
were able to verify the lack of an Achilles’ heel life stage for
control of leguminous Scotch broom, Cytisus scoparius, and
Tinker et al. (2008) identified the importance of adult sur-
vival in maintaining the coastline recolonization rate for the
California sea otter, Enhydra lutris nereis.
While l quantifies geometric population growth between

successive time steps (usually years), another statistic—R0,
the net reproductive number—quantifies the expected num-
ber of offspring produced by an individual over its lifetime
or, equivalently, geometric population growth between gen-
erations (Cushing and Yicang 1994; Caswell 2001). These
quantities represent foundational concepts in population
biology, and the closely associated version of R0 from epi-
demiology has even been called “the most important quan-
tity in the study of epidemics” (Heesterbeek 2002, p. 189).
While l and R0 are equivalent in discrete-time demographic
models with nonoverlapping generations, it is more com-
mon that generations overlap, creating a nontrivial relation-
ship between the two statistics. Populations can even have
the same value of l and different values of R0 or vice versa.
Knowing both R0 and l improves understanding of

a population’s demography, and both are indicators of
population growth or decline (Cushing and Yicang 1994).
At times, l has no closed-form solution and must be cal-
culated numerically (de-Camino-Beck and Lewis 2007),
whereas R0 is often simpler to calculate, and the ability
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to derive closed-form expressions offers the potential for
greater analytical insight (Caswell 2001; de-Camino-Beck

viding empirical examples that illustrate some practical ben-
efits of the theory. Compared with the standard measure of

to
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and Lewis 2007; see “Order of the Characteristic Equa-
tion” below). For example, de-Camino-Beck and Lewis
(2007) showed how an expression for R0 could be used
to explore the biocontrol susceptibility of different life stages
of invasive wild teasel, Dipsacus fullonum (syn. D. sylvestris),
gaining an intuition for management that was not readily
afforded by numerical analyses of annual population growth
rates.

Over the past decades, integrodifference equation (IDE)
models, combining discrete-time descriptions of demog-
raphy with continuous descriptions of spatial movement,
have emerged as useful tools for studying spatial popu-
lation dynamics (Kot et al. 1996; Neubert and Caswell 2000;
Krkošek et al. 2007; de-Camino-Beck and Lewis 2009; Bullock
et al. 2012). Both stage-structured and scalar (single-stage)
demographic submodels have been used, and movement
submodels are highly flexible (Kot et al. 1996; Neubert and
Caswell 2000; Lutscher 2007). In many cases, integrodif-
ference models allow calculation of a population’s potential
spreading speed on the basis of measured demographic rates
and individual dispersal propensity (Weinberger 1982; Lui
1989a; Kot et al. 1996; Neubert and Caswell 2000). The ap-
proach offers a useful tool for studies and management of
species invasion (e.g., by exploring control susceptibility of
different life stages; Neubert and Parker 2004), recoloniza-
tion (e.g., by identifying key processes that may slow spread;
Tinker et al. 2008), and spread in a changing climate (e.g., by
assessing how changing weather patterns will affect the abil-
ity of plants to track shifting climate windows; Zhang et al.
2011; Bullock et al. 2012).

Motivated by the simpler calculations and greater in-
sight afforded by generational measures in demography,
we consider generation-by-generation spread in integro-
difference models that incorporate stage-structured popu-
lation dynamics, seeking an analog to R0 in the context of
population spread. We consider space as one dimensional,
modeling spread along a roadside, river, or coastline, but
note that there are methods to expand our results to two
dimensions (Lewis et al. 2006; de-Camino-Beck and Lewis
2009). While our approach is partially inspired by the in-
vasive species literature (Neubert and Caswell 2000; Neu-
bert and Parker 2004) and we retain related terminology at
times, our results apply equally to other scenarios, such as
reintroductions and translocations, for which spreading
speed is a relevant concept.

First, we briefly summarize past results concerning spread-
ing speed and generational population growth. We go on
to derive an expression for “generational” spreading speed
and explore its relationship to the standard measure. We
show how to calculate generational spreading speed and
highlight cases in which this can be done analytically, pro-
This content downloaded from 23.235.3
All use subject to JSTOR
spreading speed, our measure is an equivalent indicator of
whether a species will spread, but its calculation is often
simpler. We expect our concept to provide useful insight,
for example, into management strategies that could halt
an invader’s spread or facilitate a successful reintroduction.

Standard Spreading Speed
predict a population’s time-step-by-time-step spreading
speed (e.g., for plants: Neubert and Caswell 2000; Neubert
and Parker 2004; Bullock et al. 2012; for animals: Krkošek
et al. 2007; Tinker et al. 2008; Miller et al. 2011). Stage-
structured population models are most commonly built
on an annual timescale. To simplify discussion, we refer
to annual spread and speed rather than time-step-by-time-
step spread and speed, but bear in mind that an annual
timescale is inappropriate for some species.
IDEs incorporate species’ underlying demography and

dispersal tendencies by considering traveling-wave solu-
tions to a linearized model (Weinberger 1982; Lui 1989a;
Neubert and Caswell 2000). We summarize key results here
and give a more thorough background in the appendix (avail-
able online; “Mathematical Background”).
Stage-structured IDEs model changes to a vector of

stage-specific population densities, n(y, t)p ½n1(y, t), : : : ,
nN( y, t)�T , measured across locations, y, in year t. At the
population’s low-density “spreading front,” a linearized,
density-independent population projection matrix, A, cap-
tures demographic changes (Neubert and Caswell 2000;
Caswell 2001). Assuming a homogeneous environment, a
matrix of dispersal kernels, K(x2 y), describes the likeli-
hood that individuals disperse from y to x between year t
and t1 1. Each entry of K(x2 y), kij(x2 y), is associated
with transition from stage j to stage i (i, j∈ℕ). The model
components combine to describe spatial dynamics:

n(x, t1 1)pE
∞

2∞

½K(x2 y)○A�n( y, t) dy, (1)

where the open circle (○) denotes the Hadamard (element-
wise) product.
When a species’ life history is conventional, its popula-

tion grows at low density, population dynamics are neg-
atively density dependent, and dispersal is exponentially
bounded, limiting exponential-form traveling-wave solu-
tions take the form

n(x, t)pwe2s(x2ct), (2)

where w describes stage-specific abundances in the wave,
s is the wave shape (or “steepness”) of the spreading front,
In many biologically relevant cases, IDEs can be used
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and c is the wave speed (Neubert and Caswell 2000). The
annual spreading speed in the positive x-direction for the

In seeking a generational measure of spreading speed,
we are motivated by an observation from analogous non-

364 The American Naturalist
density-dependent model is

c* pmin
s∈Q

�
1
s
ln
�
r1½H(s)���, (3)

where H(s)pM(s) ○A, r1½�� denotes the dominant eigen-
value of a matrix (for most demographic cases, this will
be a positive scalar [see “Mathematical Background” in the
appendix], and M(s) is the matrix of moment-generating
functions, mij(s), corresponding to the kernels, kij(x2 y)
(Lui 1989a; Neubert and Caswell 2000). The population
spreading at speed c* has shape s*, meaning that the pop-
ulation density decays as e2s*x at the leading edge of the
spreading population.

Formulas exist to calculate the sensitivity and elasticity
of c* to model parameters (Neubert and Caswell 2000). As
a result, IDEs can reveal causes of variation in spreading
speed related to dispersal and demographic features of a
species or landscape (e.g., Neubert and Caswell 2000;
Neubert and Parker 2004; Tinker et al. 2008).

Measures of Population Growth
density-independent asymptotic population growth rate
for a stage-structured population, given by the dominant
eigenvalue of the population projection matrix, A (Caswell
2001). Calculating l and its sensitivity to demographic pa-
rameters has offered insight into population-level patterns
(e.g., Shea and Kelly 1998; Parker 2000), much as spreading-
speed calculations can offer insight into invasions.

An alternative to calculating l is to calculate R0. Called
the net reproductive number, R0 represents a population’s
generational growth rate (Caswell 2001). To calculate R0,
we first decompose A into stage-specific transition and fe-
cundity matrices, T and F, respectively (see “Mathematical
Background” in the appendix). R0 is the dominant eigen-
value of the next-generationmatrix,Qp F½I2T�21 (Cushing
and Yicang 1994; Caswell 2001; Li and Schneider 2002).

Like l, the value of R0 indicates whether the abundance
of individuals in a given population will increase or de-
crease. One of three cases is possible:

0≤R0 ≤ l ! 1, R0 p lp 1, or 1! l ≤R0, (4)

corresponding to population decline, equilibrium, or growth,
respectively (Cushing and Yicang 1994; Li and Schneider
2002). Not only does statement (4) indicate that (R0 2 1)
and (l2 1) have the same sign, it indicates an ordering be-
tween R0 and l for both growing (R0 1 l) and declining
(R0 ! l) populations. We explore an analogous situation
in the context of biological invasion.
This content downloaded from 23.235.3
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spatial demographic models. Often, F takes a special form:
when all reproduction is by a single adult stage or all off-
spring are recruited into a single juvenile stage, F is of rank
one. That is, F will have nonzero entries only in a single
row or column. As a result, although calculating l involves
an Nth-order polynomial, calculating R0 often involves a
first-order polynomial (de-Camino-Beck and Lewis 2007;
Rueffler and Metz 2013). This can allow for intuitive in-
sight through a closed-form, analytical expression for R0,
expressed as the sum of contributions from different re-
production pathways in the life cycle (de-Camino-Beck
and Lewis 2007). The possibility for similar insight in the
context of spatial spread is tantalizing.

Models

The Next-Generation Operator

To model generational spread, we define a next-generation
operator, LG, that describes change in population density
across space from one generation to the next. By reworking
the standard linearized IDE model of spread (1), we must
keep track of all individuals produced by a given genera-
tion as it matures, spreads through space, and eventually
dies (fig. 1). In defining LG, we retain assumptions about
spatial homogeneity and density independence at the ad-
vancing invasion front (Neubert and Caswell 2000).
First, we rewrite the linearized IDE (1), decomposing A

to define fecundity and transition operators (LF and LT,
respectively):

n(x, t1 1)pE
∞

2∞

½K(x2 y)○(F1T)�n( y, t) dy

p E
∞

2∞

½KF(x2 y)○F�n( y, t) dy
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

LFn(x, t)

1 E
∞

2∞

½KT(x2 y)○T�n( y, t) dy
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

LTn(x, t),

(5)

where KF(x2 y) and KT(x2 y) are matrices of dispersal
kernels associated with reproduction and transition, respec-
tively. Expression (5) partitions population change into con-
tributions from reproduction and associated dispersal (LF)
and contributions from development, survival, and associ-
ated dispersal (LT).
Applied to the vector, u(x, g), of stage-specific densities

that make up the population in generation g, the next-
The spreading speed, c*, has nonspatial analog l, the
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to analyses of standard annual invasion (Kot et al. 1996; Neu-
bert and Caswell 2000), we look for limiting exponential-

A
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generation g transition through time, reproducing and dis-
persing according to their life-history stage in each time
step (fig. 1):

u(x, g1 1)pLGu(x, g)

pLFu(x, g)1LFLTu(x, g)1LFLTLTu(x, g)1 � � �
pLF½I1LT 1L2

T 1 � � � �u(x, g).
(6)

Note here that u(x, g) is associated with a single gener-
ation, g, and not a single time step, t. Just as in human pop-
ulations, multiple generations can be present at any given
time, and the life spans of two individuals in the same gen-
eration need not overlap.

Generational Spreading Speed

We seek a spreading speed associated with the generation-
by-generation dynamics described by equation (6). Similar

(6)
This content downloaded from 23.235.3
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form solutions that progress a distance of cG each genera-
tion:

u(x, g)pwGe2sG(x2cGg), (7)

where wG describes the relative abundances of stage classes
in a traveling wave and sG describes the shape of the wave.
In “Derivation of Generational Spreading Speed” in the

appendix, we derive the generational spreading speed for
a population, initially introduced locally:

c*G pmin
sG∈QG

�
1
sG

ln
�
r1½HG(sG)�

��
, (8)

where matrix HG(sG) is HF(sG)½I2HT(sG)�21 p ½MF(sG)○F�
½I2MT(sG)○T�21 and MF(sG) and MT(sG) are the matrices
of moment-generating functions for the reproduction-
and transition-specific dispersal kernels, respectively. QG

is the domain of existence for the wave-speed function be-
ing minimized. We denote the wave shape at which c*G is
attained by s*G.
HG(sG) is the invasion analog of the next-generation

matrix, Q, incorporating information about both demog-
raphy and dispersal, and equation (8) yields an asymptotic
generational rate, similar to R0. Here, as for R0 calcula-
tions, the result pertains to dynamics at low density, which
are well described on an annual timescale by the linearized
model (5). We go on to show how our generational mea-
sure relates to these linearized dynamics and thereby how
it relates to the dynamics of the relevant nonlinear (“true”)
model (Lui 1989a).
Note that QG, the domain over which we must minimize

in (8), is more restricted than Q in (3). In QG, not only must
M(sG) and 1/sG exist, but r1[HT(sG)] must be !1, so that
½I2HT(sG)�21 exists. This extra transition-related condi-
tion means that generational spread occurs over a more re-
stricted range of density profiles than annual spread. We
interpret this as indication that steeper invasion fronts ef-
fectively collapse when individuals disperse as they survive
and mature. Repeated dispersal over the course of a life-
time is compounded, and a given annual dispersal pattern
can lead to a considerably more diffuse pattern of lifetime
dispersal.
Recall that u(x, g) is not associated with any specific

time step, and single generations can be spread over long
time periods. In the mathematical idealization, most stage-
specific mortality comprises exponential decay, and single
generations are spread across an infinitely long time win-
dow. While this would not be the case in real populations,
in which individuals are discrete units that must die even-
tually, it would not in general be possible to measure gen-
generation operator gives the densities of offspring in gen-
eration g1 1, u(x, g1 1), produced as the individuals in

B

Figure 1: Diagram of annual spread (A) and resultant generational
spread (B). Individual I (black circle) seeds generation gp 0 at time
tp 0, transitioning and moving (solid lines) in each time step, until
its death at tp 3. I produces offspring (dashed lines, gray circles) that
themselves transition, move, and produce offspring (white circles).
The locations of I ’s offspring, when initially produced, make up the
spatial distribution of generation gp 1.
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erational spreading speed or the shape of a generational
spreading front.

For an observer at a fixed location near the leading edge of
the invasion front, this is the time it takes the invading

366 The American Naturalist
Conditions for Spread
that the net reproductive number, R0, and the population
growth rate, l, are both indicators of population growth or
decline (Cushing and Yicang 1994; Li and Schneider
2002). Our analysis reveals a similar relationship between
the generational spreading speed, c*G, and the annual spread-
ing speed, c*. In “Invasion Criteria” in the appendix, we
show that the sign of c*G matches the sign of c*. As a result,
knowing whether a species’ generational spreading speed is
greater than 0 is enough to know whether the population
will, in theory, spread.

Although we show that population spread proceeds at
least as far in a generation as it does in a year (i.e., that
∣c*G ∣ ≥ ∣c* ∣), we note that the magnitude of changes in gen-
erational wave speed do not necessarily predict the magni-
tude of changes in standard wave speed. The critical point
is that c*G and c* share the same sign and are, therefore,
equally good—or equally bad—theoretical indicators of
whether a population will spread in space.

Comparisons of Generation Time
e

the time required for a population at stable stage distribu-
tion to grow by a factor of R0. That is,

lTG pR0 ⟺ TG p
ln(R0)
ln(l)

p
ln(r1½Q�)
ln(r1½A�) (9)

(Caswell 2001; de-Camino-Beck and Lewis 2008).
At the leading edge of an invasion, there are additional

relevant timescales we could calculate. If we choose a lo-
cation near the invasion front, the apparent population
growth rate (incorporating both local demography and
density increases due to dispersal) is ni(x, t1 1)=½ni(x, t)�
for any i, assuming the invasion wave has attained a stable
stage distribution. By (2),

ni(x, t1 1)
ni(x, t)

p
e2s*(x2c*½t11�)

e2s*(x2c*t)
p es

*c* . (10)

Similarly, the apparent per-generation population growth
rate is es

*
Gc

*
G . Following the argument of (9) and substituting

(3) and (8), the apparent generation time at our location
near the invasion front is

Tx p
ln(es

*
Gc

*
G)

ln(es*c*)
p

s*Gc*G
s*c*

p
ln(r1½HG(s*G)�)
ln(r1½H(s*)�) . (11)
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population to increase by as much as it would from one
generation to the next at the same location. This differs
from the standard concept of generation time in that the
population “growth” observed near the front is actually
due to a combination of population growth and population
dispersal at a given location rather than growth alone across
the whole population.
Alternatively, we could consider generation spreading

time—the time it takes for the population to spread as
far as it would over the course of one generation:

Tc p
c*G
c*

p
s*

s*G

ln(r1½HG(s*G)�)
ln(r1½H(s*)�) p

s*

s*G
Tx. (12)

Instead of considering “growth” at a fixed location, (12)
considers the generation-time analog relevant to spread.
Here, spread occurs linearly, as opposed to geometrically
in the case of increases in population density. Because of
the exponential shape of the linearized invasion wave, how-
ever, Tx and Tc have very similar forms.

Calculations
We seek to use the concept of generational spreading speed
to gain insight into the process of invasion and ways that it
might stall. As for l, we must often calculate r1[H(s)] nu-
merically, since the characteristic equation of H(s) is an
Nth-order polynomial. Because of its direct dependence
on F, however, HG(sG) will often be of rank one, with a
first-order characteristic equation (de-Camino-Beck and
Lewis 2007; Rueffler and Metz 2013). Thus, a component
of c*G can often be expressed as a simple mathematical
equation.
De Camino-Beck and Lewis (2007) developed a graph-

reduction method for algebraically calculating R0. We have
adapted their techniques to calculate r1[HG(sG)], which
we call Rc(sG), when HG(sG) is of rank one (see “Graph-
Reduction Calculations” in the appendix). Multiple demo-
graphic scenarios are compatible with this approach, but
in broad terms all reproductive pathways must pass
through a single life-history stage (see Rueffler and Metz
2013 for technical details).

Simplification and Approximation
appendix, we analyze the case in which dispersal is associ-
ated solely with reproduction, as for many plants and sed-
entary aquatic organisms with a planktonic larval phase,
In the context of demography, the inequalities (4) reveal

In demography, generation time, TG, is often defined as

Order of the Characteristic Equation

In “Derivation of Generational Spreading Speed” in th
2.0 on Tue, 6 Oct 2015 13:34:02 PM
 Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


and dispersal patterns are consistent across reproductive
stages, as might be expected for seeds or waterborne lar- ~c*G p 2j

ffiffiffiffiffiffiffiffiffiffiffiffi
ln(R0)
2

r
1

j

3

 ffiffiffiffiffiffiffiffiffiffiffiffi
ln(R0)
2

r !3
g, (15)
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vae. The condition that juvenile dispersal does not depend
on the parent stage would be violated, for example, if
seeds from large trees disperse farther than seeds from
small trees. The generational spreading speed becomes

c*G pmin
sG ∈QG

�
1
sG

ln½m(sG)R0�
�
. (13)

This is the same form as for unstructured populations, in
which R0 ≡ l when generations do not overlap (Kot et al.
1996; Lutscher 2007). This arises because dispersal occurs
only once in such an organism’s life history: R0 indicates
how many offspring each individual produces throughout
its lifetime, and m(sG) provides information about the sin-
gle spatial transition those offspring make. The associated
annual case is little different, except that the relevant off-
spring are produced in a single year.

If newly produced individuals also disperse according to
a normal distribution with mean m and standard deviation
j, then

c*G p m1 j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln(R0)

p
(14)

(see “Derivation of Generational Spreading Speed” in the
appendix). Here, the generational spreading speed (14)
matches the conventional spreading speed for the case of
growth and normal (Gaussian) dispersal in an unstruc-
tured population (Kot et al. 1996) except that the spread-
ing speed will be in units of distance per generation. Com-
monly m may be 0, but m will be nonzero in the cases of
biased dispersal due to current, wind, or animal migration.

Without the assumption of Gaussian dispersal, we can-
not solve for a general closed-form asymptotic spreading
speed. Instead, if individuals disperse symmetrically, we
can apply an approximation (Lutscher 2007):

Table 1: Measures of population growth and spread for discrete-
This content downloaded from 23.235.3
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where j is the standard deviation of the symmetric dispersal
kernel and g is the excess kurtosis of the dispersal kernel
relative to the normal distribution, so that gp m4=j

4 2 3,
where m4 is the fourth central moment (kurtosis) of the dis-
persal kernel (see “Derivation of Generational Spreading
Speed” in the appendix; Lutscher 2007).

Examples

Concepts related to generational spreading speed allow for
a deeper understanding of the spatiodemographic process
of population spread but also provide several practical
benefits for empiricists and managers (table 1). Because
generational and annual spreading speeds coincide at 0
(stalled spread), the simpler calculations associated with
generational spread can be used to explore this critical
threshold. In addition, using graph reduction to calculate
generational spreading speed lends itself to intuitive inter-
pretation of demographic events influencing spreading rate.
This can complement elasticity analysis of annual spreading
speed, much as graph reduction can be used to gain insight
into demographic factors affecting generational population
growth (de-Camino-Beck and Lewis 2007).
In this section, we offer three examples taken from the

literature that illustrate applications of generational spread-
ing speed. The first considers a stalled invasion of green
crabs in Nova Scotia, which yields an analytical expression
from which we estimate larval recruitment—an otherwise
difficult-to-estimate parameter. The second example, which
considers California sea otters, illustrates important differ-
ences between standard and generational spreading speeds
and highlights another case in which invasion can stall
even when population growth is positive. In the final exam-
ple, we reanalyze the classic case of teasel invasion in the
context of generational spread and explore how the use of

me models incorporating an N-stage life history
l: Annual rate of population
increase

Solution to Nth-order
polynomial

Clear interpretation as rate of population increase but often must be
computed numerically
R0: Generational rate of
 Typically the solution to
 Equivalent to l as indicator of population growth or decline and

population increase

*

first-order polynomial
 often has closed analytic form, facilitating interpretation of life-
history parameter influences
c : Annual spreading speed

*

Involves solution of Nth-
order polynomial
Clear interpretation as rate of population spread but usually must be
computed numerically

Equivalent to c* as indicator of population spread or stall, can be

speed
 of first-order polynomial
 easier to interpret influences of life-history parameters, closed

analytic form in the case of Gaussian dispersal
Note: Rows 1 and 2 relate to popu
 tion-projection matrices; rows 3 a
 4 relate to integrodifference equations.
ti

Quantity Calculation Application

cG: Generational spreading Typically involves solution

la nd
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graph-reduction techniques can yield insight into factors af-
fecting invasion.

368 The American Naturalist
While our approach provides a powerful new analytical
tool, we do not claim to treat any one of our example sys-
tems fully. Such comprehensive analyses—for example, in-
corporating model and parameter uncertainty—are beyond
the scope of our present discussion. Instead, we provide the
following as pedagogical examples, illustrating where the
concepts of generational spreading speed could provide
useful insight.

European Green Crab
in
coastlines around the globe from its native range in the
northeast Atlantic (Audet et al. 2003). On the east coast
of North America, C. maenas had arrived in New York
by 1817, slowly spreading north until it began a more rapid
range expansion around the Gulf of Maine in the first half
of the twentieth century (Audet et al. 2003). Green crabs
had reached Halifax, Nova Scotia, by 1964, but their north-
ern expansion seemed to stall there, likely due to low water
temperatures (Berrill 1982; Audet et al. 2003). Here, we use
the concept of generational wave speed to explore the stall
of the original C. maenas invasion near Halifax and, on
the basis of previously published survival and dispersal esti-
mates, produce an analytical estimate for a notoriously dif-
ficult-to-estimate parameter—per-adult larval recruitment.
Kanary et al. (2014) have presented an alternative IDE model
that considers green crab competition; however, we use a
simplified model for the purposes of illustration.

In the northwest Atlantic, crabs mature at approximately
2.5 years and live for approximately 5.5 years (Berrill 1982).
Per capita recruitment of juveniles is unknown. This gives
the following transition and fecundity matrices:

Fp

�
0 f
0 0

�
 and Tp

�
3=11 0
6=11 9=11

�
. (16)

Pringle et al. (2011) estimated larval dispersal to be nor-
mally distributed with a mean of mp267 km and a stan-
dard deviation of jp 234 km. Mean dispersal is negative
due to the southern direction of the prevailing current, op-
posite to the northern direction of stalled invasion that we
consider as the positive x-direction. Relative to larvae, we
can assume that juvenile and adult crabs are fixed, so the
asymptotic generational wave speed will be given by (14):
c*G p m1 j½2 ln(R0)�1=2.

Graph reduction gives R0 p 33=8f , and substitution of
R0, m, and j into (14) gives the speed of the northward in-
vasion: c*G p2671 234½2 ln(33=8f )�1=2 (see “Example De-
tails” in the appendix). Setting c*G equal to 0 (since we are
considering a stalled invasion) and solving for f reveals that
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female every other year, to halt invasion under the condi-
tions described. Note that this level of fecundity corre-
sponds to R0 ≈ 1.04, so the population would grow in the
absence of spread and also spread northward in the ab-
sence of a southerly current.
Here, we could have used standard spreading-speed calcu-

lations, applying equation (3) to calculate the annual inva-
sion speed, c*. A partial analytical solutionwould be possible:
r1½H�p 6=111 (½3=11�2 1 6=11f exp½(117=2)2s2 67�s)1=2.
However, we would be left with a numerical minimization:
c* pmins ≥ 0½1=s ln(r1½H(s)�)�. Although this would yield the
same answer, such a solution would be much less satisfying.
Note that c* p c*G for the stalled northward invasion (fig. 2)
but that annual and generational spreading speed will not be
equal in general.

California Sea Otter
the early 1900s, but a small population was protected in
1914, and the species has since recolonized some of its his-
torical range (Lubina and Levin 1988; Tinker et al. 2008).
Several authors have used IDEs to model sea otters’ re-
colonizaton of the California coastline (Krkošek et al. 2007;
Tinker et al. 2008; Smith et al. 2009). Unlike the species in
our other examples, mature otters are thought to disperse
(Krkošek et al. 2007), and we use the simplest existing
integrodifference model (Krkošek et al. 2007) to illustrate
each crab would have to produce fewer than approximately
0.253 successful recruits per year, or about one recruit per

Figure 2: Standard (dashed; km/year) and generational (solid; km/
generation) invasion speeds as a function of respective wave shape
for the European green crab, Carcinus maenas. The shared critical
value (black circle) portrays stalled northward invasion near Halifax,
Nova Scotia, after 1964.
The European green crab, Carcinus maenas, has invaded

California sea otters were hunted nearly to extinction
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how later-life dispersal affects generational spread. We also
illustrate how spreading speeds relate to demographic mea-
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sures of population growth, l and R0, and further explore
how dispersal and demography can interact to halt spread
even for a growing population.

Sea otters breed once a year and progress through dis-
tinct life stages (pup, juvenile, adult). Estimates for otter
survival and reproduction yield a relatively simple popula-
tion projection matrix, ApF1T, with

Fp

�
0 0 0.45
0 0 0
0 0 0

�
 and Tp

�
0 0 0
0.6 0.631 0
0 0.269 0.9

�
(17)

(compiled in Krkošek et al. 2007).
We assume that juvenile and adult sea otters disperse

according to a Laplace kernel, (2a)21 exp(2∣x2 y∣=a), with
ap 5.19 km—the best exponentially bounded kernel fit to
dispersal-distance data by Krkošek et al. (2007). The Laplace
kernel predicts constant spreading speed, consistent with
observed bouts of constant-speed recolonization (Lubina
and Levin 1988). To complete the matricesHF(sG) andHT(sG),
we need to know the moment-generating function for the
Laplace kernel, given by ½12 (5.19sG)

2�21. Pups do not dis-
perse, which is represented mathematically as a dispersal
kernel called the Dirac delta function, d(x2 y), concen-
trated at y, for which the moment-generating function is
simply 1 (Krkošek et al. 2007), so that

HF(sG)p

0 0
0.45

12 (5.19sG)
2

0 0 0

0 0 0

2
6664

3
7775 

and

 HT(sG)p

0 0 0

0.6
0.631

12 (5.19sG)
2 0

0
0.269

12 (5.19sG)
2

0.9
12 (5.19sG)

2

2
6666664

3
7777775.

(18)

We must be careful to consider the constraint imposed
on sG by the condition r1½HT(sG)�! 1. Recall that this con-
dition restricts the range of exponential generational wave
shapes the spreading population can attain as a result of dis-
persal during maturation and survival. Solving r1½HT(sG)�!
1 algebraically (see “Example Details” in the appendix), we
get an upper bound on sG of approximately 0.0609 km21,
less than the (5.19 km)21 p 0.193 km21 upper bound im-
posed by the existence of the moment-generating func-
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per bound, we could get results that indicate incorrect, ex-
cessively fast generational spread, especially if we were to
perform the minimization in (8) numerically.
Although fairly simple, the sea otter integrodifference

model did a reasonable job of capturing recolonization
progress in California until at least the mid-1980s (Krkošek
et al. 2007). In recent years, however, the northward sea
otter recolonization has stalled just south of San Francisco
(T. Tinker, personal communication). The generational
spreading speed can be used to consider the potential role
played by two factors. First, otter dispersal may be biased
southward due to offshore currents (Lubina and Levin 1988;
Smith et al. 2009), and second, otters’ survival appears to
decline toward the north of their range (Tinker et al. 2006).
To account for south-biased dispersal, we replace the

juvenile and adult dispersal kernel with a biased Laplace
kernel that depends on parameter ϑ, the proportion of in-
dividuals dispersing south, and recovers the original un-
biased kernel when ϑp 0.5 (see “Example Details” in the
appendix). To consider a range of possible survival values
beyond the northern recolonization boundary, we intro-
duce scaling parameter φ and replace the original sea otter
transition matrix with a scaled version, φT.
Using (3) and (A21), we numerically solved for annual

and generational spreading speeds across a range of ϑ and
φ values to explore conditions that could have halted the
northern advance of the sea otter population (fig. 4). As
we have proven (see “Invasion Criteria” in the appendix),
tions. Here, cG(sG) has a more restricted wave-shape domain
than c(s) (fig. 3). Were we to ignore the more restrictive up-

Figure 3: Standard (dashed; km/year) and generational (solid; km/
generation) recolonization speeds as a function of respective wave
shape for the California sea otter, Enhydra lutris nereis. The vertical
dotted line shows the upper bound on the domain of the generational
wave-speed function. Circles show the asymptotic wave speed and
wave shape for generational (filled) and annual (open) spread.
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where spreading speed is positive. Note that recolonization
could have stalled, even for a growing population (R0 1 1),
if dispersal were biased. Relative to the parameter values
used by Krkošek et al. (2007), approximately 65% of adult
and juvenile otters would have had to disperse south or ot-
ter survival rates would have had to decline to approxi-
mately 93.7% of their observed values to stop northward
spread.

Wild Teasel
now grows as a weed along roadsides and in fields in south-
eastern Canada and the northern United States (Werner
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trol (Rector et al. 2006). Neubert and Caswell (2000) con-
sidered teasel in their development of invasion speed for
stage-structured populations, and we consider it again here.
We show how graph reduction and approximation of gen-
erational spreading speed can yield insight into the process
of invasion and help identify targets for biological control.
Teasel seeds can remain dormant for a number of years,

progress through several rosette stages after germination,
and finally grow a tall (0.5–2.5-m) stalk that flowers and
drops seeds before the plant dies (Werner 1975a, 1975b).
Werner and Caswell (1977; Caswell 2001) studied the de-
mography of teasel in eight experimental fields, measuring
and modeling demographic rates for six life-history stages.
Annual demographic transitions in the field with the high-
both measures of spreading speed predict stalled northern
* *

1975a). Increasingly problematic as an invasive species, tea-

C D

Figure 4: Rates of growth and spatial spread for the California sea otter, Enhydra lutris nereis, in an environment with south-biased dispersal.
A and B show the annual population growth rate (l) and the generational population growth rate (R0), respectively, for a range of survival-
scaling factors, φ. Higher φ yields proportionally higher survival across age classes. C and D show annual spreading speed (c*) and gener-
ational spreading speed (c*G), respectively, for combinations of φ and the fraction of individuals dispersing south, ϑ. In C and D, the upper-left
dark-gray region indicates a lack of northward range expansion (negative speeds not shown), while the region to the lower right of the 0-contour
line indicates recolonization; arrows correspond to parameter values from Krkošek et al. (2007). Note that as φ approaches 1/0.9, annual mor-
tality unrealistically declines to 0; associated values are for illustration only.
recolonization in the same parameter region, and cG 1 c

Wild teasel is a flowering plant, native to Eurasia, that

sel has garnered attention as a candidate for biological con
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ate for a population advancing along a roadside or stream
bank, for example, but important differences arise in truly

Generational Spreading Speed 371
ing fecundity and survival matrices:

Fp

0 0 0 0 0 402.59
0 0 0 0 0 0
0 0 0 0 0 8.255
0 0 0 0 0 69.215
0 0 0 0 0 3.810
0 0 0 0 0 0

2
6666664

3
7777775 

and 

Tp

0 0 0 0 0 0
0.974 0 0 0 0 0
0.017 0.011 0 0 0 0
0.004 0.002 0.077 0.212 0 0
0.003 0 0.038 0.281 0 0
0 0 0 0.063 1.000 0

2
6666664

3
7777775.

(19)

Taking demographic rates in this field as representative of
low-density conditions and modeling one-dimensional seed
spread using a symmetric Laplace distribution, ki6(x2 y)p
(2a)21 exp(2∣x2 y∣=a), with mean dispersal distance ap
0.257 m (Werner 1975b), Neubert and Caswell (2000) cal-
culated teasel’s asymptotic spreading speed as 0.564 m/year,
with a wave shape of 3.20 m21.

In line with previous analysis (Neubert and Caswell
2000), we consider the idealized case of teasel dispersing in
a one-dimensional environment. This would be appropri-
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two-dimensional environments, such as a field (Lewis et al.
2006; de-Camino-Beck and Lewis 2009). In any case, tea-
sel’s spread across large spatial scales may rely on long-
distance dispersal mechanisms, such as transport along
river systems (Neubert and Caswell 2000).
Although there is an algebraic expression for teasel’s

Rc(sG), we must calculate the critical wave speed numer-
ically. Applying graph reduction (see “Graph-Reduction
Calculations” in the appendix), we get

Rc(sG)pm(sG)R0, (20)

where

R0 p

��
(t64 1 t65t54)½t41 1 t42t21 1 t43(t31 1 t32t21)�

12 t44

1 t65½t51 1 t53(t31 1 t32t21)�
�
f16

1

�
(t64 1 t65t54)t43

12 t44
1 t65t53

�
f36

1
(t64 1 t65t54)

12 t44
f46 1 t65f56

�
; (21)

the fij’s are entries of F, the tij’s are entries of T, and m(sG)
is the moment-generating function for the Laplace distri-
bution: (12a2s2G)

21, defined for sG ! 1=ap 3.89 m21. Sub-
stituting the transition and fecundity values from (19),
equation (21) gives R0 p 37.7. Incorporating Rc(sG) into
est asymptotic population growth rate (fig. 5; Werner and
Caswell 1977; Caswell 2001) are summarized in the follow-

Figure 5: Life-cycle graph for teasel, Dipsacus fullonum. The tij’s
represent survival and maturation transitions between life stages,
and the fij’s represent stage-specific fecundities.
Figure 6: Standard (dashed; m/year) and generational (solid; m/
generation) spreading speeds as a function of respective wave shape
for teasel, Dipsacus fullonum. Circles show the asymptotic wave speed
and wave shape for generational (closed) and annual (open) spread.
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equation (8) and numerically solving for the minimum
(fig. 6), we get c*G p 1.48 m/generation at s*G p 3.28 m21.

a large number of dormant seeds, those seeds rarely germi-
nate to produce viable plants.

g

372 The American Naturalist
Comparing demographic rates and invasion speeds, we
can calculate the different measures of generation time
(see “Comparisons of Generation Time”). Standard gener-
ation time, TG, is ln(R0)=ln(l)p 2.72. Apparent genera-
tion time for a focal location near the invasion front, Tx,
is s*Gc*G=(s*c*)p 2.69. Generation spreading time, Tc, is
c*G=c* p 2.63. That is, it would take 2.72 years for a small
teasel population to grow overall by the same amount as
it would grow in a single generation, 2.69 years for popu-
lation density at the leading edge of an invasion to increase
by the same amount as it would in a single generation, and
2.63 years for the invasion to advance as far as it would in a
single generation. These are mathematical quantities, and
given that growth and spread occur in discrete steps, none
of these events would have occurred after 2 years, but all
would have occurred by 3 years.

Although dispersal according to a Laplace distribution
does not yield a simple closed-form estimate for asymptotic
spreading speed, we can use moment-based approxima-
tion (15). The second moment and excess kurtosis of the
Laplace distribution are j2 p 2a2 and gp 3, respectively.
This yields a generational spreading-speed estimate of

~c*G p 0.514
ffiffiffiffiffiffiffiffiffiffiffiffi
ln(R0)

p
1 0.1285


 ffiffiffiffiffiffiffiffiffiffiffiffi
ln(R0)

p �3

, (22)

which equals 1.87 m/generation, for teasel. As teasel’s tran-
sition and fecundity rates change, influencing R0, c*G in-
creases not only with the square root of ln(R0), as when
dispersal is Gaussian, but also approximately with the cube
of the square root of ln(R0).

Examining the influence of reproductive pathways on
R0 (de-Camino-Beck and Lewis 2007), we can gain insight,
similar to that from c*-elasticity calculations, into life-
history factors that affect spreading speed. Teasel’s annual
invasion speed is most elastic to changes in transition
through, and reproduction into, advanced rosette stages
(t54, t64, t65, f46, and f56; Neubert and Caswell 2000). From
(21), we would draw similar conclusions. At observed tran-
sition and fecundity values, the first two reproductive path-
ways in teasel’s R0 expression account for very little of the
observed generational increase—8% and 2%, split among
numerous subpathways—so early-stage transition and fe-
cundity terms that appear only in those pathways will have
relatively little influence on R0. On the other hand, the latter
two reproductive pathways, in which the late-stage terms
are clustered, account for the vast majority of the observed
generational increase—80% and 10%, consolidated in few
subpathways. Reexamining teasel’s life-cycle graph and
projection-matrix components (fig. 5; eq. [19]), we see
that all individuals must pass through one of the latter
rosette stages to reproduce, and although flowers produce
This content downloaded from 23.235.3
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Rector et al. (2006) identified candidate biological con-
trol agents for teasel, indicating rosette stages as primary
targets for control and seeds and flowers as secondary tar-
gets (Rector et al. 2006). Our analysis, and that of Neubert
and Caswell (2000), corroborates these conclusions. Con-
trol measures that hinder rosette maturation or that reduce
seed germination (not necessarily seed production overall)
should affect R0 most, thereby driving generational spread-
ing speed furthest toward 0.

Discussion
speed, an R0-like quantity for spatially expanding popu-
lations, thereby completing the set of four foundational
quantities to describe the spatiotemporal dynamics of pop-
ulation growth and spread. Generational spreading speed,
c*G, relates to annual spreading speed, c* (Neubert and Cas-
well 2000), in the same way that the net reproductive num-
ber, R0, relates to the annual population growth rate, l. In
addition, c*G relates to R0 in the same way that c* relates to
l: each measure of spreading speed is the spatial analog of
its purely demographic counterpart.
As a complement to standard spreading speed (Neubert

and Caswell 2000), generational spreading speed offers a
number of advantages. First, in many biologically relevant
cases, it is possible to calculate an algebraic expression for
c*G. This is because reproduction often occurs from or to a
single life-history stage, and the next-generation matrix
takes a simplified form (see “Order of the Characteristic
Equation”; de-Camino-Beck and Lewis 2007; Rueffler and
Metz 2013). In the case of Gaussian dispersal, this leads
to an explicit analytic form for the generational spreading
speed (see “Simplification and Approximation”). Second,
even if we cannot generate an explicit expression for gen-
erational spreading speed, we can examine the influence on
generational spreading speed of reproductive pathways,
elucidated via graph reduction (de-Camino-Beck and Lewis
2007) or algebra (Rueffler and Metz 2013). This can yield
insight into life-cycle events of particular importance for a
species’ ability to spread. When dispersal is unbiased, there
is potential for further insight through moment-based ap-
proximations of generational spreading speed (see “Simpli-
fication and Approximation”).
When dispersal is directionally biased, as for green crabs,

numerical population growth does not guarantee spread or
even persistence (Lutscher et al. 2010). Spread in the less
common dispersal direction can be stopped even if a pop-
ulation continues to grow (figs. 2, 4). In such cases, gener-
ational spreading speed can help determine the invasion
We have shown how to calculate generational spreadin
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potential of a species and assess the plausibility of proposed
control measures. Because c* and c*G have the same sign (see

An important assumption of spreading speed calcula-
tions is that of linear predictability, that is, that low-
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“Invasion Criteria” in the appendix), a positive genera-
tional invasion speed guarantees that a species has the po-
tential to spread from one year to the next. Control mea-
sures that reduce c*G to 0 are those that will halt invasion.
As c*G can be simpler to calculate than c*, it presents an at-
tractive option, and consideration of control measures as
they affect reproductive loops associated with c*G could yield
useful insights.

Although we have not dealt with the concept of uncer-
tainty in parameter estimates, we could employ the tech-
niques discussed above. Using an analytical (or partial an-
alytical) form for the generational spreading speed, it may
be possible to understand intuitively how parameter un-
certainty translates into uncertainty in the spreading speed.

Calculation of generational spreading speed involves
one important constraint that, although not complicated,
is not a consideration for annual spreading speed. Dispersal
associated with demographic transitions can constrain the
“wave” shape of the exponential-form generational invasion
front, since r1[HT(sG)] must be less than 1 (see “Generational
Spreading Speed”). For example, sea otters disperse as ju-
veniles and adults rather than during recruitment into the
population. As a result, their generational wave shape is
more constrained than their annual wave shape (fig. 3).
Although we have a guarantee that generational and stan-
dard spreading speed provide the same information about
whether (re)invasion will proceed (see Invasion Criteria” in
the appendix), it is important to remember the r1½HT(sG)�! 1
constraint when calculating generational spreading speed;
failure could lead to nonsensical results, especially when gen-
erational spreading speed is calculated numerically for com-
plex cases. Falsely identifying a generational spreading speed
associated with a wave shape outside the allowable range
could lead to incorrect inference about whether a population
will spread.

Consideration of spatial spread complicates the calcula-
tion of generation time compared with the case of purely
demographic population growth. Similarities between spa-
tial and nonspatial cases, however, mean that Tx, apparent
generation time at a given location, bears a close resem-
blance to the purely demographic measure of generation
time, TG. Even Tc, the version of generation time relating
generational spread and annual spread—linear rather than
geometric processes—takes a form similar to that of TG

because of the exponential shape of the limiting invasion
front (7). In the case of teasel, the measures of generation
time are relatively similar, but a naive stationary observer
near the invasion front would estimate the population to
be growing faster—both in absolute terms and relative to
generational “growth”—than demographically accurate, be-
cause of dispersal from previously colonized habitat.
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density projection matrix A determines the rate at which
invasion occurs. In the case of generational spread, the de-
scription may not be strictly accurate, given that LG op-
erates across time steps as invasion or recolonization ad-
vances, and multiple generations grow simultaneously. Still,
we might hope to approximate the rate of spread for the
true nonlinear dynamics by considering regions of space
at the far front of the invasion (near up 0) so that A will
adequately project population changes for many time steps.
In any case, we have shown how our measure of spreading
speed for the linearized generational model (5) relates to
spreading speed for the linearized annual model (1), and
the link between annual spread in the linear and nonlinear
models is well established (Lui 1989a; Neubert and Caswell
2000). We have not addressed the problem of generational
spread for a full, nonlinear model of spatial population dy-
namics, but we have shown how analysis of the linearized
form can be useful.
We have dealt with discrete-time difference equations

to model population change, as are appropriate for many
species. While this is a common approach in the study of
population spread (e.g., Neubert and Caswell 2000; Neu-
bert and Parker 2004; Krkošek et al. 2007; Smith et al.
2009), an obvious alternative would be to use continuous-
time differential equations. Ameasure of generational spread-
ing speed may be possible to derive for partial differential
equation models, incorporating continuous change in space
and time, and this remains an opportunity for future work.
The idealized model we have presented applies to ho-

mogeneous landscapes. Others have begun to characterize
IDE spreading speeds that incorporate landscape hetero-
geneity (e.g., Gilbert et al. 2014). Another approach is to
characterize source-sink dynamics across heterogeneous
environments on a generational timescale, assessing whether
environmental patches or the environment as a whole gen-
erate R0 1 1 (Krkošek and Lewis 2010). This second ap-
proach does not characterize spatial movement, but it does
consider invasion potential, and the calculations take a form
similar to that we have presented. The problem of a next-
generation analysis of population spread in a heterogeneous
landscape remains open.
We have shown how to calculate generational spreading

speed for a stage-structured, dispersing population. This
can be simpler, yielding an easier-to-interpret result, than
calculation of annual spreading speed. Importantly, the
generational measure also carries the same information as
the annual measure about whether a population will spread
in space. Especially in the case of biased dispersal, as in a
stream or along a coastline, where population growth does
not guarantee population spread, these features make the
generational spreading speed a useful tool. By helping to
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clarify how life-history parameters influence an organ-
ism’s ability to spread, calculation and interpretation of

de-Camino-Beck, T., and M. Lewis. 2007. A new method for calcu-
lating net reproductive rate from graph reduction with applica-
tions to the control of invasive species. Bulletin of Mathematical
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the generational spreading speed could help to identify
controls for invasive species or actions to facilitate suc-
cessful reintroduction. Here, the concept of a generational
invasion “wave” is a useful heuristic, although we could
not actually measure a generation of individuals spread
out through time. This fact is no less relevant in the case
of population-level growth, and the concept of the gener-
ational growth rate, R0, has proven useful across ecological
and epidemiological fields (Cushing and Yicang 1994; Cas-
well 2001; Heesterbeek 2002; de-Camino-Beck and Lewis
2008; Krkošek and Lewis 2010). We expect the concept
of generational spreading speed to do the same in the con-
text of biological (re)invasions.
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“A year ago in August, while dredging in Salem harbor, we detected the larvæ of a species of fly living on the floating eel-grass, and a
parently living on the vegetable matter collected on it. The twentieth of September they transformed into pupæ . . . , and on the ninth
October appeared the fly [pictured], the male of which has beautifully pectinated antennæ, and belongs to the genus Chironomus.” Fro
“Natural History Miscellany: Zoölogy” (The American Naturalist, 1868, 2:277–279).
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