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Abstract. The prosody of the speech signal conveys information over the lin-
guistic content of the message: prosody structures the utterance, and also brings
information on speaker’s attitude and speaker’s emotion. Duration of sounds, en-
ergy and fundamental frequency are the prosodic features. However their auto-
matic computation and usage are not obvious. Sound duration features are usu-
ally extracted from speech recognition results or from a force speech-text align-
ment. Although the resulting segmentation is usually acceptable on clean native
speech data, performance degrades on noisy or not non-native speech. Many algo-
rithms have been developed for computing the fundamental frequency, they lead
to rather good performance on clean speech, but again, performance degrades in
noisy conditions. However, in some applications, as for example in computer as-
sisted language learning, the relevance of the prosodic features is critical; indeed,
the quality of the diagnostic on the learner’s pronunciation will heavily depend
on the precision and reliability of the estimated prosodic parameters. The paper
considers the computation of prosodic features, shows the limitations of auto-
matic approaches, and discusses the problem of computing confidence measures
on such features. Then the paper discusses the role of prosodic features and how
they can be handled for automatic processing in some tasks such as the detec-
tion of discourse particles, the characterization of emotions, the classification of
sentence modalities, as well as in computer assisted language learning and in
expressive speech synthesis.
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1 Introduction

In speech communication, prosody conveys various types of information over the lin-
guistic content of the messages. For example, prosody structures the utterances, thus
playing a role similar to punctuation in written texts; and provides ways to emphasize
words or parts of the messages that the speacker think are important. Prosody also con-
veys information on the speaker’s attitude and emotional state.

The prosody of the speech is often neglected in automatic speech recognition as
well as in manual transcription of speech corpora. On the other side expressive speech
is now attracting more and more interest in some speech sciences, such as for speech
synthesis [44] and for automatic recognition of emotions [32]. For a long time text-to-
speech (TTS) synthesis research was focused on delivering good quality and intelligible
speech. Such systems are currently used in information delivery services, as for example
in call center automation, in navigation systems, and in voice assistants. The speech
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style was then typically a “reading style”, which resulted from the style of the speech
data used to develop TTS systems (reading of a large set of sentences). Although a
reading style is acceptable for occasional interactions, TTS systems should benefit from
more variability and expressivity in the generated synthetic speech, for example, for
lengthy interactions between machines and humans, or for entertainment applications.
This is the goal of recent or emerging research on expressive speech synthesis.

Prosody is a suprasegmental information , i.e., is defined on segments larger than
the phones. Several variables are used to characterize the prosody. This includes the
fundamental frequency, the duration of the sounds, and the energy of the sounds. Most
of the time it is the evolution of these variables over time, or their relative values that
bring prosody information.

Forced speech-text alignment is used to obtain word and phone segmentations of
speech signals. Assuming that a precise transcription is available, forced speech-text
alignment provides good segmentation results on clean speech signals. However there
exists conditions where performance degrades, as for example, on noisy signals, or
when dealing with dysfluencies of spontaneous speech, or when processing non-native
speech. Similarly, many algorithms have been developed for computing the fundamen-
tal frequency. They work well on good quality speech signals, but their performance
degrades on noisy speech signals.

The paper is organized as follows. Section 2 details the features and their automatic
computation. Section 3 deals with the reliability of the prosodic features. Section 4 dis-
cusses the use of prosodic features in various speech applications. Finally a conclusion
ends the paper.

2 Computing prosodic features

The computation of the prosodic parameters involves the computation of the phone
duration, of the fundamental frequency, and of the phone energy.

2.1 Phone duration

The phone duration is determined from a phonetic segmentation of the speech signal.
Such segmentation can be done manually using some speech visualization tool such as
Praat [10], or automatically using forced speech-text alignment procedures. Although
automatic speech-text alignment provides good results on clean speech data, some man-
ual checking and corrections may be necessary, especially when dealing with sponta-
neous speech if all speech dysfluencies are not marked in the transcription and properly
processed, when processing non-native speech, or in noisy conditions.

2.2 Fundamental frequency

The fundamental frequency (F0) is an important prosody feature. It corresponds to the
frequency of vibration of the vocal folds. Many algorithms have been developed in the
past to compute the fundamental frequency of speech signals, they are generally referred
to as pitch detection algorithms. Several algorithms operate in the time domain. This is
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the case of those based on the auto-correlation function (ACF) [9], of the robust algo-
rithm for pitch tracking (RAPT) [52], of the YIN approach [13] and the time domain
excitation extraction based on a minimum perturbation operator (TEMPO) [28], [27].
Some algorithms operate in the frequency domain as the sawtooth waveform inspired
pitch estimator (SWIPE) [12]. Other algorithms combine processing in the time and in
the frequency domains. This is the case of the pitch detection of the Aurora algorithm
[49] initially developed for distributed speech recognition, and the nearly defect-free
F0 (NDF) estimation algorithm [26]. More recently, new algorithms have also been re-
leased, as for example the robust epoch and pitch estimator (REAPER). A pitch tracker
has also been developed for automatic speech recognition of tonal languages within the
Kaldi toolkit [18]. Their accuracy and reliability is discussed later in section 3.3

2.3 Phone energy

The raw local energy of speech signals is quite easy to compute, and is part of many sets
of acoustic features. However getting the phone energy implies some choices: should it
be an average value over the whole phone segment, or and estimation in the middle of
the phone segment. What is the impact when applied to non stationary sounds such as
plosives and diphthongs. Errors on the phone boundaries will also affect the estimation.

Other phenomena must also be taken into account. The energy of the speech signal
not only depends on the speaker, but is also dependent on the distance and position
between the speaker’s mouths and the microphone, on the type of microphone and on
the transmission channel. All these variability sources complicates the actual usage of
the energy feature. Comparing phone energy between sounds that belong to the same
utterance is reasonable, as we can assume that the above acquisition factors do not vary
too much within an utterance. However comparing phone energy between speech utter-
ances collected in different conditions may not be reliable, and can lead to unexpected
results.

3 Reliabity of prosodic features

This section discusses the reliability of the prosodic features, especially when computed
automatically on spontaneous speech, on non-native speech, or on noisy data.

3.1 Speech-text alignments

Speech-text alignment relies on matching the speech signal with a sequence of acous-
tic models that corresponds to the possible pronunciation variants of the corresponding
text. Hence a correct prediction of the pronunciation variants of the words is critical.
Usually pronunciation variants are extracted from available pronunciation dictionaries
for words present in those dictionaries, and using some grapheme-to-phoneme con-
verters for other words. Well known approaches of grapheme-to-phoneme converters
are based on joint multigram models [8], on weighted finite-states transducers [38], on
conditional random fields [19], and more recently on neural networks, either long-short
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term memory recurrent neural networks [43] or sequence-to-sequence neural net mod-
els [56]. In practice it is important to predict all possible pronunciation variants. As
any individual grapheme-to-phoneme converter may make mistakes, it is interesting to
combine several converters. Predicting the pronunciation variants of names of persons,
locations, etc., is more complicated, in particular when dealing with foreign names,
which can be pronounced as in the original language, or pronounced using pronunci-
ation rules of the current language, or a mix of both. Some papers have investigated
using the origin of the proper names in the prediction process [20].

The speech signal is affected by many variability sources [7], which include speaker,
environment noise, channel transmission, etc. Frequently strong accent or non-native
accent implies non-standard pronunciation variants, consequently this will introduce
mismatches in the alignment process; unless specific pronunciation variants are taken
into account. Nevertheless, it should be noted that it is almost impossible to predict
all possible non-native pronunciation variants of each word, as non-native variants de-
pends on both the mother tongue and the target language. This would lead to too nu-
merous variants which will be harmful for the alignment process. Spontaneous speech
dysfluencies, such as false starts implies matching portions of the signal with partial
pronunciation of words that are not always properly predicted. Automatic alignment
performance also degrades on noisy signals, which are typical of spontaneous speech
signals. Other problems come the manual transcription of the speech signals, which
may contain some spelling errors, and some unforeseen notations due to variability in
annotation protocols [17].

Most of the speech-text alignment systems relies on acoustic Markov models (with
Gaussian mixture models or hybrid approaches with neural network models). In both
cases, the structure of the model is a three-state model, which means that are least three
acoustic frames must be aligned with each phone model. Consequently this implies
a minimum duration of three frames for each phone segment. Conventional acoustic
analysis compute frames every 10 ms, leading to a minimum duration of 30 ms, which
appears to be too long in some cases in rapid speaking styles. This lead to investigating
the usage of a smaller frame shift (5 ms instead of 10 ms) for speech-text alignment
[21]. It should also be noted that parametric speech synthesis systems such as HTS [57]
and MERLIN [55] relies also on 5 ms frame shifts.

3.2 Phone duration

The duratino of the phones are obtained from the phone segmentation. Hence the qual-
ity of the estimated duration of the phones depends on the accuracy and precision of the
phone boundaries. For automatic speech-text alignments, the precision of the bound-
aries depends on the frame shift used: either 10 ms or 5 ms shift. The accuracy depends
on the quality of the acoustic models used. Also, some boundaries are clearly marked
in the spectrum space, as for example between vowels and fricatives or plosives. On the
opposite, boundaries between vowels and sem-vowels or liquids are much less obvious,
and often their position is error prone in automatic alignments.

In many cases the automatic speech-text alignment relies on a two step process.
A first alignment is carried out using context dependent phone models. Such models
provide a refine modeling of the contextual influence of adjacent phones, and thus are
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relevant to find the best pronunciation variant for each word occurrence. Once the best
pronunciation variant has bee determined for each word occurrence a new alignment
is carried out using context-independent phone models, as such models lead to a better
determination of time position of the phone boundaries.

3.3 Fundamental frequency

In order to better understand the performance of the various pitch detection algorithms,
a set of experiments has been conducted to evaluate and compare their performance on
clean speech and on noisy speech [23]. Two speech corpora have been used for the eval-
uations: the pitch-tracking database from Graz University of Technology (PTDB-TUG)
[41] which contains clean English speech signals from 20 speakers, and the SPEECON
[1] corpus which contains Spanish speech signals recorded in various real environments
from 60 speakers with close-talk and distant microphones placed at different distances
from the speakers. This corpora have been developed for pitch tracking evaluation, and
are thus provided with reference pitch values.

On clean speech data, large performance variations are observed across speakers,
and the average F0 frame error on the PTDB-TUG data varies between 5% and 8%
for the 15 approaches that were considered in [23]. According to a recent bibliometric
survey [51] the most frequently used pitch detection algorithms are Praat [9], RAPT
[52], STRAIGHT [28] [27], YIN [13], and SWIPE [12]. On clean speech signals the
ACF algorithm from Praat, and the RAPT algorithms are the two approaches that pro-
vides the best performance (average performance of 5An analysis of the results shows
that when the level of noise increases, the performance degrades, and the voicing deci-
sion is always the main cause of errors. In many cases, the dominant error is the mis-
classification of voiced frames as unvoiced. Babble noise is also more harmful than the
other types of noise. However all algorithms do not behave the same way with respect
to the type of noise and the SNR level.

Currently there is no indication of the reliability of the estimated F0 values provided
by the various pitch detection algorithms. Some preliminary work has been carried out
in this direction [15], but further studies are still necessary.

4 Prosodic features in automatic speech processing

Following the presentation of the prosodic features in Section 2 and a discussion about
the reliability of those features in Section 3, this section presents and comments some
usage of prosodic features in automatic speech processing.

4.1 Computer assisted language learning

In the last decades there has been enormous progress in the domain of computer assisted
foreign language learning (e.g. [16], [53], [48]). When focusing on the pronunciation,
the main problem is the automatic detection of mispronunciations. This is achieved
using approaches derived from automatic speech recognition technology. Common ap-
proaches computes goodness of pronunciation scores [54] which amounts to computing
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log likelihood ratio between a forced alignment corresponding to the expected pronun-
ciation and another alignment over an unconstrained phonetic loop. Other approaches
introduce frequent mispronunciation variants in the pronunciation lexicon for directly
detecting some mispronunciations, and also getting better phonetic segmentation of
non-native pronunciations [24].

Besides the correct pronunciation of the expected phones, another aspect to consider
is the lexical stress, especially when such phenomenon is not present in the mother
tongue. Reliable estimation of the fundamental frequency and of the phone segments
is mandatory if one wants to provide relevant feedback to the learner. For example,
segmentation reliability of vowels depends on the nature of the adjacent phones [37].
And to avoid providing wrong and useless feedbacks, one should also consider the case
where the learner did not pronounce the expected word or expression [40], [11].

4.2 Structuring speech utterances

As mentioned before, prosody helps structuring the speech utterances, thus playing a
role similar to punctuation in written texts. Although it is associated with the syntactic
structure, the prosodic structure is a priori independent of it.

For the French language, an automatic detection of the prosodic structure has been
proposed, based on a theoretical description of prosodic trees; the framework was first
developed for prepared speech [36], was later adapted for the semi-spontaneous speech
in [46], and further revisited and applied on various types of speech material [3] in-
cluding spontaneous speech. The approach is based on the assumption that there is a
prosodic structure that organizes hierarchically the prosodic groups. Such structure re-
sults from contrasts of melodic slopes observed on stressed syllables. Thus, for French,
the vowel duration and F0 movements are measured on word final syllables, and the
prosodic structure is build by considering the inversion and amplitude of the melodic
slopes.

Later an analysis of links between punctuation marks and automatically detected
prosodic structures has been conducted on large speech corpora [4] that were manually
transcribed and punctuated. Inserting punctuation symbols is somewhat subjective and
may vary with annotators. Nevertheless it was interesting to note that more than 85% of
the punctuation symbols match with the end of automatically detected prosodic groups.

4.3 Sentence modality

Several studies have been conducted in the past with respect to the detection of the
modality of the sentences, as for example for modeling and detecting the discourse
structures [25], for distinguishing statements from questions [30], [35], for enrich-
ing automatic transcription outputs [29], and for helping creating summaries of meet-
ings [42].

Experiments have been conducted to evaluate various classifications approaches for
identifying questions and statements on French data [39]. It was observed that using
linguistic features alone provides better results than when using prosodic features only.
With linguistic features there is a small drop in performance when using sequences
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of words resulting from automatic speech recognition than when using reference tran-
scriptions. However, when dealing with automatic speech transcription data, combining
prosodic and linguistic features slightly improved the classification performance.

4.4 Prosodic correlates of discourse particles

Discourse particles are small words or expressions (such as ”well”, ”so”, ”let’s see”)
that are frequently used in spoken language; they play an important role to steer the
flow of the dialogue or to convey various attitudes of the speaker [50]. When such
words or expressions are used as discourse particles, their semantic load differ from its
usual lexical meaning. Hence the proper detection of discourse particles is important
in some applications, as for example for relevant speech understanding, or for speech
translation.

A large set of French speech corpora have been used for investigating some dis-
course particles and for studying their prosodic correlates. The speech corpora used
were forced aligned in the ORFEO project1. These corpora exhibit various speaking
styles ranging from prepared speech (story telling, and broadcast news) to spontaneous
speech (interviews and interactions). A set of words that are frequently used as dis-
course particles in French have been chosen. This include ”alors” (”then”, ”what’s up”),
”bon” (”well”, ”all right”), ”donc” (”thus”, ”therefore”), ”quoi” (”what”), etc. About
1000 occurrences per word have been randomly selected and annotated as discourse
particle or not. It was interesting to observe that the frequency of usage of these words as
discourse particles increases significantly with the spontaneity of speech data [2], [22].

The prosodic correlates of these words have been investigated. This include also the
position of the word in its prosodic group, determined automatically as described above
in Section 4.2. Experiments have also been carried out on automatic classification of the
occurrences as discourse particle or not using their prosodic characteristics [14], [22].

When a word occurrence was used as a discourse particle, its pragmatic function
was also annotated. The pragmatic function typically indicates the role of the discourse
particle in structuring the speech flow, as for example: introduction, conclusion, in-
terruption, etc. Prosodic correlates have been analyzed with respect to the pragmatic
functions of the discourse particles [33] As different discourse particles sharing a same
pragmatic function often exhibits a set of similar prosodic patterns, experiments have
been conducted to investigate their interchangeability [34] when using only textual in-
formation, or when using audio plus textual information.

4.5 Expressive speech

Since a few years research on expressive speech synthesis is attracting more and more
attention. A few emotions are considered, typically, anger, joy, surprise, sadness, fear
and disgust. The speech material necessary to build emotional speech synthesis systems
is obtained by having the speaker uttering predefined set of sentences while acting the
various emotions. Such approaches lead to good quality emotional speech synthesis
systems.

1 ORFEO project: http://www.projet-orfeo.fr/
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Such data, in French, has also been used to investigate the differences in the speech
signal among the various emotions. Many features vary with the emotion styles: vowel
duration, vowel energy, and fundamental frequency. For example the fundamental fre-
quency is on average much higher than in neutral speech for the anger and joy styles,
and lower than in neutral speech for the sadness and disgust styles [6]. The range of
variation of the fundamental frequency is also much larger for anger speech, and much
smaller for sadness speech. With respect to pronunciaton variants, phoneme changes
between neutral and emotional speech have been investigated, and a high percentage of
schwa omissions has been observed for disgust, fear and joy [5].

Besides investigating the phonetic and prosodic realization of emotional speech,
some research is carried out to ease the development of expressive speech synthesis
systems using deep learning approaches, and to avoid a specific recording of emotional
data from the speech synthesis speaker. Preliminary experiments have investigated the
use of transfert learning [31].

For many years, the general approach for the recognition of emotion in speech sig-
nals was based on computing a very large set of features on the speech segment, and
then providing this huge vector to a classifier [47]. Now deep learning approaches are
also used for speech emotion recognition [45].

5 Conclusion

This paper has summarized some research activities relating to prosody in automatic
speech processing. After a presentation of the prosodic features, that is the fundamental
frequency, the phone duration and the phone energy, we have detailed their computation
and discussed their reliability.

In the second part of the paper, we have presented and discussed some research
activities dealing with the use of prosodic features. This includes computer assisted
language learning, structuring speech utterances, sentence modality, prosodic correlates
of discourse particles, and expressive speech.

Forced speech-text alignment and detection of fundamental frequency works rather
well on clean speech transcriptions and clean speech signals. However, their perfor-
mance degrades when dealing with spontaneous speech or noisy signals, which is typi-
cal of every day speech. One critical point that received so far very little attention, and
needs to be investigated further is the estimation of confidence measures on the com-
puted features. That is, similarly to automatic speech recognition systems that provides
confidence measures associated to the recognized words, it would be very useful to have
confidence measures associated to the phone segment boundaries, and to the estimated
fundamental frequency values. Such confidence measures would be useful for the us-
age of the prosodic features. For example, in computer assisted language learning, this
would allows to obtain a confidence score on the diagnosis, and thus this would lead to
much more relevant feedback to the learners.
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TALN’2017 - Traitement Automatique des Langues Naturelles. Orléans, France (Jun 2017),
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