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Abstract 

The aim of this work is to investigate the possibility of detecting faults in a3 
phase Induction motor by monitoring and analysing the transient line current 
waveform during the starting period. This is a particularly onerous time for the 

machine and the inter-relationships between parameters such as current, torque, 

speed and time are very complex. As a result two parallel paths of investigation 
have been followed, by methods of experimentation and computer simulation. 

Transient line current signals have been obtained from purpose built test rigs 

and these signals have been analysed in both the time and frequency domains. 

In order to assist with the comprehension of this data a sophisticated computer 

simulation of the induction motor during the starting period has also been 

developed. Computer simulation of the induction motor has been developed 

initially using the two and then three phase induction motor voltage equations 

which are solved by numerical integration. 

Using these techniques it has been possible to detect small degrees of fault level 
for both wound and cage rotor machines by analysing the line current waveform 
during the starting period. Good agreement has been found between the real 
and simulated data. 

A range of Digital Signal Processing techniques have been utilised to extract the 

components indicative of rotor faults. These techniques were at first wideband 

and highly numerically intensive, some originating from Speech Processing. The 

final processing techniques were far simpler and selected by analysis of the 

results from experimental data, both real and simulated. 
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List of Principal Symbols 

Induction Machine 

s= per unit slip 
f= supply frequency (Hz) 

e= terminal voltage (V) 

i= current (A) 
I= specific phase current (A) 

V= specific phase voltage (V) 

R1 = stator resistance (Ohms) 

R2 = rotor resistance (Ohms) 

L1 stator self inductance, single phase equivalent circuit (H) 

L2 = rotor self inductance, single phase equivalent circuit (H) 

M1 = mutual inductance, single phase equivalent circuit (H) 

L= self inductance (H) 
M= mutual inductance (H) 
1= leakage inductance (H) 

= flux linkage (Vs) 

p= differential operator (d/dt) 
Te = electromagnetic torque (Nm) 
Tm = mechanical torque (Nm) 
J= angular momentum (Kg ml) 

= co-efficient of mechanical losses (Nm/rad/s) 
8= rotor electrical angle (rad) 
N= turns ratio 
R= number of rotor slots 
B= number of broken bars 

W, = rotational speed (rad/s) 

W, = angular supply frequency (rad/s) 

N. = synchronous speed of supply (rpm) 

N, = speed of rotor (rpm) 

n= any integer 



Subscripts 

a, b, c= stator phases 

e, f, g= rotor phases 
d, q, 0= axes of two phase stationary model 

a, /3,0 = axes of two phase rotating model 
r= rotor 

S= stator 

ss = stator-stator 

rr = rotor-rotor 

sr = stator-rotor 

m = mutual, mechanical 
sat = saturation 

Signal Processing 

t= time (s) 

T= period (s) 

N= number of samples 
f= frequency (Hz) 

n= index associated with time 
k= index associated with frequency 

in = sample integer 

x(n) = time domain sample 
X(k) = frequency domain sample 
y(n) = convolved time domain sample 

H(e) . W) = frequency response of digital filter 
h(n) = co-efficients of Fourier series, Window function 

h1(n) = impulse response of proto-type low-pass filter 

h3(n) = impulse response of proto-type band-pass filter 

B= normalised bandwidth 

FF = normalised centre frequency 



List of Abbreviations' 

LSB = Lower Side Band (1 - 2s) f 
USB = Upper Side Band (1 + 2s) f 

PSH = Principal Slot Harmonic 
BBF = Broken Bar Factor 
dB = deci-Bell 
FIR = Finite Impulse Response (filter) 
DFT = Discrete Fourier Transform 
FFT = Fast Fourier Transform 
IFT = Inverse Fourier Transform 
STFT = Short Time Fourier Transform 
AM = Amplitude Modulation 
PC = Personal Computer 
IBM = International Business Machines 
EMF = Electro-Motive Force 
MMF = Magneto-Motive Force 
ADC = Analog-to-Digital-Converter 

'Strictly, the letters of abbreviations should be separated by full stops. However, the frequent 

use of abbreviations with full stops can be difficult on the eye. In view of this they have been 

omitted from the abbreviations within this text. 
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Chapter 1 

Introduction 

The invention of the three phase induction motor is generally attributed to 
Nikola Tesla who demonstrated an elementary form of this machine exactly one 
hundred years ago. Since then many improvements to this elementary polyphase 

machine have been made including distributed stator windings, the cage rotor, 
the slip ring machine and more recently the use of variable frequency drives by 

utilising semi-conductor devices. The three phase induction motor is now the 

most common prime mover used in industry and it is generally accepted that 

80% of the world's industrial a. c. motors (except fractional kilowatt machines) 

are plain cage rotor machines working on constant frequency supplies. 

With such a reliance on this one type of machine industry finds itself heavily 
dependent on their availability and reliability. In view of this, considerable 
effort has been directed towards avoiding or predicting the sudden failure of 
large motors which can be very costly and potentially dangerous. 

1.1 Scope of Thesis 

In order to guide the reader of this thesis a brief outline of the contents of the 
Chapters is presented below. 

Chapter 1 introduces the condition monitoring of induction motors, the de- 

velopment of rotor bars faults, the components indicative of rotor bar faults, 

application of condition monitoring, reasoning for development of starting tran- 
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sient monitoring and the laboratory facilities used. 

Chapter 2 presents a review of the analysis of starting transient by previous 

researchers, highlighting aspects relevant to this work. 

Chapter 3 describes early experimental work on switching transients of a single 

phase transformer. The spectral content of the current waveform is analysed 

and an attempt to model the transformers response is presented. 

Chapter 4 reports on experimental work on a3 phase induction machine with 
a wound rotor. Large rotor phase imbalances can be effected by means of an 
external resistor simulating a machine with rotor faults. Development of signal 
processing techniques and the selection of components indicative of the fault is 
described. 

Chapter'5 describes the results of experimental work on a3 phase induction 

machine with a cage rotor. Various degrees of faults are examined and the 

extraction of components indicative of the fault is further developed and sim- 
plified. 

Chapter 6 reports on experimental work used to determine the induction motor's 
parameter values. These experimental results are used mainly for the computer 
model of the induction motor. 

Chapter 7 presents the development of the induction motor computer simulation 
from the simple DQ two axis model to the full three phase model. Simulation of 
the faulty machine during the starting transient is undertaken and the results 
compared to that of the real machine. 

Chapter 8 presents the conclusions of this research work and suggestions for 
future work. 

1.2 Maintenance Schemes 

Various maintenance schemes are available which aim to minimise production 
losses due to faults occurring and to maximise safety. Though a detailed analysis 
of these strategies is outwith the scope of this research work it is nevertheless of 
interest to consider the following four which encompass all schemes available. 
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" Maintain on breakdown 

" Maintain at regular time intervals 

" Maintain on event 

" Maintain on measured condition 

The first scheme has obvious disadvantages in that failure has to occur before 

the fault condition is dealt with. The second is common in industry with plant 
being shut down at periodic intervals and specific components being replaced on 
inspection or as a matter of course. This second strategy has the disadvantage 

of production loss and many components are routinely replaced whether they 

are in good condition or not. The third strategy is to maintain on event. For 

an industrial machine this may be based on the number of operations or the 

actual number of hours on load as opposed to the time in situ. This strategy 

can only be effective if a detailed knowledge of component lifetime is available. 
The reliability of most components is described in terms of mean time before 

failure (MTBF) or the mean number of operations before failure. There is of 

course no guarantee that a component in a critical application will not fail 

before the mean lifetime quoted with possible consequences for production and 

safety. The final strategy, often referred to as "Condition Monitoring", measures 

some parameter that reflects the condition of some aspect of the machine. If 

the change in the measured parameter suggests a developing fault then this is 

indicated to the operators. There are distinct advantages to this strategy in that 

a fault may be detected at an early stage in its development. This means the 

motor can be removed from service and repaired at a convenient time in order 
to avoid disruption to production requirements.. In addition, the repair can 
be planned when manpower and components are available. There are however 

some drawbacks to the condition monitoring strategy. Firstly considerable time 

and effort must be directed to the identification and classification of parameters 

which change due to fault development. This process may take several years 

and may be dependent on the particular variant of the component observed. 
Secondly the expense of purchase, installation and commissioning of condition 

monitoring equipment may well exceed any possible production loss due to 

component failure. It may be "cost" effective to monitor a machine in a nuclear 
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reactor because of safety considerations whereas this may well not be the case 
for an identical machine in an other sector of industry. 

The research work undertaken aims to develop a condition monitoring technique 

primarily directed at large three phase motors commonly found in offshore pro- 
duction platforms and power stations where production and safety are of the 

highest concern. 

1.3 Faults within Induction Motors 

A variety of faults can occur within a three phase induction motor during normal 

operation. Several, such as cage malfunctions, air-gap eccentricity or inter- 

turn insulation breakdown can result in a potentially catastrophic failure of the 

machine if they progress undetected [1,2,3,4]. 

It is of interest to consider which fault conditions are most common in industry. 

A comprehensive study was carried out in 1983 (by Thomson et al [5]) of offshore 
oil production platforms and on-shore oil production installations in which data 

was obtained on 84 squirrel cage induction motors (SCIM) of 500hp or above. 
Though this is a single study in one sector of industry which may not be totally 

representative of industry in general, the results are nevertheless informative. 
Of the total of 84 machines, 30 had never suffered a fault in their lifetime. The 

remaining 54 had the following faults: - 

Bearing Faults 44.68% 

Windings Faults 44.68% 
Rotor Bar Faults 4.25% 
Miscellaneous 5.39% 

Bearing faults are often secondary symptoms of rotor bar faults and air-gap ec- 

centricity problems within the machine or misalignment of the shaft. Winding 

faults may be caused by contamination of the insulation material by sea water 

or oil. Excessive vibration may also damage the insulating material. Miscella- 

neous faults include contamination of the bearing lubricants and foreign matter 

within the air-gap. Rotor bar faults are due to failure of the conductors within 
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the rotor which include both the bars and the end-rings. The failure of these 

conductors may be due to poor fabrication, or simply the operating conditions 

of the machine. In particular, machines which suffer frequent starts under full 

load tend to develop cracked and eventually broken bars/end-ring sections. 

Rotor bar faults occur when one or more of the bars forming the cage of the 

rotor breaks resulting in an uneven current distribution. The effect of a broken 

bar on the rotor current distribution is represented graphically in Fig. [1.1]. The 

broken bar can carry no current so the current is re-distributed in the adjacent 
bars. A similar argument applies to high resistance bars due to cracking or poor 

manufacture and to the end-ring sections. 

For the particular case of cage rotor faults the development of the damage to 
the rotor bars occurs due to thermal and mechanical stresses, which are at 
a maximum at starting due to the large currents flowing. The incidence of 
cracking is greater when the start up time is relatively long and when frequent 

starts are required as part of a heavy duty cycle. 

The development of damage to the rotor bar after cracking of the bar has started 
usually progresses with the following sequence [6]. 

" the cracked bar overheats around the crack. 

" the bar breaks and arcing occurs. 

" the adjacent bars carry more current and are subject to even greater 
thermal and mechanical stresses during start up. 

" the rotor laminations can be damaged due to the high thermal stresses. 

These observations by Gaydon on the progression of a rotor bar fault suggest 
that indications of this fault may well be present for some time before catas- 
trophic failure occurs. 

1.4 Manifestation of Rotor Bar Faults 

Previous research [1,4] has shown that when a broken bar occurs in a rotor, 
harmonic fluxes are produced which induce current in a stator winding at a 
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frequency of (1 - 2s) f, where s is the per unit slip given by : - 
s=(Ns - Nr)/Ns 

where 
Ns - synchronous speed (r. p. m. ) 
Nr - speed of rotor (r. p. m) 
f- supply frequency Hz. 

This effect manifests itself in the form of two sidebands (-}-2s f) around the 

supply frequency (f) if rotor asymmetry is present. A practical example of this 
is indicated in Fig. [1.2] which depicts the line current spectra from identical 
induction motors, one of which has rotor bar faults. Further work has shown 
that the lower sideband ((1 - 2s) f) is the better indicator of rotor imbalance 

and various strategies have been developed to link the number of broken bars 
to the amplitude of this lower sideband [2,7]. 

It is also known that since the air-gap flux pattern has changed the stator 
core vibration pattern will be altered since magnetic forces are proportional to 
the flux density squared [8,9]. This results in rotor slot harmonics in the core 
vibration spectrum being modulated at 2s f [10]. The axial flux spectrum also 
exhibits the modulation effect around the frequency component [5]. In addition 
the torque will fluctuate because the broken bars are unable to contribute torque 

which would have combined with other bar torques (with different phases) to 

give a steady state value [5]. A fluctuating motor torque results in a fluctuating 

speed. 

Broken bars in the rotor can be seen to produce changes in different parameters 
and this means that a range of different monitoring methods can be used :- 

(a) The line current can be monitored by either a current transformer or Hall 

effect device. 

(b) The vibration of the stator core can be monitored with the use of an ac- 
celerometer. 

(c) The axial flux signal can be obtained by placing a coil around the shaft of 
the motor. 
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(d) Speed fluctuations can be detected by use of a once per revolution trans- 
ducer. 

Only method (a) does not require access to the motor since the current mea- 

surement can take place at any point on the supply cables with the use of a 

clamp C. T. or Hall effect device. Method (b) requires specialist knowledge of 
the motor design and expertise in the analysis of the complex vibration signal. 
In method (c) no concise results have been published to verify that the number 

of broken rotor bars can be determined. Measuring the speed (d) can give an 

estimation of the number of broken bars but access to the motor shaft is re- 

quired. Since many large induction motors do work in hazardous environments 
that require "hot permits" for access and in view of the convenience of simply 
intercepting the supply cable, line current monitoring has been used exclusively 
in this research work. 

1.5 Objectives of Research Work 

Over the last few years considerable research work has been carried out in 

the area of steady state condition monitoring of 3 phase induction motors. This 

research has shown that faults such as inter-turn winding failures, single phasing 

and rotor air-gap eccentricity can be detected by monitoring vibration, current 

and stray flux signals [1,2,3,4,7,11,12]. 

The vast majority of work done to date has been concerned with monitoring 
the machine under steady-state conditions. Many of the existing techniques 

require that the motor in question be under load before reliable diagnoses can 
be carried out. The objective of this research work was to determine whether 

rotor bar faults could be detected without the requirement to load the machine 

under test. Existing techniques are not able to detect the presence of broken 

bars during steady state no load operation due to the small currents flowing 

within the machine. 

Throughout the starting transient period however (particularly if started Direct 

On Line), large currents flow in the motor, even under no load conditions. Not 

only are these starting currents usually 5- 10 times as large as the full rated 
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current of the machine but due to the change in the motor's speed, contain 
components with a wide range in frequency variation. During this short starting 
period the machine is under conditions of severe electrical and mechanical stress 
and the purpose of this research project is to determine whether under these 

conditions, machine faults such as broken rotor bars could be detected. 

1.6 Limitations of Steady State Analysis 

Determination of the number of broken bars by steady state analysis can be 

accurate if the machine under test is sufficiently loaded. As the loading is 
decreased the amplitude of the fundamental 50Hz component and that of the 
lower side band (LSB) decrease and in general cause the diagnosis to under- 
estimate the number of broken bars. This limitation can be compensated for by 

taking into account the amplitude of the 50Hz component and the frequency of 
the LSB. This type of compensation is empirically derived by persons with many 
years experience in machine maintenance and is understandably a commercial 

secret. 

The benefit of a testing method that does not require the machine to be under 
load can be appreciated by considering a case history which is used to promote 
the use of steady state condition monitoring. These case histories are presented 
by Thomson et al of The Condition Monitoring Research Group at The RGIT, 
Aberdeen [13]. 

The particular machine in question was a 150hp single cage duty compressor 
based on an offshore installation. The platform operators reported that this 

motor was producing pulsating vibrations and an audible beating effect. Before 

the application of steady state monitoring this machine had been removed from 

service on two occasions with its bearings relaced each time. The motor had 

been tested at the repair workshop on no-load and on each occasion the vibration 

problem appeared to be cured. However when the motor was re-installed on 
the platform the vibration problem was still found to be present. This caused 

considerable speculation as to the source of the vibration. Was it broken bars, 

air-gap eccentricity or a vibration caused by the compressor being driven? The 

subsequent application of steady state analysis to the line current waveform 
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indicated that the machine had broken rotor bars. This case history clearly 

vindicated the use of steady state condition monitoring to detect broken rotor 
bars. 

The removal, transportation, testing and re-installation of this motor from a 

remote offshore platform would have incurred considerable financial cost and 
inconvenience. Would it not have been better to have tested for broken bars 

during the no-load tests at the repair workshop which were primarily carried 

out to check the replacement of the machines bearings? Obviously the motor 

must have been started to perform the no-load test indicating that the facilities 

of an adequate power supply and starter were already available. A technique 

that would have detected broken rotor bars during the starting transient may 
well have reduced the cost and inconvenience of this whole operation. 

It is clear from the above example that condition monitoring of the starting 
transient is not a competitor to steady state monitoring but rather a comple- 

mentary technique for specific applications. In some cases, such as drives for 

fans in a coal power station that may operate continuously for six months or 

more, it is obvious that analysis of the starting transient would be of little value. 
However in a situation where loading of a machine is impossible or inconvenient 

there does seem reasonable cause to view the development of a starting transient 

analysis technique as benefiting some sectors of industry. 

1.7 Laboratory Facilities 

The major laboratory components used in this research project are shown in 
Fig. [1.3]. These include a custom built test rig originally constructed for steady 
state condition monitoring research. This test rig comprised an 11kW 3 phase 
induction motor connected mechanically to a D. C. generator for loading pur- 

poses. Line or phase current could be sampled through current transformers 

or alternatively by use of a Hall effect sensor. The machine was started by 

use of a star-delta starter and was always in a star configuration throughout 

the starting transient period. Various rotor types and fault conditions could be 

installed into the induction motor. The set also allowed static/dynamic air gap 

eccentricity to be effected and access to the stator windings, should a study of 
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winding faults be required. 

Initially an industry standard spectrum analyser was used to monitor the cur- 

rent waveforms directly from the Hall effect sensor. It soon became apparent 
that further processing was required and this could only be achieved by record- 
ing the waveforms digitally. At this early stage of the research it was more 

convenient to use "off the shelf" equipment rather than design hardware for 

this purpose, since the specification for the hardware may have changed as the 

work progressed. In view of this a "Nicolet" digital oscilloscope with an RS232 

serial link was interfaced to a standard IBM compatible P. C. This allowed data 

to be digitised and sent to the P. C. for storage on the hard disc. A further 

advantage of the Nicolet oscilloscope was that waveforms could be stored in its 

bubble memory and down loaded to the P. C. at a later date. This allowed a 

convenient method to collect data remote from the laboratory. The P. C. was 

also interfaced to a mainframe computer (HP9840) in which most of the signal 

processing and all of the numerical modelling was performed. 

The P. C. was physically situated in the laboratory in close proximity to the 

test rig and in effect brought the processing power of the mainframe into the 
laboratory. 
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Chapter 2 

Review of the Analysis of 
Starting Transients 

2.1 Introduction 

One form of differential equations describing the operation of the Induction 

motor have been derived by H. C. Stanley [14] and are shown below. 

Va RI + Llp pMab pMac pMae pMaf pMag Ia 
Vb pMab RI + Lip pMbc pMbe pMb f pMbg Ib 
Vc 

_ 
pMac pMbc R1 + Llp pMce pMcf pMcg Ic 

Ve pMae pMbe pMce R2 + L2p pMe f pMeg Ie 
Vf pMaf pMbf pMc f pMef R2 + L2p pMfg if 
Vg pMag pMbg pMcg pMeg pMfg R2 + L2p Ig 

where p is the differential operator d/dt 

These equations have non-constant co-efficients when the speed is a function 

of time or are non-linear when the speed is unknown. In these cases solutions 
have to use simplifying assumptions, graphical root locus methods or use a 
differential analyser/Analog computer. With the advent of improved digital 

computers in the early sixties another method for the solution of these induction 

motor equations was then possible, namely numerical analysis. 

Considerable interest has been shown in obtaining the response of the induction 

motor during transient operation whether it be due to reswitching, the starting 

20 



of an electrically inert machine or the self excitation of induction generators. 
Though academic challenge, due to the complexity of these problems was no 
doubt a major driving force there were also real engineering problems that 

required attention. The transitory torques generated could easily exceed the 

maximum torques predicted by steady state theory with subsequent damage to 

the bearings, shaft couplings and gear boxes driven by these induction motors. 
Transitory current peaks could cause protection gear to trip unnecessarily and 
damage semi-conductor devices with ratings chosen by considering only the 

steady state response of these machines. Overvoltage damage to the windings 
of self excited induction generators and the stability of power supply systems 
using auxiliary induction motor drives are other examples which prompted study 
of the transitory response of induction machines. 

In section 2.2 is presented the salient points to this research project of previous 
solutions for the transient response of induction motors by non-numerical meth- 

ods, ie (analytical or by use of an Analog computer). The review is presented in 

chronological order as this clearly indicates that successive authors have increas- 
ingly exposed the complexity of the transient components, especially the torque. 
From Maginniss and Schultz in 1944 who found that the transient torque could 
be substantially larger than the steady state pull out torque indicated from the 
torque/speed characteristic, through to Enslin et al in 1965, who indicate that 
there are in fact no less than ten transient torque components during starting, 
with a range of frequencies of pulsation and time constants of decay. All the 

analytical solutions can only be derived with suitable approximations (usually 

constant speed) so that the differential equations that describe induction motor 
performance can be linearised. This, as most authors point out, means that 

any analytical expression for transient components will be approximate or if 

reasonably accurate will only hold for particular regions of speed, eg (standstill 

and operating speed). 

Section 2.3 reviews the numerical solution of Stanley's induction motor equa- 
tions which was then possible because of the improved third generation digital 

computers available in the mid sixties. These allowed convenient simulation of 
the induction motor during transient operation. In the earlier work the simpler 
and hence computationally less intensive d-q model of the induction machine(s) 
was used, though by the late sixties direct solution of the 3-phase induction 
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motors performance equations was utilised. A chronological review of induction 

motor transient simulation is presented, in which the increasing complexity of 
simulation can clearly be seen to develop. From Slater's study of torque tran- 

sients and the sensitivity of the induction motor's parameters in 1966 through 
to simulation of system non-linearities such as leakage flux path saturation and 
deep bar effects by Lloyd in the early eighties. Despite the power and speed of 
modern day computers, efforts were still made to avoid the direct solution of 
the induction motor performance equations as indicated by Hashem and Ertem, 
though only the simulation of a large number of motors within a power system- 
would justify their use. 

2.2 Non-Numerical Methods 

As early as 1944, Maginniss and Schultz [15] used a differential analyser (Analog 

Computer) to solve the induction motor equations including the rotor mechan- 
ical load and inertia. It had been usual practice to solve the induction motor 
transients problems either on the basis of the familiar steady state equivalent 

circuit or by calculations which require simplifying assumptions. These meth- 
ods neglect important factors determining the response of the machine and the 

use of the differential analyser allowed the evaluation of these mutually inter- 

related phenomena. Two broad areas were considered, namely, sudden changes 
in mechanical load and sudden changes in the supply voltage. The changes in 
the supply voltage included connection to the supply, disconnection to the sup- 
ply and the reversal of the phase sequence. The authors checked the analyser 
results against two cases which were readily solved analytically and the dif- 
ferences between analyser and calculated results were in both cases negligible. 
Several conclusions are presented in this paper, the most relevant being that 
large errors may be introduced by using the steady state speed torque curve for 

the calculations of transients. Other conclusions of particular significance are 
that, under transient conditions, generator torque may be developed at speeds 
below synchronous and that transient electric torques under shock mechanical 
loads or sudden electrical disturbances can be several times the steady state 

pull out torque. In 1946 Weygandt and Charp [16], used the differential anal- 

yser to study 2-phase induction motors primarily for the purpose of improving 
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the design of these small motors which found application in closed loop control 

systems. Various parameters were varied and the results studied to determine 

design rules to obtain a motor which could start and stop in an extremely short 
time interval. The conclusion of this work is that the induction motor may be 

specified completely by five parameters, namely: the stator time constant, the 

rotor time constant, the mechanical time constant, the coupling co-efficient and 
the load torque. It was noted that the large oscillations in speed during the 

transient were not of fundamental frequency, but are oscillations at the natural 

period of the system determined by the inertia and the electrical torque acting 

as a spring. The method of instantaneous symmetrical components was utilised 
by Chidambara and Ganapathy [17]in 1962 to study the transient torques de- 

veloped in 3-phase induction motors during switching operations. The purpose 

of this investigation was to estimate the peak torque transients that may oc- 

cur so that this may be considered in the mechanical design of the system. A 

general expression for the torque in normalised form is developed and used for 

the cases of starting, reconnection to the line and plugging. A comparison is 

made for these cases with experimental results and close agreement is obtained 
for the particular case of starting. It was noted that the starting torque is a 
fundamental frequency torque and it may be as high as seven to eight times 

the final steady state value. Hughes and Aldred [18] in 1964, performed analog 

simulation of both 2-phase and 3-phase induction motors with the purpose of 

predicting the transient response of each. The authors make use of the d-q-0 

axes model of the induction motor where the rotor axis is considered pseudo- 

stationary with respect to the stator axis. The three phase machine requiring 
to be transformed to the equivalent 2-phase machine prior to the d-q-0 trans- 
formation. In both cases the d-q-0 equations had been derived assuming that 

the effects of hysteresis, eddy currents and saturation are negligible. For the 

case of the 2-phase servomotor, it was noted that though the mean values of 
the torque/time traces were similar to what was expected from the steady state 
torque/speed curve, the starting torque displays marked oscillations at applied 
frequency, which decay in amplitude as the motor speeds up. These oscillations 

correspond to the switching transients displayed in the stator currents, when 
the transients decay the torque ceases to oscillate. Two cases of unbalanced 

operation of the 2-phase servomotor were simulated, a stator voltage amplitude 

change and a stator voltage phase change. In both cases a second oscillatory 
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component was observed in the transient waveforms at twice the fundamental 

frequency. Approximate analytical expressions for the torque are derived where 
it can be seen that the magnitude of these oscillations are dependent on the 

degree of imbalance (whether amplitude or phase), and the speed of the rotor. 
It was noted that at no time did the torque become negative for the servomotor, 
though if the rotor time constant were increased portions of the torque transient 

could become negative. These high values of rotor time constants however, re- 

sulted in the loss of the drooping torque/speed curve which is required for. a ser- 

vomotor. Simulation of the 3-phase induction motor was less accurate than that 
for the servomotor. The authors suggest that the omission of the core effects in 

the initial development of the induction motors equations is the most significant 

contribution to this lack of accuracy. With a large machine, the amount of iron 

in the construction is appreciable, and some attempt to compensate for this by 

the addition of an extra resistance in the model does partly accommodate the 

core loss. One of the main points of similarity between simulated and practical 

results is that of the stator currents envelopes, which both display the same 
form of variation in d. c. level. When an alternating voltage is applied across 

an inductive circuit the current produced displays an exponentially decaying 

d. c. level, the magnitude of which depends on the switching instant. In the 

case of a three phase induction motor, the exponentially decaying d. c. levels of 
the stator currents, by transformer action, produce similar exponentially d. c. 
biases in the rotor. The motor acts partly as a synchronous machine, the rotor 

providing a decaying d. c. field rotating at rotor speed. The torque oscillation 
is caused by the d. c. levels of the stator fields (as with the servomotor), and 
in the case of the three phase motor the d. c. levels of the rotor current are 

much more prominent. This d. c field rotating at rotor speed causes oscillations 

of the torque to be at rotor frequency. Various unbalanced operations of the 

3-phase induction motor were simulated namely, single stator phase operation, 

one stator phase open circuit, and two stator phases paralleled. 

Also in 1964, Wood, Flynn and Shanmugasundaram (19] studied the transient 

torques of both single phase and three phase induction motors, due to the appli- 

cation of the supply. Extensive experimental results were obtained of the tran- 

sient torque peaks for the non-simultaneous switching of the supply voltages. 
The authors explain the origin of the mains frequency component as arising by 
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interaction between the asymmetrical flux about one axis and slip-frequency 

currents (mains with respect to the stator) about the axis in quadrature. There 

is also another mains frequency component, owing to the interaction between 

transient speed-frequency rotor currents (direct with respect to the stator) and 
the alternating flux on the axis in quadrature. These transient components will 
tend to decay, at rates which are primarily dependent on the magnetising and 
leakage inductances respectively. The assumption that the speed is constant is 

made so that a comparison can be made between these two components. This 

results in two equivalent circuits from which the time constant of these compo- 

nents may calculated. There is also a third component of torque present due to 

the interaction between the transient asymmetrical flux and the transient rotor 

currents. The time constant of this component can be expressed in terms of 
the time constants for the two mains frequency components discussed above. 
Using practical values for the magnetising and leakage inductances this third 

component of torque has a time constant whose value is similar to that of the 

second mains frequency component discussed above. It is argued that since 
the ratio of magnetising inductance to leakage inductance is likely to be of the 

order of 20: 1, this will result in the first component of transient torque at mains 
frequency having a time constant of approximately 40 times longer than that 

of the other two components. Thus the predominant component should be the 

transient mains frequency component associated with the transient asymmetri- 

cal flux and this in turn is associated with the transient magnetisation current. 
For a single phase motor, it would be expected that a transient mains frequency 

torque component should occur, with a magnitude dependent on the point on 
voltage wave at which the supply voltage is connected. Because of the high 

value of the ratio of magnetisation reactance/resistance, this component should 
be a maximum when the point is near 0°, and a minimum when it is near 90°. 

In the case of a polyphase motor, provided that all three phases are connected 

exactly simultaneously, the point on the voltage wave at which any selected 

reference phase is connected should have no effect on the resultant transient 

torques since the resultant asymmetrical flux due to all three phases will always 
have the same magnitude. The authors note however, that exact simultaneous 

switching may not occur in practice. Assuming that the alternating compo- 

nent of torque is almost entirely dependent on the asymmetrical magnetising 

current, it should be possible to almost eliminate this torque component, by 
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ensuring that no magnetising current asymmetry occurs in any of the three ro- 
tor phases. This was achieved in practice by connecting two of the supply lines 

simultaneously and the third line later after a specific delay. It was possible by 

suitable choice of the point on wave for connecting the two lines and then the 

third line to obtain a torque pattern having almost no alternating component. 
In a similar manner it was possible to maximise the amplitude of the torque 

oscillation. The authors also noted that no definite rotor position effect was 

observed, but in order to prevent any possible small variations due to this, the 

rotor was always set to the same initial position. Though the asymmetrical flux 

should decay exponentially for zero speed, in practice it was observed that the 

rate of decay increased as speed rises. The accelerated decay is explained by 

an "armature reaction" effect, this being due to speed frequency rotor currents 
caused by rotation of the rotor with respect to the asymmetrical flux. 

In 1965 Rogers [20) tackled induction motor transients by using graphical root- 
locus method. The effect of supply frequency on the speed transients due to 

small voltage and torque disturbances is examined. A major disadvantage of 
the induction motor is that its speed is not easily variable. If a static frequency 

converter is to be used for speed control then the author argues that it becomes 

necessary to know something of its dynamic performance since the value of the 
base supply frequency has a marked effect on transients produced by voltage 

and torque disturbances. At normal supply frequencies, say 50Hz, the speed and 

current transients can often be considered separately. The current transients 

in such a case could be calculated from the equivalent circuit, and the speed 
transients from the steady state torque/speed curve, combined with a knowledge 

of the mechanical constants of the machine and load. In this paper is presented a 
linearised analysis of induction motor speed transients and discusses the effect 

of the supply frequency on these transients. Induction motor transients due 

to input voltage or torque disturbances are frequency dependent, and more 

oscillatory than their steady state performance may indicate. Rogers found 

that two modes of oscillation exist, one due predominantly to the rotor leakage 

inductance and one due to the stator resistance. At normal supply frequencies 

the dominant mode is that due to rotor-leakage inductance, but at low supply 
frequencies the dominant mode is due to stator resistance. 

Also in 1965, Krause and Thomas [21] produced a paper in which the equations 
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for both 2-phase and 3-phase induction motors are developed for an arbitrary 
reference frame. In most cases, the analysis of an induction machine is carried 
out in either a synchronously rotating reference frame, however for an unbal- 
anced rotor it is more convenient to use a reference frame fixed in the rotor. The 

authors consider several conditions of imbalance and solve these by use of an 
Analog computer. The induction motor equations are developed for a balanced 

machine in all three reference frames (fixed in rotor, stator and synchronously 
rotating field) by making the appropriate substitutions in the generalised equa- 
tions. The authors indicate that in the case of analog simulation, it is preferable 
to eliminate sinusoidal quantities whenever possible and in view of this utilised 
the synchronously rotating reference frame for the balanced condition. 

For the case of unbalanced stator voltages, sinusoidal variations will occur in the 
d and q quantities regardless of the choice of reference frame. For the authors 
it was convenient to obtain a solution in the reference frame fixed on the stator, 
thus retaining the stator variables. When a 3-phase machine is represented by 

a 2-phase equivalent, the recovery of the three line currents is obtained by use 
of a transformation, the choice of which is dependent on the reference in which 
the dq model was solved. In the case of unequal rotor resistances, time varying 
resistances will appear in all reference frames except for the reference frame 
fixed in the rotor. It is, therefore convenient to use this particular reference 
frame in investigating the performance of an otherwise balanced machine. The 

authors describe various other fault conditions and suggest the optimal (for an 
analog computer) choice of reference frame. Throughout this paper, individual 

cases of induction motor operation, have their equations derived, equivalent 
circuits described and finally a plot of the waveforms obtained for the variables 
of interest. This paper was used extensively for reference when numerically 
solving the d-q-0 model of the induction motor. 

An analytical solution was also presented in 1965, for the solution of transient 
torques by Enslin, Kaplan and Davies [22]. The differential voltage equations 
for stator and rotor are rearranged to obtain two complex frequencies for both 

rotor and stator. These expressions are then simplified by approximation for the 

case of a machine not at or near standstill and also for a machine at standstill. 
The authors indicate that there are ten transient components of torque and' 
these are produced in the following manner: - 
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When a magnetising current is established by the stator, a flux wave is induced 

which interacts to produce torque with all the current-wave components of the 

rotor only. Similarly a rotor flux wave interacts to produce torque with stator 

current-waves. There are two stator flux waves, one transient and one steady 

state, interacting with three rotor current-waves, two transient and one steady 

state, yielding six components of torque. The rotor carries one transient flux 

wave acting with four stator current-waves, two steady state and transient, re- 

sulting in four torque components. Expressions are derived for the amplitude, 
frequency of pulsation and decay for all ten components. There are three syn- 

chronous torque components and seven asynchronous components; these seven 

components have expressions for approximate frequency since the rotor is con- 

sidered stationary for simplicity. The main distinction between these torque 

components can be made on the basis of duration and it is the four rotor ad- 
herent components which have the longer time constants. Grouping can also 
be according to frequency of pulsation and apart from the three unidirectional 
torques there are three frequencies of pulsation. These frequencies of pulsation 

can be expressed approximately by line frequency, rotor-slip frequency and the 
difference of the line and rotor slip frequencies. The authors conclude, that 

the experimental and theoretical results show that the transient torque/time 

characteristics of induction motors can be calculated using constants obtained 
from the normal short-circuit and no-load tests. 

An analytical approach was also undertaken by Slater and Wood [23] in 1967, 

and their paper outlines the derivation of a constant speed transient torque so- 
lution for a polyphase induction motor for any switching condition. Only the 

early part of the torque pattern resulting from the application of the supply is 

examined and it is suggested that a constant-speed solution may be sufficiently 

accurate. The assumption of constant speed linearises the basic differential 

equations, and allows an algebraic solution to be obtained giving expressions 
for the various torque components. Such solutions have been presented before 

but these studies were limited to simultaneous switching conditions. The de- 

velopment of the torque expressions is based on the 2 axis pseudo-stationary 

equations of the polyphase induction machine (d-q-0 model) and depend on 
the assumption of no saturation, no core losses and a sinusoidal variation of 
the mutual inductance. When these equations are solved for currents assum- 
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ing constant speed and substituted into the expression for torque, six different 

expressions for torque components are obtained. The torque components arise, 
the authors argue, because each current consists of three sinusoidal components, 

one is the steady state component and the two others are transient components 
decaying exponentially. When the three phase condition is established three 

rotating fields are produced by the stator currents and corresponding rotating 
fields are set up by the rotor currents. The torque components can be consid- 

ered to result from the interaction between rotor and stator fields resulting in 

nine torque components. As indicated previously only six of these components 
are different time functions, three are unidirectional and three are alternating. 
The frequencies of the alternating components are determined by differences 

in the angular velocities of the fields being considered. The exact nature of 
these components is discussed for the cases of zero speed, positive rotor speed 
and negative rotor speed where it is shown that certain torque components 
change their direction and nature (unidirectional or alternating) depending on 
the machines mode of operation. The authors conclude that the "transient" 

torque consists of six components, one steady state and five transient, two of 
which are zero for zero speed. The main transient component is lightly damped 

and of approximately mains frequency. This component is caused by transient 

asymmetrical flux associated with the transient magnetisation current, and can 
almost be eliminated by use of non-simultaneous switching of the supply lines. 

Lipo and Consoli [241 presented, in 1981, a method for the analysis of the 

transients of induction machines with saturation of inductances. The equations 

which define the operation under this condition are arranged so that saturation 

of stator and rotor leakage as well as magnetising reactance can be readily 

modelled with an Analog computer. A new analytical method is presented for 

introducing leakage inductance saturation in the simulation model. The key 

step in this method is to separate both the stator and rotor leakage inductances 

into slot and end-winding portions. Although the slot portion saturates the 

end-winding portion is assumed constant thereby providing a means to isolate 

the leakage saturation effect and simplify the complexity of simulation. The 

simulation is achieved by implementation of the d-q-0 axes equations in the 

stationary reference frame on an analog computer. The saturation effects are 
implemented by three function generators in this case but as the authors point 
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out, can be programmed on a digital computer with equal facility. A subsequent 
paper by these authors in 1982, extends the application of this technique to 

asymmetrical faults on the stator, but not on the rotor. 

2.3 Numerical Methods 

In 1965 Humpage and Stott [25] published a paper, which discusses and com- 

pares the single step numerical integration techniques such as the Runge-Kutta 

routine with that of the multi-step predictor-corrector routines. At the time 

that this paper was written, digital computers were becoming common place 

and this resulted in many disciplines tackling problems described by non-linear 
differential equations. These digital computers were relatively slow so that any 
method whereby the number of calculations could be reduced was at a pre- 
mium. The primary aim of this paper is to investigate the feasibility of using 
longer step lengths that are possible with predictor-corrector methods than are 

possible with single-step methods, thereby reducing the total computing time. 
The integration techniques are applied to a mathematical model of a power 

system comprising a prime mover, governor, automatic voltage regulator and 
transmission line. The equations describing this model have been derived in the 
d-q-0 axis and various integration techniques are applied for their solution. The 

results indicate that the length of step interval is influenced, in addition to the 

precise technique of integration, by the essential basis of step-by-step analysis, 
in which the solutions of algebraic equations always lie one step behind those of 
the differential equations. A method of predicting the value of non-integrable 
variables is also developed which allow a substantial increase in step length and 
hence reduction in computing time. A comparison is made between the accu- 

racy of various integration techniques when applied to transitory phenomena 

on the power system model. 

The added complexity of solution coupled with the speed of contemporary com- 

puters does not warrant the use of these time saving techniques, though the 

paper as a whole is extremely useful reading for those contemplating the nu- 

merical solution of differential equations describing a transient response. 

In 1966, Slater, Wood, Flynn and Simpson [26] outlined a general approach to 
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the digital computation of induction motor transients in the d-q-0 axes, for a 

single phase capacitor motor and a three phase induction motor. In the case of 
the 3-phase motor, experimental results are compared with simulated results for 

the conditions of simultaneous and non-simultaneous switching. The numerical 
integration of the four d-q axes equations and single mechanical system is ef- 
fected by use of the Runge-Kutta single-step technique with a fixed step length 

of lms. The authors found that there was reasonable agreement between the 

simulated and measured torque characteristics, both in pattern and magnitude. 

Of particular interest was the investigation carried out into the sensitivity of 
the various induction motor parameters and it was immediately apparent that 

the most critical parameter is the total leakage inductance (11+12). Since a 10% 

error in the measured leakage inductance is deemed possible by the authors, 
it is suggested that this fact may be responsible for the differences between 

simulated and experimental results. It was found however that changes in the 

total leakage inductance which improved correlation for the starting character- 
istic would make it worse for the re-closing characteristic. Another source of 

error was the non-rigidity of the rotor and experimental evidence for this case is 

presented. The distribution of the total leakage inductance between stator and 

rotor was altered substantially and found to have little effect on the response of 
the simulated machine, thus confirming that it is the total leakage inductance 

which is most critical to induction motor performance. 

Also in 1966, Smith and Sriharan [27] investigated the numerical and analyti- 

cal solutions of equations describing the transient performance of the induction 

motor. The method of instantaneous symmetrical components is used and any 

phase current will be transformed into its positive, negative and zero sequence 

component. Since the positive and negative sequence components of any one 

phase are complex conjugates, the negative sequence equations contain no ad- 
ditional information to that given in the positive sequence equations. From 

considerations of the properties of an ideal induction motor a set of positive 

and zero sequence equations may be derived for the induction motor and these 

may be separated into their real and imaginary parts. The resulting equations 

are familiar as the set of differential equations of a cylindrical rotor machine 

referred to the d-q-0 axes. The method of instantaneous symmetrical compo- 

nents thus combines into a single operation : the transformation of a 3-phase 
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system to a 2-phase system, and the transformation from moving to stationary 
axes. The authors indicate that even under transient conditions an isolated star 
point of an ideal machine will remain at the same potential as the star point 

of the supply and no zero sequence component will exist in the stator with a 
balanced supply. No zero sequence components will flow in the rotor since it is 

short circuited. The numerical solution of these d-q axes and mechanical system 

equations is performed on a digital computer using the Runge-Kutta technique. 

The integration routine is more sophisticated than that used by Slater et al 
in that two estimates are made of each variable at each step. The results of 
these two estimates are compared and the difference (error) is used to maintain 
the accuracy of the solution. An analytical solution is presented for when the 
induction motor is switched to the supply. It is argued that because the rotor's 
inertia prevents a rapid change in speed that for a short time after switching 
(of the order of a few cycles of the supply), the rotor speed can be assumed 

constant. When rotor speed is assumed constant, the differential equations de- 

scribing the induction motor may be linearised and thus solved by the method 

of Laplace transforms. An expression for the electromagnetic torque is derived 

which contains six components, one steady state, two which are unidirectional 
transient components and three which are transient components at frequencies 

very near the supply frequency, the slip frequency and a frequency correspond- 
ing to speed. The expressions obtained for currents and torque are extremely 

complicated and certain approximations are applied resulting in analytical ex- 

pressions of : near zero speed, near synchronous speed and a third to cover all 

other speeds. Close agreement between theoretical and experimental results is 

observed and it is noted that the starting transient of a large machine is clearly 
very different from that of a small machine, where only one oscillatory term is 

effective after a very brief initial period. Comparison of the transient starting 
torques of the two machines indicates that the machine constants determine not 

only the magnitudes but also the form of the transients. 

An all digital simulation of an induction machine and its associated control 
system is described by Jordan [28] in 1966. The simulation is suitable for 

analysing the operation either from a constant frequency, constant voltage sup- 
ply, or analysing a complete control loop with variable frequency power source. 
The simulation is performed by solution of the d-q differential equations in the 
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stationary reference frame by use of a predictor-corrector algorithm which un- 
like many other predictor-corrector methods is self starting and therefore does 

not require an additional single-step method during the initial part of the so- 
lution. The solution is unusual in that the inverse of the impedance matrix is 

numerically calculated prior to the simulation. The d-q impedance matrix which 

contains eight zero elements can easily be inverted algebraically and in fact this 

ease in analytical inversion was a major reason for the use of d-q models over the 

direct solution of the induction motor equations. The direct solution requires 
the inversion of a 36 element impedance matrix at every step of the solution, 

a considerable burden to the computers of the mid sixties. This computer pro- 

gram has proved successful in the analysis of both induction motor transients 

and controlled induction motor systems, a graphical example of the numerical 

solution is presented for the case of starting a position regulated machine. 

Another paper by Smith and Sriharan [29] in 1966, concerned the behaviour 

of an induction motor when disconnected from the supply and reswitched to 

the same or to a different supply before complete decay of the rotor currents. 
The computer program has three parts. The initial part of the program for the 

numerical solution of the induction motor's d-q equations in a similar manner 
to that developed in a previous paper [27] and deals with the connection of 

an inert machine to the supply. The next part of the program deals with the 

open circuit conditions in the motor, following disconnection from the supply. 
Since the stator voltages are now undefined, the equations are now re-arranged 

so that both the rotor currents and stator voltages may be found using the 

principle of constant flux linkage. For the final part of the program dealing 

with re-switching, the same equations as for the first part are used but with 

values determined from the open-circuit calculation. Comparisons of measured 

and calculated gave very good agreement for the stator voltages induced by the 

decaying rotor currents following disconnection. This indicates that the initial 

currents in the rotor required for calculation of the re-switching transients were 

accurately determined. Comparison between theoretical and experimental re- 

sults for the transients on re-switching show reasonably good agreement, except 
in the case of plugging. The results from tests at reduced voltage gave reason- 

able agreement for the case of plugging and better agreement for all other cases. 
It is suggested that the mechanical system formed by the induction motor and 
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d. c. generator (for loading), would at rated voltage (and hence higher torque), 
have deviated from the simple model assumed in the calculations. This may well 
have introduced further discrepancies between the measured and transmitted 
torques. 

Ramsden, Zorbas and Booth [30] in 1967, reported on the application of the 

d-q transformation to the induction machine equations which is used to develop 

a set of equations suitable for use with a digital computer in the analysis of 
the dynamic performance of induction machines within a power system. The 

method of calculation is designed to be compatible with those already in use 
for the analysis of synchronous-machine behaviour and makes use of a novel 

equivalent circuit. 

The standard d-q axes equations for the induction motor are replaced by the 

referred equations used by Van Ness et al [31] . This results in a system of four 
differential equations, three of which are non-linear and from these equations, 

with appropriate substitutions, can be derived a steady state equivalent circuit 
attributed to Cooper and Howells [32]. The authors indicate that this equivalent 
circuit is easier to handle in comparison with the conventional circuit, since there 

are four quantities rather than five to be specified and the distribution of the 

total leakage reactance between rotor and stator is not required. 

The numerical solution of the induction motor equations is effected by the use 
of the Runge-Kutta technique and the solution does accommodate changes in 

the busbar's voltage and impedance. A second version of the program neglects 
the transformer voltages and the variation of terms with speed and voltage 
of the induction motor. It is shown that this gives acceptable accuracy when 
studying stability of multi-machine environments including both power stations 
and industrial loads. 

Extensive testing was performed on a variety of machines to determine the 

variation of the leakage reactance, magnetising reactance and rotor resistance 

with some or all of voltage, current, frequency and slip. The results of these tests 

expressed as quantities in the standard single phase model, are that the value of 

magnetising reactance is mainly voltage dependent. The leakage reactances are 

primarily load current dependent with some dependence on slip for the rotor 
leakage reactance. The rotor resistance increased with rotor frequency and the 
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rotor leakage reactance decreased with rotor frequency. Friction, windage losses 

and core losses were sufficiently small as to be neglected. The effect of full load 

temperature on the stator winding resistance was considerable giving rise to a 
12% increase in one motor. All motors exhibited saturation at rated voltage to 

some degree. 

A small digital program was developed to compute the steady state perfor- 
mance of the novel equivalent circuit. It appears that it is only in this program 
that parameter variation is modelled and no indication is given as to how the 
implementation of variation is achieved. 

In 1967, Smith and Sriharan [33] made a study of the influence of terminal 

capacitors on the transient behaviour of an induction machine and differen- 

tial equations are developed in which the non-linear effect of magnetic satu- 
ration is taken into account. The transients investigated are those following 

connection/re-connection in both modes of generating and motoring. The case 

of transients during capacitor and magnetic braking of the motor are also in- 

vestigated. When an induction-motor/capacitor combination is disconnected or 

reconnected to the supply there may be large peaks in the voltage and current 

respectively. In the case of an induction generator the problem of overvoltage 
is even more severe, since the prime mover now accelerates the machine when 
the electrical load is removed. Capacitor and magnetic braking is effected by 

rapidly transferring the induction motor from the supply to a bank of uncharged 
capacitors and, after a suitable interval of time short circuiting the motor termi- 

nals. This method of braking has been discussed in terms of energy dissipation, 
but not in terms of transients produced by the switching operation. 

The self-excitation of an induction machine is governed by, amongst other 
things, the saturation of the main flux paths, which must be taken into ac- 
count in any analysis of the problem. In steady state analysis, saturation is 

treated as a variation in magnetising reactance, but in a transient study a more 
basic approach using the non-linear relationship between m. m. f. and flux den- 

sity is required. For the numerical solution it is necessary to derive the machine 
equations in an explicit form incorporating the non-linearity. A digital com- 
puter solution of the equations is then used to investigate transient conditions 
in induction machines with terminal capacitors. 
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The induction motor equations are developed by the authors, in the d-q axes 

and incorporate a small cross coupling coefficient of mutual inductance between 

the d and q axes. The mutual inductances are made functions of the motor 

currents and when saturation is absent, these equations reduce to the more 
familiar d-q representation of the induction motor. 

Saturation of the magnetising inductance was calculated by the authors by 

firstly performing an open circuit test on the machine and plotting the peak 
current against' peak voltage for a range of input voltages. The experimental 
characteristic was extended by extrapolation to obtain the slope for large val- 
ues of current. The open circuit characteristic was then represented by three 

cubic curves, each representing specific parts of the curve. The co-efficients of 
these polynomials are obtained by minimising the sum of the squares of errors. 
The mutual inductances now vary as a function of current, so that the induc- 
tance matrix must be evaluated at every step of the solution. The numerical 
inversion of this matrix was too time consuming using computers of the day, so 
an algebraic inversion was performed, making use of its symmetry. Algebraic 

expressions for the elements of the inverse matrix are evaluated at every stage 
of the program. 

A comparison is made between the computer simulation of the induction motor 

with and without the non-linearity of saturation of the magnetising inductance. 
The authors conclude that for the motoring mode without terminal capacitors 
that only a small difference was found for the cases of connection/ reconnection 

and also for the connection of the supply to an electrically inert machine, ie 
(starting transient). The transient performance of an induction motor (without 

terminal capacitors) is not very much affected by the saturation of the main 
flux paths. 

During the first stage of capacitor and magnetic braking of an induction mo- 
tor, and following disconnection of a capacitor excited induction generator, the 

terminal voltage of the machine may substantially exceed the rated value. The 

core losses will then be much greater than during normal operation and be 

represented by an expression proportional to the squares of the d and q volt- 

ages. The core loss is computed at each stage of the integration and included 

in the torque equation as a braking torque. The core loss is regarded as an 
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eddy-current loss and it is suggested that this underestimates the total brak- 
ing torque as many forms of loss not significant during normal operation are 
appreciable under conditions of high flux. 

The mechanical system of both induction motor and load, include terms for the 
torsional constant of the coupling and a term for the damping torque, which 
is proportional to the relative angular velocity between the two inertias. All 

comparisons between measured and computed transients presented in this paper 
show that the theory under-estimates the transient current. The authors suggest 
that this must be caused by the saturation of leakage flux paths which will also 
produce some additional core and PR losses, these effects were not incorporated 
into the numerical modelling. 

Robertson and Hebbar [34] in 1968, developed a model for the 3-phase induction 

machine which is particularly adapted for studying its dynamic performance 
when fed from an inverter. 

For digital computer solutions, the d-q equations of the induction machine are 
usually used because they are simple and involve no time or rotor position 
dependent inductance terms. The equations do not deal directly with phase 
currents of the machine but instead they are expressed in terms of the trans- 
formed d and q axis currents. In an inverter-induction machine system, it is 

normally necessary to know the machine phase currents at every instant of time, 
in which case the d-q currents must be transformed into the phase quantities 
at every step. 

This paper describes a system of equations for the induction machine which 
retains the stator variables as phase quantities, eliminates the variability of the 

machine inductances, and is applicable for all possible inverter modes. The 
development of these equations starts with non-linear differential equations of 
the three phase induction motor in terms of phase variables attributed to Stanley 
[14]. 

It is of interest to note that these equations are directly applicable to the ma- 

chine whose rotor also has three symmetrically wound phases. A squirrel cage 

rotor is considered as effectively having three phases, and the equations would 
then relate the currents flowing in these fictitious three phase rotor windings to 

the fictitious voltages applied to them. These equations expressed in terms of 
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phase variables could be used to model the machine, however the rotor position 
dependence of the inductance matrix, requires that the inverse of this matrix be 

obtained at every step of the calculation. In order to reduce computing time the 

authors suggest the use of a transformation to eliminate the time dependence 

of the inductance matrix, similar in manner to that of the d-q transformation. 

However the transformation should be done with minimum change in stator 

variables so that these quantities be easily obtained, and so that the stator ter- 

minal constraints could be easily applied to the equations. The variable stator 
to rotor mutual inductances can be made constant by choosing stator and rotor 

reference frames stationary relative to each other. Since for this application the 

stator variables should not be altered, then it is obvious that the rotor quantities 

must be transformed to a stationary reference frame. These transformations are 

performed using the concept of power invariance developed by Kron [35]. 

The authors go on to describe in detail the application of these transformed 

equations to various conditions including, connection of the neutral and various 

combinations of open and connected stator phases. The effect of the trans- 
formation is to allow in most cases the algebraic inversion of the transformed 
inductance matrix. In the case where algebraic inversion is too cumbersome a 

single numerical inversion at the start of the program is all that is required. 
This of course rules out any change in inductance during the solution which 

may arise due to saturation or slip. 

In the subsequent discussion, following the presentation of this paper, Sarkar 

and Berg suggest that their studies tend to indicate that for identical operating 
conditions, computer time requirement for the direct solution of the 3-phase 
induction motor performance equations does not differ much from that of the 
two axis equations. The repeated inversion of the inductance matrix does not 
appear a significant drawback with the then currently available third-generation 

computing systems. 

The problem of solving the general 3-phase induction motor performance equa- 
tions was tackled by De Sarkar and Berg [36] in 1969, and methods for the 
digital solution for both the three phase motor and the two axis model are 
described. 

The development of semiconductor technology at this time extended the ap- 
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plication of induction motors to include variable frequency operation from an 
inverter. A three phase motor fed from a variable-frequency inverter may have 

supply voltages with a substantial harmonic content. The authors argue that, 

since it is inconvenient to take harmonics into account using the two axes model 
that a means of direct solution should be preferred. 

The stator-rotor mutual inductances of the general 3-phase induction motor 
performance equations are dependent on the rotor angle, unlike the two axis 
transformed equation. Due to the presence of the rotor angle, the inductance 

matrix has variable co-efficients and hence the general 3-phase equations cannot 
be generally solved analytically. The numerical solution is achieved by use of 
the Runge-Kutta-Gill method which incorporates an error check at each step, 
based on comparing the result with normal and half normal step lengths. 

The steps required to rearrange the general 3-phase induction motor perfor- 
mance equations into aconvenient form for digital computation are presented, 
together with a flowchart for the digital solution. Since the co-efficients of the 
inductance matrix, being self and mutual inductances of the motor, are small, 
care must be taken to preserve the numerical accuracy of the inverted matrix. 
The actual error involved depends on the inversion algorithm and also on the 

word length of the computer being used, though no indication is given of which 

algorithm is used in this paper. 

A comparison of the methods of solution of the two axis equations and three 

phase equations is presented. The two axis equations for the performance of the 
symmetrical induction machine are developed in the rotating reference frame 

of arbitrary speed. In the digital calculation, solutions are advanced in a step 
by step fashion assuming that no significant change of variables has occurred 
during a particular step. On this basis the authors found that the step in the 

solution of the stator fixed axes equations must be very small, whereas in the 

synchronously rotating axes the step length may be much longer for comparable 
accuracy. 

An illustration of the methods discussed in this paper are given and in order 
to check the three phase model, start up transients of the unloaded motor were 

simulated. Results obtained from the two axis model and three phase model 

were in complete agreement. 
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The authors conclude that for unbalanced operating conditions including non- 

sinusoidal supply, the direct solution of the three phase performance equations 
is much more convenient and an other advantage is that the variables involved 

are the actual physical quantities of the motor. 

Previous work on the transient performance of induction motors has paid little 

attention to the effect of winding parameters around their nominal values. Smith 

and Hamill's paper [37] of 1973, considers the severity of the transient current 

or torque in terms of a nominal response together with contributions derived 

from the parameter variations. 

Predictions of the transient characteristics of an induction motor are made from 

the numerical solution of the d-q equations of the equivalent stationary axis 
machine. The mechanical system equation incorporates a non-linear expression 
which accounts for loss torques expressed as a function of speed. 

Five machine parameters are varied from their nominal values, namely stator 
and rotor resistances, the stator/rotor mutual inductance, and the stator and 
rotor leakage inductances. The results confirm that provided that the total 
leakage inductance is correct, incorrect sharing between rotor and stator is not 
normally of great significance. However an over-estimate of the total value will 
lead to a serious error in the predicted response of the machine. It is also found 

that rotor resistance variations are by far the more significant in both the run- 
up and stopping times, the stator resistance has much the greater effect on the 

peak torque during both plugging and star/ delta starting. Mutual inductance 

variations are found not to be very significant except for the case of following a 
long period of disconnection. 

This paper has demonstrated that quite noticeable, differences in agreement 
between the computed and measured characteristics may arise if the values and 
distribution of parameters have relatively small errors. 

Parameter variation was also described by Brown and Grantham [38] in 1975, for 

a 3-phase induction motor having a current displacement rotor. The method is 

based on the use of the Newton-Raphson procedure for the solution of two non- 
linear equations in two unknowns, these being the rotor resistance and leakage 

reactance at any particular frequency. A single assumption is made, namely 
that the stator and rotor leakage reactances are equal at supply frequency. 
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Measurements are taken to determine the resistance and the total impedance 

of one phase from which two non-linear equations may be derived. These two 

equations are solved by an iterative technique and give the variation in rotor 
resistance and leakage reactance as a function of the rotor currents frequency. 
As with results obtained from equations derived by considering the physical 

aspects of the rotor [39], the resistance increases and the leakage inductance 
decreases with increasing rotor current frequency. The assumption that the 

stator and rotor leakage reactances are equal at standstill is critical to this 

method and some discussion is presented on the results should this not be the 

case in the real machine. 

The transient response of a group of induction motors supplied by a common 
transformer was simulated by Sriharan [40] in 1975. Each induction motor 
is represented by the differential equations referred to the d-q axes fixed in 
the stator and the transformer is considered an induction motor at rest. The 
induction motor and its load are assumed to be two rigid inertias coupled by 

a shaft with torsional torque proportional to the twist and a damping torque 

proportional to the relative angular velocity between the inertias. The windage 
and friction torque on the motor and the load torque are expressed as third 

order polynomials in speed so as to be able to represent most practical loads. A 

graphical plot is presented for the response of a single induction motor within 
the system, when another motor develops a short which is then removed from 
the system a short-time later. 

In 1980, Smith, Stronach, Tsao and Goodman [41] developed a mathematical 
model for a complete marine power installation, incorporating diesel generator 

units and induction motor propeller and pump drives. Attention is focused 

on the various operational and disturbance conditions that are likely to arise 

and these may be summarised as follows :- a)The response to predictable distur- 

bances, such as direct on line starting b)The response of abnormal disturbances, 

such as system faults c)The response to typical operational changes in demand 

In the majority of marine applications, the starting of a motor is accompanied 
by a voltage depression and possible frequency variation dependent on the size 

of the motor relative to the generation. 

In the formulation of the digital simulation model, the effects of non-linearities 
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inherent in the system are assumed to be confined to :- a)Variations in the mag- 

netising reactances due to saturation for the synchronous machines. b)Variations 

in the slot leakage due to saturation and the slip dependence of the effective 
rotor parameters for induction machines. c)variations in the stiffness associated 
with shaft couplings. 

The overall simulation model is obtained by combining the equations of the 

synchronous generators, the associated prime-movers and control systems, the 
induction motors and the mechanical submodels for the propeller and pump 
drives and arranging in 1st order differential form. The electrical system equa- 
tions are computed in asynchronous rotating reference frame. 

Under transient operating conditions the induction motor performance is dom- 

inated by the leakage reactance. When the currents of the machine are high i. e. 

under starting or heavy load conditions, the leakage paths will saturate. In this 

model, saturation is taken into account by the method described in reference 
[42]. Saturation of the main flux has less effect at starting however and this is 

allowed for throughout the simulation. It is usual to employ eddy currents in 

the cage bars of squirrel cage machines to increase the torque from the machine 

on starting. These eddy currents cause an increase in the effective resistance 

of the rotor bars as well as a decrease in the effective leakage inductance. It 

is the modification to the rotor resistance which is of most significance, since 
the change in the rotor leakage reactance is generally small compared with that 
due to saturation. These effects are included by the method described in refer- 

ence[5]. 

The authors go on to describe the detail of the modelling of the transformers, 
diesel prime movers, mechanical system, thermodynamic system and control 
system. Examples are presented of the generator and motor responses to various 
operational and fault conditions. 

Smith, Stronach and Goodman [43] used simulation to predict the starting 

current, torque and time to reach full speed for large motors. In order to 

obtain sufficient accuracy the simulation model must be capable of allowing 
for depressions in the supply voltage, include the facility to account for the 

variation of parameters due to saturation and speed changes, and be capable of 

representing the dominant modes of operation. 
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The requirements for a successful simulation of an induction motor driven pro- 
cess or plant essentially depends on two main considerations. The first concerns 
the type of system to which the motor is connected and the second concerns the 
degree of mathematical representation for the induction motor driven system. 

If the induction motor is connected to a large power complex for which very 
little variation in voltage and frequency is expected subsequent to the motor 
starting, a single motor simulation may suffice in the assessment of the motor's 
overall behaviour. If however, the motor is connected to a small isolated system 
where for example, the run-up of a motor is accompanied by severe voltage and 
frequency fluctuations, it then becomes essential to take account of the system 
in a representative manner in addition to the drive under consideration. 

For the purposes of this paper the induction motor model must be capable of 
accurately simulating a direct on line start condition and predicting behaviour 
in the forward speed region subsequent to various disturbing influences. This 

model must account for modification of parameters due to the deep bar effect 
and leakage flux path saturation. Stray loss is associated with the parasitic 
torques that are produced in the machine owing to harmonic fields in the airgap; 
caused by the distribution of the stator and rotor windings in the stator and 
rotor surfaces. These losses are not incorporated in the model though it may be 
included by assuming that this loss varies approximately as the square of the 
current. 

The authors illustrate the accuracy of the simulation for practical systems by 

modelling both an induction motor driving a variable pitch propeller from a lim- 
ited supply and the case of a large induction motor driven water injection pump 
associated with an offshore platform installation using a gas turbine generating 
system. Graphical plots are presented for the response of these two systems 
and a discussion considers the aspects of induction motor design that may be 

modified to obtain a better response in these small power stations. 

Lloyd [44] studies the transient performance of induction motors with a view to 
determining the fault current contributed by the motor during various system 
disturbances. 

The non-linearities of leakage flux path saturation and deep bar effects are 
incorporated into the d-q model along with mechanical non-linearities such as 

43 



gearbox backlash, shaft and coupling stiffness. The effect of eddy currents in 

machines with deep rotor bars, which serves to reduce the leakage reactance 
and increase the effective rotor resistance is discussed and two distinct methods 
of representing this phenomenon are indicated. 

The representation of leakage inductance saturation is subject to error since the 

superposition principle can no longer be applied to a saturated magnetic path. 
The accuracy with which saturation can be assessed is related to the modelling 
of the BH characteristics of the core lamination material which should allow for 

permeability variations that can occur with large segmental stator cores. 

The analysis of the simulations is used for the basis of suggesting that the fault 

current waveform consists of a transient and sub-transient period of different 
time constants. This, it is pointed out is contrary to the theory of synchronous 
machines where the presence of a sub-transient and transient reactance is due to 
two rotor windings i. e. a field winding and a damping winding. A squirrel cage 
machine, it is indicated has only one winding but still exhibits a sub-transient 
reactance. This is due to the presence of rotor deep-bar effect and saturation 
leakage flux paths which produce an effective second cage which produces the 

sub-transient phenomenon. 

This line is developed further by. initially assuming constant speed during the 

period of the fault and developing a single phase equivalent circuit containing 
both a transient and sub-transient reactance. It was found experimentally that 
the speed of an induction motor remains nearly constant during the first few 

cycles of a fault and that in this period the use of the constant speed solution 
was suffice to determine the peak currents flowing. Solutions of the decay of 
the fault current beyond the first few cycles requires the use of the full dynamic 

solution. 

Buckley, Lloyd et al [45] in 1982, produced a paper directed mainly to the 

modelling of auxiliary drive motors in the post-fault period. Since the generator 

auxiliaries are often effectively supplied directly from the generator terminals 

their stability is of equal importance to that of the generator since failure of the 

motor to recover may involve shutdown of the associated generating unit. The 

cases of D. O. L. start, interrupted-circuit bus transfer and transient torque in 

an induction regulator are also considered. 
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The leakage inductance saturation is calculated by considering a single isolated 

rotor bar [46]. Extra circuit equations which represent coupled coils are included 
in the d-q model in the synchronously rotating axis to account for the transient 

eddy currents. - The parameters of these coils may be calculated by modal anal- 
ysis using Silvester's method [47] or if the slot has complex geometry a piece by 

piece field solution may be used [48]. In very large motors the bars are often 
rectangular and the resistance, self inductance and mutual inductance can be 

obtained from relatively simple expressions, however in the case of square bars 

more eddy current modes may be necessary to account for the variation in the 
field in the peripheral direction. 

Godhwani et al [49] simulated the transient behaviour of two phase induction 

machines by use of a standard Continuous System Modelling Program (CSMP). 

This program in effect digitally simulates an analog computer and so avoids the 

requirement for extensive analog laboratory facilities. The two phase induction 

motor models are those developed by Krause [21] and the case of staring for 

both symmetrical and unsymmetrical machines is the main focus of the study. 
Likewise Ghani [50,51] used a static time domain model, solved by a standard 
circuit analysis software package, to simulate groups of induction motors within 

a system. The application of this analysis is mainly for determining the rating 

of the components used in power electronic equipment such as static power 
converters, conditioning or control equipment. 

2.4 Discussion 

Considerable interest has been shown in predicting the transient response of 
the induction motor during transient states, particularly the starting transient. 
Much of the work to date has been for the purpose of determining the am- 
plitude of the current and torque peaks. Accurate knowledge of the extent of 
current and torque excursions can be invaluable in the design of the electrical 
supply/switching gear and the mechanical couplings between motor and load. 

Much effort has been directed toward the modelling of non-linearities such as 
saturation, skin effect and the mechanical system. It is clear from the work 
reviewed that exact simulation of an induction motor over a wide operating 
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range such as experienced during a starting transient will always be approxi- 
mate. Particularly the modelling of leakage saturation, a critical parameter in 
determining induction motor performance, which would require an accurate rep- 
resentation of the physical structure of both rotor and stator not readily applied 
in Stanley's equations. However, general trends in induction motor performance 
can be obtained by simulation which can give some insight into the machine's 
response that cannot be otherwise obtained by analytical means. In view of 
this, simulation of a faulty induction motor during the starting transient was 
thought to be a worthy undertaking so as to shed some light on a very complex 
period of operation. Unlike previous work, the purpose of the induction motor 
simulation in this research work was to generate line current waveforms that 

contained spectral components indicative of the conditions within the machine. 
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Chapter 3 

Transformer Transients 

3.1 Introduction 

Before analysing the transient line current waveform of an induction motor 
it was thought than a preliminary investigation into a simpler though similar 
electromagnetic device namely, a transformer, would be beneficial. This work 
was primarily undertaken to study the switching transient of the open circuited 
single phase transformer due to "flux doubling effect" which is well documented 
in literature, [52]. 

At this point in time it was still believed from the initial premise for this research 
work that the large currents flowing in the induction motor at switch on would 
be most likely to yield information about the condition of the rotor. The largest 

current peaks occur at the initial stage of the starting transient and any spectral 

components generated due to the "flux doubling effect" may well have obscured 

or be mistaken for components associated with broken bars in the rotor. In 

view of this, it was necessary to gain some insight into the nature of these 

spectral components using a simple single phase transformer before embarking 

on a study of those of the more sophisticated 3 phase induction motor. The "flux 

doubling" effect causes the magnetising inductance to saturate which in turn 

will generate a large number of harmonics in the current waveform. Modelling 

of the hysteresis curve was also undertaken so that this could be incorporated 

into a future induction motor computer model. 
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A number of papers concerning transient inrush currents in transformers were 

referred to (53,54,55,56 along with textbooks which included this subject [52,57]. 

3.2 Review of Previous Work 

The magnitude of the inrush current in a particular instance is basically depen- 
dent on three things : the point on wave switching in the a. c. cycle, the amount 
of remnant magnetisation in the core and the shape of the magnetising curve 
of the core. 

The existence of inrush was first noticed in connection with Ferranti's Dept- 
ford to London 11kV mains, when one of the transformers jumped visibly on 
switching, causing Fleming to investigate in 1892 [58]. 

Since flux cannot change instantly, the point on voltage wave at which the 
transformer is energised can have a substantial effect on the resulting current 
waveform. This phenomena is called the "doubling effect" and is documented 
in many well known texts [52,57,59]. A particularly informative resume pre- 
pared by Hudson [53] collects, together published information on transformer 

magnetisation inrush current. 

Specht [54,60] developed formulae for the calculation of magnetising inrush cur- 
rent in a single phase transformer. In order to simplify this analytical solution, 
the magnetisation curve is approximated by three straight lines as indicated in 
Fig. [3.1]. The assumptions made were that no magnetisation current flows be- 
low saturation and that there is a constant value of saturated inductance above 

saturation (q, ). For an analytical solution this very coarse approximation of 
the magnetisation curve can be accepted in view of the complexity of the sub- 
ject area. For the purposes of numerical modelling and particularly if there 
is a requirement to perform frequency analysis on the simulated currents, a 
coarse piece-wise characteristic is quite unacceptable as it may cause numerical 
instability of the solution and will generate fictitious spectral components. 

Macfadyen et al [56] analysed the transient behaviour of a transformer, taking 
into account the non-linearity of the magnetic material. The particular case of a 
3-phase, 3-limb transformer is studied mainly for the purposes of discriminating 
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Figure 3.1: Line representation of magnetisation curve. 

between transient overcurrent and any possible fault should the transformer be 
incorporated into a power distribution system. 

The transformer is represented by nine differential equations which may be 

solved directly if the B/H characteristic is treated as being linear. The authors 
approach the B/H curve modelling by using a different method from previous 
work [54,61] which utilised linear approximation. Their method was to use 
an exponential series [62] for representing the magnetic non-linearity, the co- 
efficients of this series may be evaluated by a simple iterative procedure applied 
to the experimentally obtained data. 

Good agreement is obtained for the computed and experimental values of the 
largest current peaks, though the authors note that the error increases as the 

current decays. This is said to be mainly due to the fact that the single valued 
B/H curve (i. e. magnetisation curve ) is used and hence hysteresis is neglected. 
The results presented are for the condition of no residual flux in the core, the 

core being de-magnetised before each test. The authors go on to suggest how 

the model could be extended to include both hysteresis and core-losses. 
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Yacamini [55] describes a digital technique for modelling the inrush current as- 
sociated with the energisation of a single phase transformer. This technique 
is used mainly to investigate factors such as remnant flux and point on wave 
switching. The method of solution is to derive a difference equation for a lossless 

unloaded single phase transformer. Incorporated into this equation is the B/H 

characteristic or at least the magnetisation curve derived from it by ignoring 
hysteresis. Yacamini et al argue that this is justified since the inrush current 
is many times the rated current of the transformer, whereas the hysteresis phe- 
nomenon could be said to have a minor effect, even on the normal magnetisation 
current which is only a few percent of rated current. It is of interest to note 
that Macfadyen et al [56] cite neglect of hysteresis as the major source of errors 
in their work. 

The remnant flux within a transformer is known to depend on the core material 
and the load power factor [631. Results are presented which indicate that the 

amplitude of the first cycle of current varies linearly with the initial value of the 

remnant flux. The effect of the remnant flux diminishes with time though for 

the particular power transformer under study, has a substantial effect for some 
time after energisation. 

Yacamini also presents a harmonic analysis in which every cycle of the first 50 

cycles is subjected to Fourier analysis so that the first five harmonic amplitudes 
may be obtained over this period. From these results it is clear that the peak 
value of any harmonic during one cycle is generally different from its peak 
during another cycle. The second harmonic, for this transformer, is by far the 
dominant harmonic and the third to fifth harmonics show discontinuities where 
their spectral amplitude passes through zero with an inversion of phase. 

Though this paper is of general interest to the study of inrush transient currents, 
it is the representation of the B/H curve non-linearity that is of most interest to 

this research project. As has already been indicated, the magnetisation curve 

and not the true characteristic was utilised. The authors argue that the use of 

sets of equations to describe the B/H curve of the core resulted in errors as the 

B/H curve is swept in both directions. The cumulative errors experienced in 

their numerical solution forced them to abandon this method in favour of a point 
by point representation, which in effect approximates the magnetisation curve 
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by a sequence of straight line segments (i. e. assumed linear between points) 
in the same manner as presented by Ray [64] some years later. This piece by 

piece representation will of course have discontinuities at the end points of each 
segment, the abruptness of the discontinuity will be related to the number of 
points used but unfortunately Yacamini et al do not indicate how many points 
were used in their modelling. 

From the reading of all these sources it was clear that experimental work was 
required to :- 

" determine the effect of point on wave switching 

" measure the spectral components of inrush current 

" use a non-piecewise model of the B/H curve 

" assess the effect of remanence 

3.3 Experimental Work 

As a first step to observing the transient response of an unloaded single phase 
transformer, six transient current waveforms were obtained for the very loose 

conditions of small (Is), large (II) and very large (Ivl) positive and negative 
initial current peaks since no point on wave switching was available at this 
time. The dB reference is 1pVrms developed across a 0.56St resistance i. e. 
1.786, Arms. 

These six current waveforms were then plotted in both the time and frequency 
domains by use of an industry standard Spectrum Analyser. A comparison 

could then be made between their current peaks and spectral amplitudes. The 

current waveform in all cases settled down to steady-state in about one second 

and in view of Yacamini's [55] findings for the change in harmonic amplitude, 
the first 400ms of the current waveform was analysed separately from the second 
400ms period. Figure. [3.2] shows the first 400ms for the small negative current 

peak case where the typical decay as time progresses can be clearly seen. 

A summary of these results for the first 400ms is shown in Table [3.1] incorporat- 

ing also the steady state spectral amplitudes for comparison. The steady state 
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DC term is thought to be due to half wave rectifiers being used on the supply 
lines causing a small DC bias to be developed over the resistance of the neu- 
tral line. Table [3.2] shows the change in amplitude of the spectral components 
between the first and second 400ms periods of the transients. 

From Table [3.1], it can clearly be seen that the initial 400ms of the transient 

waveform for all six cases show markedly larger spectral amplitudes for both 

odd and even harmonics than are present in the steady-state waveform. This 

result would be expected in view of the nature of the abrupt discontinuity caused 
by energisation which will generate a wide band spectrum. It is interesting to 

note that the D. C. component is greatly affected by the particular transient 

condition. 

Referring to Table (3.2], where the decrease in any one harmonic between the 
first and second 400ms period is tabulated. It can be seen that the even har- 

monics experience a substantially larger reduction in amplitude than that of 
the odd harmonics. Though it was not practical to analyse every cycle with the 

spectrum analyser, Yacamini had analytically shown that spectral components 
may increase in the latter portion of the transient and experimentally this can 
be seen for the 550Hz and 650Hz components for both the very large positive 
and negative transients. 

No control of point on wave switching was effected in these initial tests so 
that the results though informative were not sufficiently repeatable to warrant 
further work. On obtaining a point on wave switching instrument, it was now 
possible to study several transients switched at the same point on wave and to 

observe any inherent variation in the spectral amplitudes. 

3.3.1 Point on Wave Switching Control 

The point on wave switching unit allowed control over the phase at which the 

voltage was applied to the transformer. The unit utilised a device called a 

magslip which had a three phase supply connected to its stator. The "rotor" of 
the magslip was single phase and its circuitry could be accessed externally. The 

rotor of the magslip did not rotate due to motoring torque but could be manually 

rotated. The phase of the induced voltage on the single phase winding could 
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then be varied as a function of the angular displacement of the rotor, which was 

conveniently connected to a dial calibrated in degrees. This induced voltage 

was then used, with some signal conditioning, to fire a thyristor and apply the 

supply voltage to the transformer at the desired phase. 

It was only necessary to observe the time domain waveforms of the controlled 

point on wave switching transient currents to see that there was still a large 

variance in the first peak of the current waveform. This variance could be as 

much as 34% and it was thought that remanence in the transformer core may 
have been the cause. To reduce this effect the supply voltage to the transformer 

was slowly reduced to zero after each transient. This resulted in consistent 
results for any particular switching angle, for the amplitude of the first three 

current peaks from a suite of tests and the measured variance was reduced to 
1%. 

With control over the point on wave switching and steps to reduce remanence, 
it was now possible to investigate the transient current spectrum for a range 
of switching angles measured from voltage zero. As indicated by Say [52] and 
others the worst case switching should theoretically occur at angles of 0° and 
180°, when ignoring the core loss resistance. The best case switching occurs at 
90° and 270° where the current waveform should show no transient behaviour 

and proceed as if it were in steady state. 

The results of harmonic amplitude (rounded dB), from an average of sixteen 
transients in any one condition are presented in Table [3.3]. At least two sets of 
sixteen transients were obtained for any one switching condition and were found 
in all cases to be in close agreement. Examining Table [3.3], it can be seen that 
both the cases of 0° and 180° switching have similar results, as expected from 

theory. In comparison the results for the 90° and 270° switching conditions do 

not have as close agreement, though the odd harmonics correlate well, the even 
harmonics, especially those below 500Hz have poor correlation. 

As expected from the initial experimental work, the amplitudes of spectral com- 

ponents are higher for the worst case conditions of 0° and 180° switching over the 

90° and 270° switching by in most cases approximately 40dB and in particular 
for the D. C. component by approximately 60dB or more. 

Theoretically the 90° and 270° switching, should have resulted in a waveform 
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identical to the steady state waveform and it can be seen from Table [3.3] that 
there is reasonable correlation for the odd harmonics but poorer correlation for 

the even harmonics. 

Though the angle of switching could be observed on an oscilloscope and ap- 

peared to be accurate to within one degree a set of averaged results were 

obtained for two degrees either side of 90°. These results are shown in Ta- 

ble [3.4]. All the odd harmonics have close agreement for the switching angles 

of 88°, 89°, 90°, 91° and 92°, the even harmonics tend to increase in amplitude 

as switching angle is increased from 88° to 89°. If the 88° and 89° switching 
values are observed, it can be seen that a large amplitude change takes place in 

the even harmonics for this one degree change, far more than the other single 
degree changes. 

It is not considered insignificant that at angles of 90° and 270°, that the input 

voltage is experiencing its largest rate of change (i. e. the derivative of voltage 
is at or near its maximum) and this must surely affect the accuracy of the point 
on wave control instrumentation. The type of instrument is of similar design 

to that used by Slater [65] and is based on the use of a magslip. The phase of 
the magslip output voltages with respect to their stator supplies can be varied 
by adjusting their rotor positions and thus selecting the desired switching angle 
and delay. Additional circuitry allows the firing of thyristors which supply the 
load. Slater claimed an accuracy of 0.18° for a 50Hz supply but also points out 
that the use of a mechanical dial increased the total error to 1°. 

The effect of applied voltage on harmonic content was also to be examined. 
Supply voltages of both 200V and 230V were applied to the transformer. The 

applied voltage will dictate the excursion on the B/H characteristic which will 
result in a different current waveform in each case. From the plotted B/H loop 

shown on the oscilloscope it was clear that at 230V (rated voltage) that the 

maximum excursion reached the knee of the magnetisation characteristic and 
at reduced voltage the maximum excursion would remain below this knee on a 
more linear part of the curve. 

From a set of four steady state records, each comprising a linear average of 1024 

samples, obtained with a supply voltage of 200V and 230V, the following obser- 

vations were made. For an increase of supply voltage all spectral components 
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increased, this would intuitively be expected. The increase in odd harmonics is 

substantially larger than that for the even harmonics. In other words the higher 

the level of saturation the more predominant become the odd harmonics. 

There now appears to be a fundamental difference between the transient and 

steady state harmonic content. In the transient case, though all harmonics in- 

crease, in general even harmonics experience the largest increase over steady 

state values. However steady state excursion on the B/H characteristic, con- 
trolled by supply voltage clearly indicates a predominance of odd harmonics. 

The implication of this is that the B/H loop does not generate a large amount 

of even harmonics when symmetrical excursions are being undertaken, thus jus- 

tifying to some extent the use of a magnetisation curve to represent a B/H loop 

in steady state. 

The unsymmetrical excursion on the B/H loop at energisation and for a short 
time thereafter generates a predominance of even harmonics when compared to 
the steady state condition. These even harmonics reduce substantially as the 
transient condition subsides to a steady state condition as confirmed by the 

results of Table [3.2]. 

3.4 Synthesising a B/H Characteristic 

In order to model the induction motor it was necessary to investigate the feasibil- 
ity of representing non-linearities such as saturation. Subsection 3.2 summarises 
the approaches used by some previous researchers, although applied mainly to 
transformers. The introduction of a non-linearity into a system that is supplied 
by a voltage source of constant frequency will cause a range of harmonics to be 

produced in the current waveform dependent on the shape of the non-linearity's 
characteristic. This situation is further complicated if the voltage source itself 

contains harmonics. 

The purpose of the Induction Motor Model was to investigate the theoretical 

transient analysis in parallel with the practical analysis., The simulated line cur- 

rents were to be treated to the same analysis as the real line current waveforms. 
In view of this it was imperative not to introduce spectral components into the 

model that were due solely to the method of solution, since this would at best 
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generate fictitious spectral components and at worst cause numerical instability 

of the solution. 

Any discontinuity in representing a characteristic will generate unwanted spec- 
tral components and on this basis the piece-wise methods used by Yacamini [55] 

and Ray [64] were not adopted. 

Instead the B/H loop or magnetisation curve were to be represented using poly- 

nomials in a similar manner to that of Smith et al [33], except that in their case 

several different segments were each represented by a polynomial. This situation 
is better than the piece-wise straight line representation. In the case of multiple 
polynomials their values and that of their derivatives should be equal at the 

cross over point between any two segments, so as to minimise the discontinuity. 

In this research work, a single polynomial was used to represent a magnetisation 
curve and two polynomials for each curve in the B/H loop characteristic. The 

use of a single polynomial was made possible by writing a computer program 
that could by least squares reduction generate a polynomial of any order to fit 

the desired data. This method and several alternative methods of polynomial 
approximation are discussed by Kaplan [66]. 

In addition to polynomial generation, the computer program could present the 
B/H-loop/magnetisation curve polynomial approximation in graphical form for 
inspection. The program was extended to allow spectral analysis using a FFT 

algorithm of the current waveform resulting from the application of a sinusoidal 
flux waveform to the characteristic curve. A graphical description is presented 
in Fig. [3.3] which depicts the resultant current waveform obtained from a sym- 
metrical B/H curve subject to a sinusoidal flux. 

With this program, it was now possible to obtain the magnetisation curve/BH- 
loop experimentally and compare the simulated spectrum to that obtained from 

the transformer current waveform. In order to facilitate these comparisons the 

magnetisation curve for the transformer was obtained by the standard O. C. test 

method [59,67]. This curve was then subjected to sinusoidal variations of flux 
linkage and the resulting current waveform analysed in the frequency domain. 

The B/H loop was obtained by a method outlined by Baldwin [68] in which the 

primary current of an unloaded transformer is plotted against the flux linkage 
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obtained from the secondary. The flux linkage is obtained by integrating the 

secondary voltage with a series RC combination. These two signals are con- 

nected to the X and Y inputs of an oscilloscope which then displays th B/H 

curve. This method assumes that the laminations of the transformer core are so 

thin that eddy current loss is negligible. The B/H characteristic obtained could 
then be approximated by two polynomials. It was noticed that the B/H loop 

observed was not symmetrical and that the positive excursions reached higher 

levels of saturation than that of the negative excursions. This would have re- 

sulted in a waveform which did not exhibit half wave symmetry, which indicates 

a significant even harmonic content [69]. This lack of symmetry is attributed 
to remanence, despite steps taken to reduce this effect. 

Several theoretical B/H loops from standard text books [59,67,52] were also 

analysed for their harmonic content when swept by a pure sinusoidal flux linkage 

so that some data outwith the transformer experiment could be examined. 

A large amount of computing time was used to compare various orders of poly- 

nomial representation for these magnetic non-linearities with that of the ex- 

perimentally obtained results. The process was in fact wholly automated for a 

specific range of polynomial powers (say 5th to 20th) and with a range of input 

flux linkages derived from voltages in the region of 200V or 230V. The program 
itself would measure the correlation between the theoretical and experimental 
harmonic amplitudes and produce a least square error value. The polynomial 

and input voltage which resulted in the smallest mean square error was then 
indicated to the user. 

In summary, this work clearly indicated that the magnetisation curve would 
only generate odd harmonics. The B/H loop, with a different polynomial for 

each half cycle, would generate both even and odd harmonics, the latter being 

of far greater amplitude, as would be expected from a waveform which did not 

exhibit exact half-wave symmetry. However by far the largest generator of even 
harmonics was a B/H loop which was unsymmetrical as would be expected from 

a transformer that exhibited the phenomena of remanence. 

As for the correlation between the experimental and theoretical harmonic am- 
plitudes the best results were obtained from two 22nd order polynomials which 

were used to represent the B/H loop of the transformer, including the dis- 
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symmetry observed. The correlation was better for the odd harmonics than 
for the even harmonics, though in general there was not one single simulation 
of the transformer's steady state magnetising current which could be said to 

accurately model that of the real magnetisation current. 

3.5 Discussion 

It is clear from the research work read and the experimental work undertaken 
that the modelling of the magnetisation characteristic will always be an approx- 
imation. Though not perfectly representative this modelling can be useful in 

that the odd harmonic content will bear some similarity to the real situation 
and in some circumstances it may result in a more realistic representation than 
that obtained by ignoring this non-linearity. 

For the induction motor it was latterly found, by experiment, that the optimum 
time to observe components indicative of rotor bar faults during the starting 
transient was in the region between half speed and operating speed. The "flux 

doubling effect" had subsided by this point in time. A slight increase in mag- 

netising inductance saturation was experienced in this region since the current, 

and hence the voltage drop across both the leakage reactance and series re- 

sistance, had reduced which in effect imposed a slightly larger voltage on the 

magnetising inductance, driving it further into saturation. 
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Harmonic -Ivl +1v1 +11 -I1 -Is +Is S. S. 

DC 117 116 103 104 82 85 54 
50 121 121 112 112 101 99 97 

100 114 114 107 106 93 92 63 

150 112 112 105 105 93 91 85 

200 108 108 103 102 89 87 85 
250 108 108 101 101 87 87 80 

300 102 102 97 96 84 81 53 
350 100 109 93 93 82 80 70 
400 95 94 88 88 78 76 49 
450 92 91 84 85 76 73 64 

500 80 82 78 78 72 69 38 

550 79 80 73 71 68 65 53 
600 67 66 67 63 64 62 34 
650 79 76 72 72 62 61 55 

Table 3.1: Harmonic Amplitudes during the first 400ms of transient vl: -very 
large, 1: -large, s: -small. S. S. :- Steady State. dB re 1.786iArms. 

Harmonic -Iv! +Iv! +I1 -I1 -Is +Is 

DC 7.2 9.3 6.5 4.5 3.0 10 
50 4.9 5.0 5.4 4.6 2.0 1.4 
100 19.1 17.6 15.3 15.8 6.8 6.8 
150 8.7 8.7 11.9 10.9 4.8 4.6 
200 16.3 17.7 17.3 15.4 7.1 7.7 
250 7.0 7.1 9.4 8.8 5.0 4.4 

300 15.7 16.3 15.5 15.0 7.8 8.3 
350 11.2 10.5 11.6 11.4 6.8 6.6 
400 13.7 13.2 13.6 13.6 7.9 8.5 
450 4.2 1.8 7.2 7.3 6.6 6.4 

500 4.5 7.0 10.6 12.3 8.0 8.7 
550 -0.4 -1.1 7.4 3.1 6.8 9.3 
600 6.7 -4.8 -0.8 6.5 7.0 
650 -2.8 -5.0 4.8 -0.4 3.4 3.0 

Table 3.2: Change of Harmonic Amplitude between first and second 400ms 

periods. Component ** below noise level 
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Harmonic 0° 90° 1800 270° S. S 

DC 120 60 120 48 54 
50 121 °94 121 95 97 
100 118 72 118 64 63 
150 114 -84 115 84 85 
200 108 67 107 56 61 
250 96 76 96 76 80 
300 98 60 98 52 53 
350 99 67 99 67 70 
400 96 54 95 40 49 
450 89 60 88 60 64 
500 

, ., 
88 45 88 42 38 

550 87 54 86 54 53 
600 81 41 80 31 37 
650 77 49 76 50 55 

Table 3.3: Harmonic Amplitude for specific switching angle. dB re 1.786jArms 

Harmonic 880 89° 900 910 92° 

DC 48 63 60 70 73 
50 94 95 94 94 95 
100 49 66 72 74 79 
150 84 84 84 84 85 
200 43 61 67 68 72 
250 75 76 76 76 77 
300 36 54 60 61 65 
350 66 67 67 67 '68 

400 29 47 54 55 59 
450 60 60 60 60 61 
500 24 39 45 47 51 

550 53 53 54 53 54 
600 19 37 41 42 46 
650 48 49 49 49 49 

Table 3.4: Harmonic Amplitude for switching angles near 90°. dB re 
1.786pArms. 
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Figure 3.2: First 400ms of inrush line current for the transformer. 
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Figure 3.3: Current waveform derived from a symmetrical B/H characteristic. 
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Chapter 4 

Wound Rotor Machine 

4.1 Introduction 

Initial experimental work on the detection of rotor faults within the induction 

motor were carried out on a test set with a wound rotor. With a wound rotor, 
access could easily be gained to the rotor circuit via the slip-rings. In this way, 
an external resistance (rheostat) could be connected to a single phase of the rotor 
circuit allowing an increase in the resistance of that one phase. This increase 

of resistance would bring about an imbalance on the rotor circuit and hence 

produce electrical, acoustic and magnetic frequency components indicative of 
that imbalance. 

The test set consisted of an 11kW 3 phase induction motor connected to a D. C. 

generator for loading purposes and is described in more detail in section 1.7. No 

switching angle control was available and this is usually the case with industrial 

machines. 

The measured rotor resistance per phase was 0.3211, and the external resistor 
could be varied between a minimum of 0.01611 to a maximum of 0.45SZ. Measurement 

of resistance was made by use of a Micro-Ohmmeter. Thus large degrees of im- 

balance could be studied. With such large imbalances effected it was hoped 

to highlight frequency components which were indicative of rotor faults. These 

components would have been far more difficult to identify had the experimen- 
tation commenced on say, a 51 bar squirrel cage rotor with one broken bar. 
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The assumption of course was that a large phase imbalance on a wound rotor 
machine would generate similar components to that of a squirrel cage rotor with 
broken bars. Such relationships had been previously shown to exist in steady 
state analysis [2,52]. 

4.2 Initial Experimental Work 

Line current waveforms were obtained mainly by use of a Hall effect sensor, 
though the output of a current transformer was available in the star-delta starter 
unit. Comparison of the waveforms obtained from both types of sensor for 
the test set in identical conditions indicated that the current transformer did 

generate slightly larger odd harmonics. It was later found that components 
indicative of rotor imbalance were best observed at the latter portion of the 

starting transient where current transformer saturation was minimal. 

Three conditions of the wound rotor machine were studied initially with external 

resistances of R., zt = 0.0,0.2 and 0.41 
, though it was later found that the 

minimum resistance of the rheostat was 0.016SZ . The line current waveform 
from a starting transient with minimum and maximum imbalance are shown 
in Fig. [4.1], where differences can be readily observed. It should be borne in 

mind that the fault level with R.. =t = 0.4SZ represents almost a doubling of the 

phase resistance, whereas to match other condition monitoring techniques any 
method based on transient analysis must be able to resolve one broken bar for 

a machine that may have 50 bars or more. It was quite evident that the results 
from time domain analysis at this point in time would have been extremely 
difficult to quantify, if at all possible. 

Performing spectral analysis on these two single transients resulted in the Am- 

plitude Spectrum shown in Fig. [4.2]. It can be clearly seen that an increase in 

the undulation of the plot between the frequencies of 12-50 Hz takes place with 
increased imbalance. Also a peak, loosely referred to as the "13Hz" peak can be 

seen to increase in amplitude with the level of imbalance. This peak is always 

observed though its frequency may differ by a few Hertz for transients obtained 
with the same level of imbalance. 
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4.3 Variance of Spectral Estimates 

Referring to Fig. [4.1], the nature of these time domain waveforms is not sta- 
tionary. It is known from steady state condition monitoring that components 
indicative of rotor faults and those indicative of static/dynamic eccentricity 
have frequencies that are functions of slip [3,4]. These components change in 

frequency as the transient progresses. The amplitude of these transient wave- 
forms are obviously not constant and this, coupled with the possible frequency 

variation means that the use of the Fourier Transform for spectral analysis 

can produce results with a high variance [70]. This may be overcome partially 
by recording a number of transients and averaging their spectral amplitudes, 
though any rigorous analysis of the value for the minimised variance would re- 
quire an accurate probability distribution of these line current waveforms to be 

calculated or obtained. 

In view of this requirement to minimise the variance of the spectral estimate, ten 

spectra of transients for any one level of imbalance were recorded for a range of 

external resistance values of 0.0552 through to 0.45Sl in steps of 0.0511. At each 
step in imbalance the ratio of the "13Hz" to 50Hz component was noted. These 

results are show graphically in Fig. [4.3]. Clearly the plot of Fig. [4.3] can be used 
to estimate the degree of imbalance (value of R,,, t) from the averaged value of 
the "13Hz"/5OHz ratio, though in general the estimates were less accurate for 

values of R,., t greater than 0.211. This was not thought to be a limitation 

since R, c., t=0.211 represents a 67% increase in the phase resistance which would 

represent a very large fault. Examining the other extremity of the graph shown 
in Fig. [4.3], it was not possible to obtain accurate control over the resistance 

values of less than 0.0511 (15% imbalance) which limited experimental work. 
More importantly the "13Hz" component would exhibit a variance in amplitude 
dependent on the point on wave of energisation. Though more transient records 

of the same fault condition could have been averaged, it was apparent that if 

ten starting transients were required to obtain a reasonably accurate estimate of 

a 15% level of imbalance, then a larger number may well be required to resolve 

say one broken bar in a 51 bar cage rotor. 

The need to start a large industrial machine on numerous occasions (say twenty 

or more) so that this technique could be applied was thought impracticable and 
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in view of the duty cycle limitation of some large machines, too time consuming. 
Also the requirement for any point on wave control was to be avoided since most 
industrial machines would be switched via a star-delta starter or direct on line. 
The cost and impracticability of having point on wave control would have been 

a serious limitation to any prospective analysis technique. 

It was concluded that some other method of processing the line current wave- 
form would be necessary which required a study of signal processing methods 
in general so that likely techniques could be identified [71,72,73] 

4.4 Wound Rotor Parameter Measurement 

In parallel with the investigation of the real line current waveforms and the 

signal processing methods available was the development of a numerical model 

of the induction motor. This model would assist in the study of the very complex 

real machine transients. It could be used to determine the influence of individual 

parameter variations on the resulting line current waveforms, but perhaps more 
importantly it could be used to indicate particular aspects of the transient 

waveform of the real machine which would merit further detailed investigation. 

In order to model the induction motor it was necessary to obtain the machine's 

electrical and mechanical parameters. The purpose of the induction motor 

model was to theoretically investigate the spectra of the line current waveforms 
for faulted conditions and use this information to assist in the diagnosis of the 

real machine. 

The parameters required were :- 

9 a# electrical parameters (2 phase model) 

"3 phase model electrical parameters 

" rotor moment of inertia 

9 magnetisation curve 

" leakage saturation curve 
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" friction/windage losses 

" core losses 

A detailed presentation of experimental values and methods is given in Chapter 
[6]. 

The aß components are those electrical parameters that are required for the 2 

phase model based on the dq axes representation of the induction motor. With 

a wound rotor, and hence access to the rotor circuit, several winding configura- 
tions are possible for the evaluation of these components [67]. These parameters 

are also identical to those obtained from the standard running light/locked rotor 
tests which result in values for the standard single phase equivalent circuit. As 

can be seen in Chapter [6], there is close agreement for the values of Lla, L2a 

and Ma from all these tests. The values of the leakage reactances on both stator 

and rotor are also obtained by these various tests. Although the total leakage 

reactance measured have close agreement the aß tests do not give results that 

equally apportion this leakage reactance between the rotor and stator. It has 

been shown previously [26] that it is the value of the total leakage inductance 

that is critical to induction motor performance and not the distribution of this 
leakage inductance between rotor and stator. This fact was clearly evident by 

use of the induction motor model where little change in response was obtained 
for large re-distributions of this parameter. 

The standstill rotor and stator resistances values Rl and R2 could be obtained 
by D. C. measurement and calculated from the above tests. The measurement 
of the rotor standstill resistance R2 proved particularly difficult since slip ring 
contact resistance was not constant with position. 

The electrical parameters (Lss, Mss, Msr, Lrr, Mrr) were required for the 3 phase 

model that was to be developed, and were obtained for the wound rotor machine 
by having all the windings of the stator and rotor open circuited with excita- 
tion being applied to only one winding at any one time. A large amount of 

experimentation was performed to obtain these parameters, which is described 

in detail in Chapter [6]. Since access to the neutral point of the rotor was 

not possible, not all the parameters required could be measured directly [67]. 

The parameters obtained by this method, when transformed to the single phase 
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equivalents had close agreement to those obtained by standard RL/LR and aß 

methods. 

The moments of inertia for several types of rotor were obtained by the method 

of trifiliar suspension [74]. For experimental control, the moment of inertia of a 
brass cylinder was also experimentally obtained, and due to its uniform density 

and simple geometry an analytical calculation was possible. Comparison of the 

two results showed that the error was less than 6%. The full test results and 

methodology are presented in Chapter [6]. 

Both the mutual saturation characteristic (magnetisation curve) and the leakage 

saturation curve were required so that these non-linearities could be incorpo- 

rated into the I. M. model. The methods of experimentation were those reported 
by Jones [67]. Two problems arose in these tests. Firstly the magnetisation 

curve could only be obtained upto rated voltage, it was not possible to apply 

sufficiently high voltage to simulate the current excursions experienced by the 

mutual inductance during transient operation. Secondly, the leakage saturation 

curve could only be obtained upto 15 Amperes, the maximum current that the 

Variac could deliver, which is substantially less than the currents flowing in 

say a full load start. In both cases the experimentally obtained curves were 

extended intuitively by examination of similar characteristics depicted in the 

literature [52,67,75]. 

Friction and windage losses have been used in previous models [30,37] though 

Ramsden et al [30] neglect the term due to its small effect and Smith et al 
[37] use a second order approximation. To estimate these friction losses, the 

machine running at approximately synchronous speed was electrically discon- 

nected and the time taken to reach a speed of zero noted. Though the run 
down characteristic was certainly not linear, a linear approximation was used. 
As found by other researchers [30] these losses are very small, being a maximum 

at synchronous speed demanding a torque of less than 2Nm. 

Core losses are normally incorporated into I. M. models as an extra torque de- 

mand from the load [27]. The core loss was measured at no-load speed and 

could be approximated by an extra demand torque of less than 4Nm. 
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4.5 Wound Rotor Machine Modelling 

The parameter values obtained were used in a2 phase dq model of the induction 

motor. The development of this 2 phase model and subsequent models are 
discussed in detail in Chapter [7]. 

It was now possible to compare results from the laboratory machine to those 

obtained from a numerical model. 

The cases of a balanced and unbalanced simulated machine have their line cur- 
rent spectra shown in Figs. [4.4] and should be compared to the real current 
spectra of Fig. [4.2]. Though there are clear differences (background noise is al- 
most non-existent in the simulation) the change in the 0- 50Hz region from the 
balanced to unbalanced case can be seen to occur in both the real and simulated 
data. 

The simulation of the leakage saturation was achieved by altering the leakage 
inductance of both rotor and stator as a function of the rrns d and q currents 
in a manner similar to that used by Lipo [24] and is described in Chapter [7]. 

Characteristics appeared in the line current spectra of the simulation due to 
leakage saturation and these could be observed in the real line current spectra. 
The most notable was the introduction of the notches above 100Hz when leak- 

age saturation was modelled, these features were always present in the real data 

as can be seen in Fig. [4.2]. One other characteristic observed in the simulation 
was an increase in both the amplitude and frequency of the "13" Hz compo- 

nent. These low frequency components are described by Hughes [18]. When 

an alternating voltage is applied to an inductive circuit the current produced 
displays an exponential decaying d. c. level. The magnitude of this decaying 

d. c. level is dependent on the phase of the voltage at switch on. In the case of 
the 3 phase I. M. the exponentially decaying d. c. levels of the stator currents, 
by transformer action, produce similar exponentially decaying d. c. biases in the 

rotor currents. The motor then acts partly as a synchronous machine, the rotor 
providing a decaying d. c. field rotating at rotor speed. The stator current is 

influenced by this field so that it's bias becomes a decaying exponential with 
sinusoidal variation. This can be seen in the envelopes of the stator current as 

an undulation of the 50Hz component in the initial stages of the starting period. 
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This results in a synchronous machine action during start up which induces 

an increasing frequency component decaying exponentially in magnitude in the 

stator windings. It was therefore possible with the use of the simulation to 
identify two components of the real line current spectra. This is an example 
of how the model was expected to aid the understanding of the very complex 
spectra obtained from the line current of an I. M. during the starting period. 

4.6 Side Band Frequency Variation 

As discussed in the section [4.3], the nature of the line current waveform during 

start up is non-stationary [70]. This is partly due to the presence of compo- 

nents which have frequencies that are functions of slip s and partly due to the 

amplitude variation of the line current waveform as a whole. 

It has been shown that the sidebands (1 + 2s) f and (1 - 2s) f associated with 

rotor bar faults in the steady state condition are also present during the starting 
transient, but of course they are changing in frequency with slip and hence time 
[1]. The origin of these sidebands is discussed in Chapter 5. At normal operating 

slip of say 3%, the sidebands, which are are situated at +2s f and -2s f around 
the 50Hz component, have frequencies of 47Hz and 53Hz respectively. However 

at the beginning of the starting transient the rotor is stationary and hence 

slip is unity. This places these two components at frequencies of 150Hz and 

-50Hz respectively. The -50Hz component is a phase shifted 50Hz component 
with respect to the fundamental 50Hz wave. As the rotor accelerates these two 

components change in amplitude and frequency. At half speed (i. e. slip=0.5) 
the lower sideband component (LSB) has moved upto 0Hz and the upper side 
band (USB) has moved down to a frequency of 100Hz. As the machine continues 
to accelerate from half speed to operating speed the LSB moves in frequency 

from 0Hz to a final value of approximately 50Hz dependent on the loading of the 

machine. The USB, during this same period, moves in frequency from 100Hz 
down to approximately 50Hz, dependent again on the loading of the machine 

and hence the final value of slip. The movement in frequency of the side bands 

is depicted in Fig. [4.5] and shows clearly the predicted frequency changes of the 

sidebands during the starting period as derived from the use of steady state 
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equations. 

If the phase of the LSB is ignored, it can be seen to move from a frequency of 
50Hz at starting down to 0Hz at half speed and upto approximately 5011z at 
operating speed. The USB moves from 150Hz at starting down through 100Hz 

at half speed to approximately 50Hz at operating speed. It would be necessary 
to track these components and measure their amplitude to assess whether they 

could be used for rotor bar fault diagnosis. 

The starting transient line current waveform is therefore a predominately 50Hz 

waveform but also contains components which vary their frequency as a function 

of slip and hence time. It is in this respect that these transient line current 
waveforms are similar to human speech which is also a non-stationary waveform. 
It seemed reasonable to assume that methods used to extract the frequency 

and amplitude content of speech as a function of time would prove useful in 

extracting data from these starting transient line current waveforms. Effort 

was now directed to the study of suitable speech analysis systems. 

4.7 Phase Vocoder Analysis 

After some research reading and discussion with project supervisors, a speech 
processing method known as the Phase Vocoder was selected as a suitable choice 
for the analysis of the line current transients. The Phase Vocoder developed 
by Flanagan and Golden at Bell Laboratories [76] has been used in speech 
processing for many years. The phase vocoder can be represented by a bank of 
bandpass filters. As components change their frequency they will pass through 
different filters in the bank and their amplitudes can be measured at the output 
of the appropriate filters. Though the original phase vocoder developed at Bell 
Laboratories was an analog electronic circuit, the technique can be implemented 

in software where it can be readily modified if required [77]. It was the latter 

method that was adopted in this research work in view of the ease with which 
filter parameters could be modified. A detailed mathematical description of the 

phase vocoder is presented in Appendix [B]. 

A software phase vocoder was developed and tested with controlled input sig- 
nals (e. g. fixed amplitude swept sinewave). The output of this process may 
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be used to construct a three dimensional plot of frequency versus time versus 

amplitude and is often referred to as a Spectogram. This three dimensional 

representation of the line current waveform allows the amplitude of a particular 
frequency component at a particular time to be evaluated, which is in effect two 
dimensional filtering. 

A large amount of data was produced by the software vocoder's filters which 

would eventually require interpretation. Though the number of filters in the 
bank was variable, it was not independent of the sampling interval and the fre- 

quency resolution. A high frequency resolution would naturally incur a long 

period of computation even for the mainframe computer used. A low frequency 

resolution would speed up computation but may not have highlighted com- 

ponents of interest. After some experimentation a suitable compromise was 

reached in which there were 64 filters in the bank, each separated by 7.811z and 
having a bandwidth of 7.8Hz. This allowed an analysis bandwidth upto 500Hz 

which dictated a sampling interval of lms or less to fulfil Nyquist's sampling 
theorem. It was known from steady state analysis that the amplitude of spectral 
components decreased markedly upwards of the fifth harmonic (250Hz) of the 
fundamental supply frequency. 

Displaying 64 channels, each containing 1024 data points in such a manner 
that components which changed both their frequency and amplitude could be 

readily identified posed considerable problems. Several different methods of 
presentation were used and even with a high resolution monitor merged into a 
blur. Small sections of the output could be displayed clearly but this defeated 

the wideband nature of the phase vocoder. Though the sidebands were expected 
to yield information on the condition of the rotor it had not been established 

at this point in time whether there were components at other frequencies which 

may well have been more sensitive to rotor asymmetry. 

It was necessary to use another dimension in the screen displays, namely colour. 
The combination of the human eye and brain is remarkably good at detecting 

differences in coloured patterns. The outputs of the phase vocoder were pre- 

sented as coloured patters on the screen where differences could be readily ob- 

served. These colour graphics plots were used to display all sixty four channels 

at once. This enabled the change in both sidebands amplitudes and the PSH 
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to be observed with increasing fault level. These graphics plots encoded the 

channel amplitudes by colour using the psychological association of colour and 
heat i. e. blue - cold - low amplitude, red - hot - large amplitude. Thus all sixty 
four channels were plotted in a colour that was related to their amplitude at any 

particular point in time. A high amplitude was encoded as red, green represents 

an intermediate level and blue a small amplitude. This made observation of the 

trends in the large amount of data produced possible. Using this method of 

graphical representation it could clearly be seen that the lower sideband was 

particularly sensitive to rotor imbalance, as had been found to be the case in 

steady state condition monitoring [2]. 

Having established that the LSB was the most sensitive component to large 

degrees of rotor imbalance during the starting transient it was only necessary 
to display the vocoder data upto 50Hz. This allowed more conventional display 

method to be used as shown by the two spectograms in Figs [4.6,4.7]. Each spec- 
togram displays the output of the first thirteen bandpass filters (channels) from 

0Hz (d. c. ) through to 100Hz in steps of 7.8Hz. Figure [4.6] is the spectogram 

of the line current waveform for the test rig in a nominally balanced condition, 

whereas Fig. [4.7] represents the rig with a 58% imbalance in one rotor phase. 
The amplitudes of the thirteen channels displayed can be seen to change with 
time as the machine runs up to speed. Clear and significant differences can be 

observed between the two cases shown. Using this technique it was possible 
to detect imbalances of 5% from a single starting transient whereas previously 

using standard FFT analysis, imbalances of only 20% or more could be detected 

from an average of ten or more spectra. 

4.8 Description of Spectograms 

The spectogram is a three dimensional plot of amplitude and frequency versus 
time. Referring to the spectograms of Figs. [4.6,4.7]. Two features not associated 
with fault mechanisms must firstly be explained. Due to the abrupt nature of the 

connection to the supply a discontinuity occurs in the line current waveform at 
start up. Abrupt discontinuities generate wideband spectra [70] so each channel 
will show some energy initially. This is indicated by the row of humps present 
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at the initial stages of each channel. The predominant component is of course 
the 50Hz supply which falls almost equally between the 46.8Hz channel and the 

54.6Hz channel. Thus both channels register the component almost equally and 
this is depicted by the two high amplitude components which stretch across the 

time axis. The amplitude of each channel is normalised so that all components 

may be viewed otherwise the 50Hz component would swamp the picture due to 
its large amplitude. 

The two sidebands associated with rotor imbalance can clearly be observed in 

Fig. [4.7]. As time progresses the sidebands change in frequency and hence move 
through the bank of channels. The energy associated with these sidebands 

can be seen as a hump progressing through the channels towards the 50Hz 

component as the machine accelerates. The LSB moves from -50Hz through 
0Hz and finally reaches approximately 50Hz, the USB moves from 150Hz down 

to approximately 50Hz once operational speed is attained. In the case of the 
LSB the phase of the waveform is irrelevant as far as the filters (channels) are 
concerned so this component is seen to start at 50Hz at zero speed and progress 
towards 0Hz at half speed. From half speed the frequency increases from 0Hz 

towards 50Hz. 

It is of interest to note that the amplitude of the LSB between half speed and 

operational speed is significantly larger than its amplitude during the zero speed 
to half speed interval. The only reference found from previous research work 

on'the amplitude of the LSB during the transient component was presented by 

Williamson [1]. In his paper is described a steady state model for the induction 

motor. This model was used with a range of values of slip to produce the 

amplitude of the LSB during the starting period. Though there is a slight 
difference in the maximum amplitude in the pre-half speed region to that of the 

post-half speed region, the amplitudes only differ by about 2%. Furthermore, 

analysis of the simulated line current waveforms from the newly developed 3 

phase model showed a similar difference in maximum amplitude to that found 

from the real line current waveforms. 

The LSB between zero speed and half speed is negative sequence and this firstly 

suggested that the nature of the supply to the induction motor may have caused 
this difference in amplitude. However the three phase model, which exhibited 
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the same phenomenon, was supplied by an infinite bus bar as no modelling of 
the supply had been undertaken. This tended to suggest that this amplitude 
difference was a characteristic of the induction motor though no succinct expla- 
nation can yet be given. This difference of maximum amplitude of the LSB was 
also observed in the 28 bar double cage and 51 slot single cage rotors. 

Since this phenomenon was unexpected and certainly not predicted a fictitious 

signal varying linearly from -50Hz to 50Hz was processed by the phase vocoder. 
This was performed to ensure that this effect was not due to some aspect of the 

signal processing. The spectogram observed showed equal amplitude in both 

regions confirming that the difference in maximum amplitude of the LSB was 
real. This amplitude difference is discussed in Chapter 5 describing the 51 bar 

rotor work where it can be used to differentiate between faulty bars and faulty 

end-rings. 

The upper side band is only seen on the spectogram of Fig. [4.7] as it passes 
from approximately 100Hz to 50Hz due to the limitations of space. This com- 
ponent can be readily observed between its starting point at 150Hz at zero speed 
through to approximately 50Hz at operational speed. 

4.9 Principal Slot Harmonics 

It has been shown in previous research work [7] that when rotor impedance 
imbalance is present, (ß-2s f) sidebands appear around the Principal Slot Har- 

monics (PSH). The frequency of these slot harmonics is given by :- 

Fpsh = {(R/polepairs) (1 - s)-}-k} fk=1,3,5, - -- (4.1) 

where 
R= 24 Winding slots on wound rotor 
k= time harmonic of stator MMF 
f= 50Hz supply frequency 

polepairs= 2 

The PSH will experience frequency variation during the starting transient and 
if we take the case of k=1 will result in two components. These will start at 
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R.. t LSB USB 
*0.016 0dB 0dB 
0.016 -0.97 -0.04 
0.042 6.6 5.0 
0.062 11.2 8.5 
0.078 14.5 11.6 
0.1 17.4 14.2 
0.12 20.4 15.3 
0.14 22.1 17.1 
0.154 23.9 18.99 

Table 4.1: dB change in measured LSB and USB energies (a 
. 
P) versus external 

resistance. * Rheostat unable to give resistance of zero fl 

+50Hz and -50Hz at standstill and increase to 650Hz and 550Hz at synchronous 
speed. Each of these harmonics will have the : F2sf sidebands associated with 
them if there is imbalance in the rotor. Figure[4.8] depicts the frequency of the 

slot harmonic with sidebands as the machine accelerates to speed. Tracking the 

sidebands of these harmonics would be extremely difficult in view of their small 
amplitude and the fact that their carrier (slot harmonic) is increasing in fre- 

quency whilst the separation between sideband and slot harmonic is decreasing. 
In view of this measurements were made of the amplitude of each slot harmonic 
including the associated sidebands. 

4.10 Test Results 

A sequence of tests was performed on the slip-ring machine with the exter- 
nal resistance increased by 4% steps upto an imbalance of 40%. At each step, 
measurements were made of the LSB, USB and PSH. These measurements in- 
dicated that the PSH data had a high variance and was not suitable for a 
diagnostic technique with the present signal processing. The LSB and USB 
however showed better correlation between the measured energy and the value 
of external resistance as indicated in Table [4.1]. 

These measurements were performed after half speed where channels 1 to 5 were 
considered the LSB (7.8 - 39Hz) and channels 9 to 13 were considered the USB 
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(70.2 - 101.4Hz). Channels 6 and 7 (46.6 - 54.6Hz) were used to measure the 

energy of the 50Hz component. With this three dimensional data it was possible 
to ignore all events before half speed thus excluding the switching noise which 

was phase dependent. It was also possible to ignore the synchronous machine 

action which can be observed as a bulge near the beginning of the spectogram 

on channels 0 and 1 (0 - 7.8Hz). 

The value obtained for the side band measurement, consisted of summing the 

square of the amplitude component for a particular channel from half speed. 
This value was then divided by the time between half speed and operational 

speed. This process was carried out for each channel associated with a side- 
band (e. g. channels 1 to 5 for the LSB) and the final figure obtained was the 

summation of all these associated channels. Various other measurements were 

obtained which included accounting for the energy in the 50Hz component, the 

ratio of the initial peak of the 50Hz component to the maximum of the side- 
bands, but none proved any more sensitive to imbalance than the method which 
resulted in the changes depicted in Table [4.1]. 

Polynomials were generated from the data in Table [4.1] which related the USB 

and LSB energies to the degree of imbalance (value of external resistance). It 

was thus possible to write a computer program which would examine a spec- 
togram and produce an estimate of the external resistance. The estimated 

results were very close (1%) to the external resistance connected to the rotor 

phase indicating a degree of repeatability. It was therefore possible to determine 

the degree of rotor imbalance during the starting transient of the laboratory ma- 

chine. 

It was necessary to gain statistical information on this application of the phase 

vocoder such as variance and its root the standard deviation. Batches of tests 

were performed at specific imbalances and the results compared. It was observed 
that the first result in any one batch had a high accuracy for the estimated 

external resistance. However subsequent records in that same batch resulted in 

poorer estimates of the external resistance as can be seen in Table [4.2]. The 

external resistance was measured before and after the experiment giving values 
of 0.0352 and 0.03411 resulting in an average value of 0.03211. 

This effect was thought to be due internal heating as more and more starts were 
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Filename R. av Re 

Vsamel 3.14e-2 3.33e-2 
Vsame2 3.28e-2. 3.31e-2 
Vsame3 2.58e-2 3.21e-2 
Vsame4 2.21e-2 2.46e-2 
Vsame5 2.92e-2 2.88e-2 
Vsame6 2.47e-2 2.56e-2 
Vsame7 2.42e-2 2.58e-2 
Vsame8 2.57e-2 2.59e-2 
Vsame9 1.98e-3 2.66e-2 
VsamelO 2.44e-3 2.74e-2 

Table 4.2: Re is the estimated external resistance using only LSB energy, Rav 

uses both LSB and USB energies. 

performed. The external resistance was a free standing rheostat with a large 

surface area exposed to the air in the laboratory. It is argued that this external 

resistance maintains a constant temperature whereas the windings within the 

rotor are enclosed and therefore increase in temperature due to the sequence of 

starts. With an increase in winding resistance, the constant external resistance 

would represent a decreasing percentage of the total resistance. 

Any new technique must be as good if not better than existing techniques and in 

view of this tests were performed to compare the steady state technique based 

on LSB amplitude change to that obtained from the phase vocoder during a 
transient start. Since this steady state technique requires that the machine 
be loaded, it was necessary to analyse a transient start at the same loading. 

In fact most of this early work was carried out on full load starts since this 

highlighted the components of interest, refinement to light load starts was to 

follow later. The machine had the external resistance changed from 4% to 10% 

(0.01652-0.03711). In each case records were taken for both transient and steady 

state on the same loading. The results indicated that the steady state technique 

registered a 3dB rise in amplitude of its lower side band: The transient technique 

indicated a 2dB rise in sideband energy (1dB amplitude). Thus the transient 

technique was less sensitive to rotor imbalance than the steady state technique, 

though further refinement was thought possible. 

78 



4.11 Discussion 

In conclusion, it was found for full load starts, that low levels of imbalance in 

one phase of a wound rotor could be detected by use of the phase vocoder. This 
data could be used to automatically predict the value of external resistance 

applied. This indicated that a diagnostic technique suitable for industrial use 
was feasible. The accuracy of the technique at that time was good only if 
long time intervals existed between tests, allowing the windings to cool to the 

ambient temperature. Several squirrel cage rotors with damaged bars were 
available within the department and initial work indicated that the data was 
independent of temperature, as anticipated. Two rotors, one with 51 bars, of 
which three were broken and the other, a 28 bar double cage rotor with one 
broken bar had spectograms of their lines currents which were very similar to 
that of the wound rotor. These similarities prompted the purchase of two 51 
bar rotors so that experimentation could continue with a sequence of broken 

bars on the same rotor. 
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Figure 4.1: Line current waveforms of, nominally balanced and with t =0.4Sl 
for wound rotor machine. 
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wound rotor machine. 
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Figure 4.3: "13Hz"/5OHz amplitude ratio versus rotor imbalance. 
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Figure 4.4: Simulated line current spectra for the balanced and unbalanced 
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Figure 4.5: Side band variation in frequency with slip. 
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Real Machine 4% Imbalance 

Figure 4.6: Vocoder spectogram of nominally balanced machine. 
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Amciitud. 

Real Machine 58% Imbalance 

Figure 4.7: Vocoder spectogram of machine with 58% imbalance. 
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Figure 4.8: Side band of PSH during the starting transient. 

87 



Chapter 5 

Squirrel Cage Rotor 

5.1 51 Bar Rotor 

5.1.1 Introduction 

The squirrel cage rotor is the most common type of rotor found in industry. 
This is mainly due to the simplicity of design and hence ease of fabrication and 
low cost of production. For machines rated at 200kW or less, the squirrel cage 
rotor is usually fabricated using the die cast process using an aluminium alloy. 
Since the cast rotor bars and end rings are fabricated in one process the unit 
as a whole is not repairable. For larger machines the bars are individually fixed 
(brazed) onto the end ring sections of the rotor and are usually made from a 

copper alloy. These rotors are serviceable and damaged bars can be replaced or 
all the bars may be replaced at specific service intervals. This second method 

of fabrication however can result in bars breaking off from the rotor into the 

air gap with possible damage to the machine as a whole but in particular the 

relatively fragile and expensive stator windings. This scenario is 
. unlikely to 

occur in the die cast rotor where the aluminium bars are within the laminated 

core and as such held by the core metal. 

The squirrel cage rotors used in this research work were all die cast 51 slot single 
cage. The method of breaking the rotor bars was to drill a small hole out of 
the core material which also removed the cast bar embedded. To obtain a high 
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resistance bar a smaller hole was drilled removing only part of the bar section. 
High resistance end rings were obtained by milling out a section of the end ring 
between two bars. 

5.1.2 Initial work 

Prior to the purchase of two 51 slot squirrel cage rotors specifically for this re- 

search project, two 51 slot rotors available within the department were studied. 
One of these rotors was balanced and the other had three broken bars. The 
following cases were studied :- 

" Balanced rotor full load start 

"3 broken bars full load start 

"3 broken bars no load start 

93 broken bars full load start (high temperature) 

In the first three cases the rotors were initially at room temperature, in the 

fourth the machine had been run on full load for an hour reaching its operating 
temperature quoted as 85°C. 

Analysis of the spectograms indicated that the ratio of LSB energy to that of 
the 50Hz component increased by 21dB for the case of 3 broken bars over the 
balanced condition. Steady state measurements were also performed on these 

two rotors which resulted in an amplitude increase of the LSB by 26dB. 

The relationship between the energy (cc V2) measured on the spectogram and 

the r. m. s. voltage measured in steady state must be taken into account before 

a meaningful comparison can be made. This can easily be implemented by 

halving the dB figures obtained for the spectogram. Thus the present analysis 

was 15.5dB (26 - 10.5)dB poorer that that of the steady state. i. e. its sensitivity 
to rotor faults was one sixth that of the steady state method. It would be 

necessary to improve the sensitivity of the analysis so that it was at least as 

good as the steady state method. 
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For the case of the rotor with 3 broken bars on full load start, at room temper- 

ature and at 85°C, there was no significant change in the LSB measurements. 
This clearly indicated independence of temperature which was a desirable fea- 

ture. Two other points to note were that the "hot" rotor condition gave more 

consistent results for each separate transient and that the USB was of signifi- 

cantly less energy that that found for the wound rotor machine. In fact the USB 

disappeared at about half speed, in contrast with the wound rotor case where 
it was still clearly observable. This was due to the differences in the leakage 

saturation characteristic for the wound and cage machines which is discussed in 

Chapter 7. 

In the case of the unbalanced rotor on no load start, the same general features 

were observed though the energy of the LSB was significantly less than that 

of the full load case. This result was the first experimental evidence that this 

technique could be applied to no load/light load testing. The ability to test 

machines under no load conditions suggested a possible edge over steady state 
techniques which required the machine under inspection to be running at least 

at 25% full load. 

At this point it was decided to concentrate on full load starts and refine the 

signal processing until results comparable to that obtained from steady state 
analysis were obtained. No load transients would then be examined. 

5.1.3 Improvement in Analysis 

The nature of the analysis of the spectogram was that the energy of channels 1 

to 5 (7.8Hz - 39Hz) were summed for the period over half speed. This excluded 
the switching noise and the synchronous machine effect occurring during the 

initial stages of the transient. The summation from half speed onwards how- 

ever included any noise in a channel before the sideband passed through and 
the noise from this point until the end of the transient. This noise was reduc- 
ing the sensitivity of the LSB measurement to almost a sixth that of the steady 

state measurements. A better method was developed whereby the computer de- 

tected the approximate half speed point by detecting a minimum in the energy 

of channel 2 which had been observed to occur in all spectograms. From this 

point the software proceeded to track the peak of the sideband as it increased 
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in frequency. This was relatively simple in that each channel was searched 
from the half speed point until a maximum was located. This maximum is of 

course the LSB passing through the centre frequency of that particular channel. 
This method eliminated much of the background noise that had previously been 

included in the measurements and also enabled tracking of the PSH. The fre- 

quency of the LSB was relatively easy to determine from the amplitude maximas 

of each channel, the centre frequencies of which were known. Having obtained 
the LSB frequency at any point in time during the latter part of the transient 

the value of slip could be determined. With this value of slip it was possible to 

calculate the frequency of the PSH at any point in time and thus measure its 

energy. Results from this improved method of processing and shown in Table 
[5.1]. 

Filename (fe/lsb)dB (fe/usb)dB (fe/psh)dB 

v5l3unl 45.8 94.7 80.2 

v513un2 45.8 91.2 80.7 
v513un3 46.1 88.7 83.1 

v513un4 46.2 89.2 80.1 

v513un5 46.5 90.5 81.0 
Average 46.08 90.86 81 
StndDev 0.3 2.36 1.2 

v5lball 96.8 102.7 68.7 

v51bal2 97.1 101.6 67.7 

v51bal3 93.7 98.8 69.2 
v5lbal4 96.9 96.1 68.7 

v5lbal5 98.9 96.8 67.8 
Average 96.7 99.2 68.4 
StndDev 1.9 2.9 0.6 

v513h1 46.1 90.5 82.0 
v513h2 45.9 90.5 82.6 

v513h3 46.0 89.4 78.6 

v513h4 46.0 88.3 80.6 

v513h5 46.1 89.3 79.4 
Average 46.0 89.6 80.6 
StndDev 0.1 0.92 1.7 

Table 5.1: Results of improved Vocoder processing for balanced (v51bal*), 3 
broken bars (v5l3un*) and hot rotor with 3 broken bars (v513h*). 
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Halving the numbers in Table [5.1] gives results suitable for comparison with 
the steady state amplitude values. This results in an increase of 26dß for the 
LSB measurement for the transient case which agrees exactly with the increase 

observed in the steady state case. This is unusual as subsequent sets of tests 
did show that both methods gave results which would fluctuate slightly for the 

same fault condition giving rise to differences of about 2dB. 

5.1.4 USB and PSH Components 

Table [5.1] also indicates that the USB and PSH show amplitude changes of 4dB 

and 6dB respectively, substantially less sensitive than the LSB of 26dB. Apart 

from the lack of sensitivity of the USB to the rotor fault level, it has a high 

variance. This is thought to be a function of the switching angle which dictates 

the initial effect of saturation. It has been shown in steady state theory that the 

effect of saturation or imbalance of the supply is to generate a third harmonic 

of slip which contributes to the amplitude of the USB [2]. On this basis and 
that of the observed variance in the experimental work it was concluded that 

this USB component was not suitable for reliable diagnosis without considerable 

effort and control. 

There are several factors which cause the appearance of the USB, namely, speed 

variation, oscillating load torque, 3'd harmonics in the supply and imbalanced 

supply voltages. In the case of a rotor impedance imbalance, the high resistance 

phase or bar cannot contribute its normal torque and hence the average torque 

developed by the whole machine is oscillatory in nature. An oscillating torque 

gives rise to an oscillating speed which in turn modulates the line current. This 

has the effect of reducing the amplitude of the LSB and producing an USB 

component [6]. The USB can also be generated due to the negative sequence 

component of the applied voltage present if there is an imbalance in the supply 

allowing 3rd harmonic currents to flow. Measurement of the supply voltages 

showed than a difference of upto 12dB could exist between the 3'd harmonic 

content of the lines. 

The PSH (k=+1) can be used to indicate rotor imbalance, however as with 
the USB the resolution is poor (6dB amplitude change). The PSH can only be 

measured accurately after the LSB had been tracked and this seemed pointless 
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in view of the sensitivity to imbalance of the LSB. 

5.1.5 LSB Amplitude during Transient and Steady State 

It is of interest to compare the amplitude of the LSB in both transient and 

steady state conditions. In steady state, on full load, with three broken bars on 
the rotor the LSB amplitude was in the region of 11mA r. m. s. (Fill load current 
19Amps). In the transient case the peak amplitude after half speed for the LSB 

as it passes through the vocoder channel number 3 (23.4Hz) is approximately 
1.1 Amps peak. Thus a highly observable component exists during the starting 
transient period which has a large signal to noise ratio and this of course is a 
desirable feature. It should be borne in mind at this time that it is the change 
in the component of interest that dictates the fault resolution rather than its 

absolute magnitude. 

5.1.6 Rotor Acceleration 

An interesting result was observed with this refined processing method. This 

method detected half speed by analysis of the minimum in channel number 2 
(15.6Hz) and from that point in time tracked the frequency of the LSB. As 

a matter of course the time taken to reach the maximum amplitude through 

each of channels 3 and 4 (T3, T4) was noted and from this it was clear that 

a machine with broken bars accelerates to speed in less time than that of a 
balanced rotor. The measured time included the constant delay in the vocoder 

channels of 256ms. Figures [5.1,5.2] show the line current waveform for full load 

starts with no broken bars and three broken bars. The unbalanced rotor in this 

case reaches operation speed in about 50ms less than the time taken by the 

balanced rotor. The rotational inertia of the rotor is not thought to be changed 

significantly by the small holes bored out to break the bars. Thus the energy 

required to accelerate the rotor to speed in both cases must be similar. The 

power dissipated in the 3 broken bar case must be increased since the time taken 

to reach operating speed is reduced. This will cause an increase in the J2R losses 

over that of the balanced machine. It has been shown by Gaydon [4] that rotor 
bars tend to fail in groups and that once a bar breaks the adjacent bars are more 
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likely to fail. This has been indirectly observed in this research project in that 

a damaged rotor will cause IHR heating to increase and presumably increase 

metal fatigue within the machine. 

A similar trend was observed for the wound rotor machine in that a higher 

external resistance in one phase rotor reduced the run up time. Increasing the 

resistances in all three phases is a standard technique for for increasing starting 
torque [52]. The torque speed characteristic is moved by the inclusion of these 

resistors so that more torque is available in the early stages of the run up and 
less at operational speed. The observed effect is thought to be simply due to 

a phase (or apparent phase in cage rotor) having its characteristic changed so 

more torque is available between standstill and half speed. It is of interest to 

note that the induction motor models did not exhibit this response with a single 
high resistance rotor phase as discussed in Chapter 7. 

It has also been observed that at any one fault level there is still a variation in 

the time taken to reach half speed and this is thought to be dependent on both 

switching angle and initial rotor position. These effects were to be investigated 
later by experimental observation and use of the newly developed 3 phase I. M. 

computer model. 

5.2 Advanced Work on Cage Rotors 

Two 51 bar squirrel cage rotors were purchased to extend the range of fault 
levels studied. A number of rotor conditions were investigated during both full 
load and no load starts. These conditions are itemised below :- 

9 balanced rotor 

" rotor with one high resistance bar 

" rotor with one broken bar 

" rotor with one broken bar and rotor position control at start 

" rotor with one broken bar and static airgap eccentricity 

" rotor with two broken bars 
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" rotor with three broken bars 

" balanced rotor with high resistance end-ring 

Ten starting transients, on full load and no load were performed on the new 51 
bar balanced rotor as were the standard running light/locked rotor tests. This 
data would be used as a reference for the faulty conditions to be examined later 

and for use in the computer model. 

The first fault level to be studied was of a single high resistance bar in the rotor. 
Some experimental work was carried out on a "control bar" to compare the 
theoretical increase in resistance expected by drilling out holes in the bar with 
the measured increase in bar resistance. This control bar was not of the same 

shape nor made of the same material as the rotor bars but served to compare 
theoretically predicted and measured increases in resistance. It was found that 

small holes widely separated had better correlation between the theoretical and 
measured increases in bar resistance. Based on the results from the control bar 

experiment, four widely separated, 5.5mm diameter holes were drilled out of a 
single bar within the rotor. The diameter of bars was 6.985mm which meant 
that a substantial portion of the cross sectional area of the rotor bar had been 

removed, but not open circuited completely. 

Ten transient starts for both full and no load were recorded and processed 
with the phase vocoder. Differentiation between the healthy rotor and rotor 

with high resistance bar was not possible for the no load start. The inherent 

variation (noise) obtained from the results of the healthy rotor was sufficient 
to mask the presence of the high resistance bar. It was quite apparent from 

the results that the present signal processing and extraction techniques were 

not suitable for small fault levels on no load starts. In view of this only the 

third and fourth channels (23.4 - 31.2Hz) of the vocoder were used to determine 

fault level. It was known from experimentation on full load starts that the 
LSB component reached a maximum in or around this frequency range. This 

was certainly observed to be the case with the initial work on a 51 bar rotor 
having three broken bars. The analysis had thus been simplified to observing 
the output of only two of the sixty four vocoder channels available. Further 

more, the vocoder output was changed from one proportional to the energy of 

a channel to one which was proportional to the amplitude. This allowed direct 
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comparison between steady state and transient results. The wideband nature of 
the phase vocoder was no longer required and in fact became an inconvenience 

due to its numerically intensive solution, requiring much time to perform. 

The implementation of a much simpler processing technique using finite impulse 

response (FIR) bandpass filter was then undertaken. 

In the meantime experimental work continued to be processed with the phase 

vocoder. The results for the balanced rotor condition are shown in Table [5.2]. 

Filename T3 A3 T4 A4 

Vselnll 596 4.1 643 3.0 
Vselnl2 640 2.9 644 3.7 
Vselnl3 596 2.4 644 4.9 
Vselnl4 620 2.4 670 3.3 
Vse l nl5 539 2.7 587 2.3 
Vselnl6 552 1.8 598 1.1 

Vselnl7 * * 641 4.7 
Vselnl8 608 2.9 

Vselnl9 654 4.2 681 2.7 
Vseln110 585 4.1 632 3.2 

Table 5.2: Time of maximum (T)ms and amplitude (A) after half speed for 

vocoder channels 3 and 4 for a balanced 51 bar rotor, no load start. * unob- 
servable components. 

Thus for the balanced rotor, averages and standard deviations for channels three 

and four are respectively 3.06,0.87 and 3.2,1.17. These figures relate not only 
to the condition of the rotor but also to the background noise and in some cases 
(* entries in Table [5.2]) were not of sufficient magnitude to be observable. The 

rotor of course cannot be perfectly balanced and the peak of the LSB could 

only be observed during the full load start, this inherent imbalance due to the 

manufacturing process can also be observed in steady state analysis. 

Observing again only the third and fourth channels of the phase vocoder the 

results of Table [5.3] were obtained for the. case of the high resistance bar con- 
dition. 

Thus for the rotor with a high resistance bar, averages and standard deviations 

for channels three and four are respectively 8.3,1.25 and 6.4,1.2. The high 

96 



resistance bar in the'rotor can clearly be identified from this technique from the 
line current waveform of a no load start. 

All experimental work to this point had not exercised control over the initial 

position of the rotor. Twenty more records were taken with the high resistance 
bar fault on no load start. In each case the rotor was moved to a specific starting 

position before the motor was switched on. Despite the initial rotor position 

control, there was still a variation in the time taken to reach half speed. The 

angle of switching of the supply was thought to be a likely cause so the phase 

of switching was also noted. Two records of the twenty were switched at the 

same angle though there was still a difference of 10ms as to when the peak 

passed through the 3rd channel. Thus with similar initial rotor starting angle 

and phase of switching there still appeared to be other factors influencing the 

run up time of the machine. The sampling of the line current waveform was at 
lms and this results in a minimum phase resolution of 18°. This could certainly 
be a source of error, however remanence and non-simultaneous switching could 

also be contributory factors. It was imperative for simplicity to have a diagnosis 

technique which was independent of all these factors. 

Computer simulation of the induction motor with variable switching angle and 

with a range of initial rotor starting positions is discussed in Chapter 7. 

5.2.1 Rotor with One Broken Bar 

The next fault condition studied was for a rotor with one broken bar. Ten 

records for both full load and no load starts were taken. Work presently con- 

centrated on the no load conditions since they were more difficult to determine 

due to the smaller sideband component. These results are presented in Table 

[5.4]. 

The average and standard deviation for channels three and four on the vocoder 

are 10.7,1.4 and 7.7,1.38 respectively. Comparison of Tables [5.2] and [5.4] show 
that the maximum amplitude passing through channels three and four show a 

marked increase for the one broken bar condition over that of the balanced 

condition. 
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5.2.2 Static Airgap Eccentricity 

It was necessary to determine if any inherent static airgap eccentricity within 
the machine could lead to an erroneous diagnosis. In view of this ten records 
for both full load and no load were taken using the rotor with a single broken 

bar. In addition 60% static airgap eccentricity was introduced into the machine 
by offsetting the position of the stator with respect to the rotor by use of 

calibrated metal spacers. Static airgap eccentricity has been shown to increase 

the amplitude of the PSH (3]. The processed results for the single broken bar 

plus static air gap eccentricity no load case are shown in Table [5.5]. 

It can be seen that the introduction of 60% static airgap eccentricity has made 
little difference to the results over those for the single broken bar rotor without 

eccentricity. 

No rotor of this type was available with dynamic airgap eccentricity. It has been 

shown that the introduction of dynamic eccentricity generates new frequency 

components in the line current spectrum [3]. The frequency of these components 
is given by :- 

Fpsh = {((R-}-nd)/polepairs) (1- s)+k} f (5.1) 

where 
R= 24 Winding slots on wound rotor 
k= time harmonic of stator MMF 

nd= harmonic value of dynamic eccentricity wave 
f= 50Hz supply frequency 

polepairs= 2 

For the case of the fundamental stator MMF harmonic (k=1) and fundamental 

harmonic of the dynamic eccentricity wave (nj=1), four frequency components 

are generated. Two have frequency values of 50Hz for unity slip rising to 675Hz 

and 625Hz respectively at synchronous speed. The other two have frequency 

values of -50Hz for unity slip rising to 575Hz and 525Hz at synchronous speed. 
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5.2.3 Summary of Vocoder Results 

In summary, the average results of the preceding tests are shown in Table [5.6]. 

From Table [5.6] it can be seen that there is an increase in the LSB amplitude of 
10.8dB for the single broken bar condition over that of the balanced condition. 
The single broken bar case with and without static airgap eccentricity shows 
little difference of maximum amplitude. Since the level of eccentricity is 60%, 
it is assumed that the inherent levels in operating machines will normally be 

substantially less than this. On this basis it is clear that static airgap eccentricity 
should not confuse the present diagnostic method. 

In the case of the high resistance bar (supposedly 10%), it is clear that the 
fault level is almost as severe as the single broken bar condition. This was also 
found to be the case in steady state analysis indicating, despite the control bar 

experimentation that the fault level may well be larger than a 10% increase in 

a bar's resistance. However the sensitivity of the LSB was later found to be 

largest for smaller degrees of imbalance and without further experimentation it 

is difficult to quantify this level of fault. 

5.2.4 Application of FIR Bandpass Filter 

By this time the software to implement a FIR bandpass filter by convolution 
had been completed. The detail of this signal processing method is presented in 

Appendix C. The phase vocoder was now superseded by this simpler and more 

versatile processing method. Some time was spent optimising the filter parame- 
ters for this study. If the bandpass filter was incremented in 1Hz steps between 

0-50Hz the diagrams shown in Figs [5.3 and 5.4], which like the spectograms, 
display amplitude versus frequency versus time, are obtained for the waveforms 

of Fig. [5.1,5.2]. These diagrams show the track of the LSB as the transient 

progresses if a rotor fault is present. These diagrams are plotted up-ended for 

reasons of spacing and should be viewed with the label or page number to the 

left. The transient starts at the left side (standstill) and progresses to the right 

where operational speed is reached. Each line represents a 1Hz increase in fre- 

quency from the bottom of the diagram starting at 1Hz. Amplitude is shown in 

the conventional manner with a peak having a larger amplitude than a trough. 
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The LSB component can be seen to move in frequency from 50Hz to 0Hz and 
then from 0Hz up towards the 50Hz component. 

Of course it was not necessary to perform all fifty filtering operations for a 
diagnosis, though the resulting diagrams were initially helpful in selecting ap- 
propriate areas of interest. All that is required for the purposes of diagnosis is 

a filter which will intercept the LSB when it peaks. There were several con- 
siderations in the selection of the filter parameters and centre frequencies, for 
instance, the peak amplitude of the sideband was at 15Hz. The use of a filter 

with a centre frequency of 15Hz however was not optimal since there was a 
large variance in the results. The bandwidth of the filter used could also create 
problems, too small a bandwidth and the filter would ring, corrupting the data. 
Eventually the two centre frequencies of 21Hz and 24Hz were selected for each 
filter. It was not imperative to observe the output of two filters, however it 

was thought prudent to observe the LSB at two points in case any unexpected 
results occurred. 

A typical output from one of these filters for both the balanced and faulted 

rotor is shown in Fig. [5.5]. The two plots shown in Fig. [5.5] are in fact one 
slice of the diagrams shown in Figs. [5.3,5.4]. Referring to Fig. [5.5], the initial 

peaks occur at switch-on. In the case of the faulted condition two subsequent 
peaks can be observed. There are therefore three clearly observable peaks from 
the demodulated output of the 21Hz filter. The second peak is the LSB passing 
through 21Hz on its way from 50Hz to 0Hz at half speed. The third peak is the 
LSB being intercepted on its way from 0Hz to 50Hz during the post half speed 
region. It is the third peak of these full load starts which is used to indicate the 
degree of fault level. 

For the case of no load starts, the LSB is smaller in amplitude and the whole 
transient period is shorter as shown in Fig. [5.6] for the case of one broken 
bar. The demodulated output of the 21Hz filter for the conditions of balanced 

and one broken bar are shown in Fig. [5.7] for no load starts. As with the full 
load start a large peak occurs at switch-on. However in the faulted case only a 
second peak can be observed and this is the LSB in the post half speed region. 
The LSB in the pre-half speed region has such a low amplitude that it is not 
visible. It is the second peak that is used to diagnose the fault level in the rotor 
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for no load starts and two typical sets of results are shown in Tables [5.7,5.8] 

for both the 21Hz and 24Hz filters. Averages for these results are presented in 
Table [5.9]. 

5.2.5 FIR Processing of Multi-Bar Faults 

This FIR filtering method of analysing the line current waveforms detected a 
change of amplitude in the 21Hz filter of 11.4dß between the balanced and single 
broken bar conditions. This was a slight improvement over the best results that 

were obtained from the phase vocoder which only detected a 10.8dB change 
between these two same conditions. However the FIR method had a major 
benefit in that it required a fraction of the processing time used by the phase 
vocoder. The signal processing necessary had thus been substantially reduced. 

All the broken bar conditions indicated at the beginning of this Chapter were 
now reprocessed/processed using this FIR technique plus the case of an identical 
type of rotor with ten broken bars. The averages for these fault conditions, 
for both cases of no-load and full-load start using a 21Hz bandpass filter are 
presented in Table [5.10] and the change of the component of interest in Table 
[5.11]. 

The results of Table [5.11] are shown diagrammatically in Fig. [5.8]. This graph 

shows that the change in the LSB amplitude is greater for full-load starts than 

that of no-load starts. The full-load conditions for both transient and steady 

state show similar sensitivity to imbalance upto two broken bars where they 
diverge slightly. It does appear from the data set that the transient analysis has 

a better sensitivity for full load conditions with greater than two bars broken. 

This is not thought to be an advantage since these numbers of broken bars are 

considered large faults which would ideally be detected and corrected before 

reaching these levels. For the no-load transient results which also have their 

standard deviations indicated (Fig. [5.8]), there is a clear separation between 

the rotor fault levels. As with steady state results, progressively more broken 

bars result in smaller increases in the component of interest with maximum 

sensitivity conveniently at the low fault level condition. 

The results from the other experimental conditions studied are presented in 
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Table (5.12]. The rotor had a single broken bar in all cases apart from the high 

resistance bar experiment. 

In order to asses the influence of initial rotor position, ten transients were 

recorded for each of the rotor starting angles indicated in Table [5.12] under 

no-load starting conditions. As can be seen from the results the initial rotor po- 

sition does not adversely affect the diagnosis. None of the values measured fall 

outwith the standard deviation of the no-load, single broken bar average result 

obtained from Table [5.9] for a starting position of 0°. (10.25dB - 12.5dB) 

5.2.6 High Resistance End-Rings 

As to be discussed in Chapter 7, concern was expressed about the representation 

of the end-ring sections by the three phase model. This suggested that high 

resistance end-rings could not be simply considered as high resistance bars and 

as such should manifest themselves differently. Steady state techniques do not 

presently differentiate between bar and end-ring faults, instead a measure of 
the condition of the rotor called the broken bar factor (BBF) is presented. 
Nevertheless experimentation was carried out using an otherwise healthy rotor 

which had a small cross section of one end-ring removed. This resulted in a high 

resistance end-ring section between two bars. The subsequent signal processing 

gave rise to Fig. [5.9] where the sideband component can be clearly observed. 

For comparison Fig. [5.10] represents the two broken bar condition. The max- 
imum amplitude of the LSB in the post half speed region is similar to that 

obtained for the high resistance end-ring condition, the very reason that the 

two broken bar condition was chosen for comparison. However if the diagrams 

of Fig. [5.9] and Fig. [5.10] are compared in the pre-half speed region, it can be 

seen that the LSB is much more prominent for the end-ring fault. Comparison 

of the ratio of the two side band peaks in the pre- and post half speed regions at 
the frequency of 21Hz shows that the high resistance end ring condition results 
in a lower sideband peak that is 13% higher than the case of two broken bars. 

Thus differentiation between end-ring faults and bar faults may be possible 
but more importantly this result clearly indicated that the rotor modelling 

was inadequate. Interest had been expressed by industry on the ability to 

102 



differentiate between bar and end-ring problems, since it is apparently well 
known that end-ring failures cause less problems than bar failures. 

5.3 Discussion 

In conclusion, a method has been devised to indicate the number of broken 
bars within a rotor by analysis of the line current waveform during the starting 
transient. This method has been tested for the laboratory machine having a 
squirrel cage rotor and shown to be independent of :- 

" point on wave switching 

" initial position of the rotor 

" temperature of machine 

. large values of static airgap eccentricity 

However the present diagnostic technique only applies to the laboratory ma- 
chine. With the laboratory machine faults could be introduced and components 
of interest measured. No theoretical prediction has been established to relate 
the amplitude of the LSB to the level of fault, though attempts were made using 
the models. 

If this technique were to be applied to a wide range of machines then some 
method must be found to relate the LSB to fault level. This data could be 

obtained in two ways, either by acquiring information on a wide variety by 

experiment or deriving a prediction from a mathematical model. The first option 

would possibly take some years before sufficient information were obtained. For 

example, some present steady state techniques were developed from knowledge 

accrued over ten years comprising of data from over two thousand machines. 
The second option was investigated and though the 3 phase model did exhibit 

a similar response to rotor faults as with that of the real machine, it is not at 
the present time considered sufficiently developed to predict the LSII amplitude 

peak of an arbitrary machine with rotor bar faults. 
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Filename T3 A3 T4 A4 

Vselnhil 408 9 441 6 
Vselnhi2 424 8 472 5 
Vselnhi3 452 6 443 5 
Vselnhi4 446 7 448 7 
Vselnhi5 433 9 460 6 
Vselnhi6 438 10 456 8 
Vselnhi7 419 8 448 7 
Vselnhi8 390 8 476 8 
Vselnhi9 422 10 451 7 

Vselnhil0 416 8 436 5 

Table 5.3: Time of maximum (T)ms and amplitude (A) after half speed for 

vocoder channels 3 and 4 for the condition of a high resistance bar, no load 

start. 

Filename T3 A3 T4 A4 

vselnlbl 430 10.7 448 7.6 

vselnlb2 393 9.2 424 9.4 

vselnlb3 392 8.8 433 9.5 
vselnlb4 404 9.7 440 8.8 

vselnlb5 417 11.9 460 5.6 

vselnlb6 412 10.7 454 8.0 

vselnlb7 398 12.4 425 5.9 
vselnlb8 400 9.5 433 8.3 

vselnlb9 412 13.0 459 6.5 
vselnlb0 416 10.7 422 7.3 

Table 5.4: Time of maximum (T)ms and amplitude (A) after half speed for 

vocoder channels 3 and 4 for the condition of one broken bar, no load start. 
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Filename T3 A3 T4 A4 

vselnlbel 419 10.9 448 7.6 

vselnlbe2 443 10.9 452 7.6 

vselnlbe3 430 10.4 451 8.3 

vselnlbe4 440 11.5 451 8.5 

vselnlbe5 388 14.5 460 6.5 

vselnlbe6 427 10.9 451 6.5 

vselnlbe7 419 11.2 459 6.8 

vselnlbe8 424 10.4 459 8.0 

vselnlbe9 424 11.9 454 6.5 

vselnlbe0 416 10.0 441 9.2 

Table 5.5: Time of maximum (T)ms and amplitude (A) after half speed for 

vocoder channels 3 and 4 for the condition of one broken bar and 60% static 
airgap eccentricity, no load start. 

Condition A3 SD3 A4 SD4 A3dB. 

N. L. Balanced 3.06 0.87 3.2 1.17 0dB 

N. L. Ili-Res. 8.3 1.25 6.4 1.2 8.7dB 
N. L. 1 Bar 10.7 1.7 7.7 1.38 10.8dB 

N. L. 1Bar+S. E. 11.26 1.3 7.6 0.96 11.3dB 

Table 5.6: Comparison of channel three and four maximum amplitude for fault 

conditions on no load start. Column six expresses A3 changes in dB re balanced 

condition. 

Filename 21IIz 2411z 

wselnll 0.0071 0.0049 

wselnl2 0.0053 0.003 

wselnl3 0.0046 0.0026 

wselnl4 0.0031 0.0037 

wselnl5 0.0028 0.0031 

wselnl6 0.0027 0.0021 
wselnl7 0.0031 0.0046 

wselnl8 0.0039 0.0030 

wselnl9 0.0038 0.0048 
wseln10 0.0048 0.005 

Table 5.7: Second peal: amplitude at 21Hz and 24Hz for balanced rotor on 

no-load start. 
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Filename 21Hz 24Hz 

wselnlbl 0.0149 0.0139 

wselnlb2 0.0126 0.0118 

wselnlb3 0.0122 0.0117 

wselnlb4 0.014 0.0122 

wselnlb5 0.0169 0.0144 
wselnlb6 0.0163 0.0134 

wselnlb7 0.0178 0.0155 
wselnlb8 0.0146 0.0121 

wselnlb9 0.0175 0.0162 

wselnlbO 0.0160 0.0136 

Table 5.8: Second peak amplitude at 21Hz and 24Hz for rotor with one broken 
bar on no-load start. 

Condition 21112 24Hz 

Balanced 0.00412,1.37e-3 0.00368,1.07e-3 

Broken Bar 0.01528,1.95e-3 0.01348,1.57e-3 
Ratio 11.4dB 11.3dB 

Table 5.9: Average, Standard deviation and ratio for the no-load case. 

Condition Transient F. L. Transient N. L. Steady State 

Balanced 0.0038 0.0041 -69.9dB 
1 Broken Bar 0.0214 0.0153 -54.8dB 

2 Broken Bars 0.0553 0.0359 -47.0dB 
3 Broken Bars 0.0899 0.0596 -44.4dß 
10 Broken Bars * 0.167 -41.3dB 

Table 5.10: Measured amplitude of significant component for a range of broken 
bar conditions. dB reference lVrms. * not acquired due to potential damage 

caused. 

Condition Transient F. L. Transient N. L. Steady State 

Balanced 0dB 0dB 0dB 
1 Broken Bar 15.0 11.5 15.1 

2 Broken Bars 23.0 18.8 22.9 
3 Broken Bars 27.5 23.3 25.5 
10 Broken Bars - 32.0 28.6 

Table 5.11: Relative change for the component of interest with respect to the 
balanced condition. 
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Condition Transient F. L. Transient N. L. Steady State 

60% Static Eccentricity 14.9dB 10.5dB - 
45° Rotor Position - 11.4 - 
90° Rotor Position - 11.4 - 
180° Rotor Position - 10.5 - 
270° Rotor Position - 10.4 - 
315° Rotor Position - 11.0 - 
High Resistance Bar 12.6 8.7 12.0 

Hi Res. End-Ring 23 19.5 23 

Table 5.12: 
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Figure 5.1: Line current waveform balanced rotor. Full load start. 
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Figure 5.2: Line current waveform 3 broken bars. Full load start. 
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Figure 5.3: FIR plot from line current waveform with balanced rotor. Bill load 

start. 
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Figure 5.4: FIR plot from line current waveform for rotor with 3 broken bars. 

Full load start. 
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Figure 5.5: Demodulated output of the 21Hz filter for the case of balanced (top) 

and 3 broken bars. Full load start. 
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Figure 5.6: FIR, plot from line current waveform for rotor with one broken bar. 

No load start. 
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Figure 5.7: Demodulated output of the 21Hz filter for the case of balanced (top) 

and one broken bar. No load start. 
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Figure 5.8: Change in amplitude of LSB versus number of broken bars. 
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Figure 5.9: FIR plot of line current waveform with high resistance end-ring. 
Fall load. 

116 



Figure 5.10: FIR plot of line current waveform with 2 broken bars. Full load. 

117 



Chapter 6 

Machine Parameter 

Determination 

6.1 Introduction 

In order to model the induction motor (specifically the test rig) it was neces- 
sary to obtain the parameter values by experiment. The experimental procedure 
used to determine the induction motor's parameter values follows closely that 
described by Jones [67]. Jones shows that measurements made on individual 

windings of the three phase machine can be used to obtain the equivalent two 

phase model parameter values (a/Q inductances). These two phase model pa- 
rameters can also be obtained by arranging the connections of the real machine's 
windings in various configurations (Alpha/Beta tests). Finally, it is shown that 
the Standard Locked rotor and Running light tests give rise to the a/, 8 induc- 

tances directly and without the complexity of connecting the machine's windings 
in special configurations. 

The parameters required were :- 

" magnetisation curve 

" leakage saturation curve 

" aß electrical parameters (2 phase model) 

"3 phase model electrical parameters 
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" rotor moment of inertia 

" friction/windage losses 

" core losses 

6.2 Wound Rotor Machine Parameters Obtained 

by Experiment 

6.2.1 Magnetisation Curve 

The experimental data and calculated results are shown on Tables [6.1] and 
[6.2]. The rotor was deliberately left open circuit so that a comparison with 
the Running Light test could be made. In the Running Light test the rotor is 

assumed to be open circuit, but in this test the rotor was open circuit. Despite 

being open circuited the rotor would tend to rotate and had to be locked. The 

torque developed was only just sufficient to overcome friction and this effect 
is thought to be due to eddy currents induced within the rotor laminations. 

It was not possible to apply a sufficiently high voltage to simulate the high 

current excursions this magnetising reactance experiences during the switching 
transient. 

As expected the core losses are a function of the applied voltage and the value 

of Magnetising Inductance at the operating voltage (435V Line/250V Phase) 

is 354 mH, the measured inductance being 366 mH which includes 12mH for 
leakage. 

6.2.2 Leakage Saturation Curve 

Two sets of saturation data were obtained as indicated in Tables [6.3] and [6.4]. 

These were in effect a sequence of Locked Rotor tests performed at different 

current levels. The results are presented in Table[6.5] where the Leakage Induc- 

tance is calculated at a number of current steps upto 15 Amperes, the maximum 
the supply Variac could deliver. The results show the trend indicated by [67] 

in that there is an initial increase in leakage inductance, which in this case 
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occurs for currents upto about 6 Amperes. When the current increases above 
this level the leakage inductance starts to fall and by 15 Amperes the value has 

dropped to that obtained at 0.25 Ampere. It was not possible to increase the 

current above 15 Amperes though this curve was extended by examination of 

other saturation curves. This intuitive extension amounts to a slowly decreasing 

value for leakage inductance from 9 mH at 15 Amps to 6mH at 10OAmps as 
indicated in Fig. [6.1]. This data was used to create polynomials which adjust 
leakage inductance in the simulation programs. The leakage is assumed to be 

equally apportioned between stator and rotor. These tests were performed on 
the stator side and hence the rotor leakage is obtained by dividing by the square 

of the turns ratio (Nsr). 

6.2.3 Stator/Stator Inductances 

This measurement is primarily to obtain values for the Three Phase Model of 
the Induction Motor. All the combinations possible of the Stator Inductances 

were examined by energising the three phases in turn and taking measurements 

on the other two phases. This allowed the assumption that the stator windings 

were balanced to be verified. The measurements are indicated in Tables [6.6] 

to [6.11] and the calculated results are presented in Tables [6.12] to [6.14] for 

the range of current values. For an ideal machine with uniformly distributed 

windings and no leakage, the mutual coupling between stator phases (Mss) 

would be cos(1200) (i. e. -0.5) times the Self Inductance (Lss) of a stator phase 
due to the angular displacement of the stator coils. Thus the theoretical value 

expected for the mutual coupling (Mss) is -zLss which gives the values of 124.5 

mH and 127 mH for the averaged 1 and 3 Ampere cases. The leakage is therefore 

the difference between the expected and measured values of Mss. This results 
in values of 11.5 mH (124.5 - 113) and 11mH (127 - 116) for the leakage at 3 

and 1 Amperes respectively. 

Average values at 3 Amps 
Lss = 249 mH 
Mss = -113 mH 
Average values at 1 Amp 
Lss = 254 mH 
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Figure 6.1: Leakage inductance versus phase current 
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Mss = -116 mH 
Lla = Lss - Mss 
At 1 Amp L1a = 370 mH 
At 3 Amps Lla = 362 mH 

Subtracting the stator/stator mutual inductance from the self inductance (Lss - 
Mss) results in the Alpha and Beta inductances [67]. Thus the 1 and 3 Ampere 

averages give a value of 370 mH (254 + 116) and 362 mH (249 + 113) for 

the stator alpha inductance. This alpha inductance should agree with the self 
inductance obtained using the standard Locked Rotor / Running Light tests 

when using the single phase equivalent circuit representations in the calculation. 

The measurement of stator/stator inductances gave the following approximated 

results: - 
Lss = 249 mH 
Mss = -113 mH 
La = 362 mH 
Stator/stator turns ratio (Nss) = 2.2 
Stator Leakage inductance = 11 = 11.5 mH 

6.2.4 Alpha Beta Winding Tests 

The Alpha Beta values of inductance may also be determined directly by con- 

necting the stator and rotor windings in various configurations [67]. The exci- 
tation can be applied on either stator or rotor to determine the self and mutual 
inductances. The experimental results are shown in Tables[6.15] to [6.19] along 

with the particular winding configuration indicated in Fig. [6.2]. For the ex- 

cited winding the quantities of voltage, current and power (V1, I1, W1) were 

measured. On the secondary the voltage (V2) was measured and in addition a 

second wattmeter (W12) reading is taken with its current coil in the primary 

circuit (Il) and its voltage coil connected across the secondary terminals (V2). 

The value read on wattmeter W12 represents the iron loss. 

In all cases the rotor was manually rotated until the voltage reading of V2 was at 
a maximum. The tests performed on these circuits, result in a mutual and self 
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NC 

(b) 

Figure 6.2: aß winding configurations 
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inductance which then has to be scaled by a factor dictated by the particular 
circuit configuration. Only the first set of results from each batch in Tables 
[6.15] and [6.19] are used to obtain the average values presented. 

A typical calculation proceeds as follows:. 
Taking the first result from the experimental data obtained with Stator excited, 

yellow and blue phases connected, red phase supplied, see Table [6.15]. Initially 

a wattmeter (W12) was used so that iron losses could be taken into account [67], 

however this added procedure made little difference to the calculated results 

and the power readings were either omitted from the calculation or latterly not 

obtained. 

These results were acquired with the stator configured as in circuit (a) and rotor 
as in (b), these circuits are indicated in Fig. [6.2]. The impedances measured at 
the terminals of these two circuits are simple multiples of the aß impedances 

and as such have to be scaled to take this into account. 

V1= 425; I1=2.5; V2=193; 
The self inductance is given by : - 
Ll = V1/wI1 = 425/100r 2.5 = 541 mH 
The Stator scaling factor for this circuit configuration is 2/3 

therefore La =3 Ll = 360 mH 
For the mutual inductance :- 
M1 = V2/wI1 = 193/100a 2.5 = 246 mH 
This calculation uses parameters from both the Stator and Rotor circuits (I1, V2) 

and the factor required is the geometric mean of both the circuits factors. 
Therefore, factor =3z=ý 
This gives Ma =3 246mH = 142mH. 

The a/# tests gave the following averaged results: - 

9 Rotor/Stator turns ratio (Nsr) = 2.45 

" Lla = 362.5 mH 

9 L2a = 59.0 mH 

" Ma = 141.0 mH 

Referring these to the Stator circuit results in :- 
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" Lla = 362.5 mH 

" L2'a = L2a Nsr = 354.2 mH 

. M'a = Ma N� = 345.5 mH 

Since Lla = M'a +1, 
Therefore the stator leakage is = 362.5 - 345.5 = 17 mH 

and likewise the rotor leakage is = 354.2 - 345.5 = 8.7 mH 
It is interest to note that the total leakage inductance is given by 17.0 + 8.7 = 
25.7mH. 

6.2.5 Standard Locked Rotor and Running Light Tests 

This information is available from the Running Light test indicated in Table[6.20] 

and from the saturation curve tests results shown in Table[6.21]. The Running 
light tests have been solved assuming that the leakage reactances are negligible 

and that the rotor is effectively open circuit. 

This results in a magnetising inductance of 361.0 mH at operational voltage and 
is larger than values obtained by other means. This arises because the circuit is 

over simplified and a more thorough method was used to evaluate the equivalent 

single phase circuit [78]. The leakage inductances are obtained from the results 

shown in Table[6.5] at the chosen current level of 10 Amperes. 

From the Running Light test data 
V= 251 Volts ; W/ph = 103.4 Watts ; Il = 2.19 Amps 

therefore 
R. = Wph/1 k= 103.4/(2.19)2 = 21.56 

Z, =Vph/Iph=251/2.19=114.6 

X, = Zo-R; =112.6 

From the Locked rotor test at Il = 10 Amps 
V=76 Volts; Il=10Amps; W/ph=315; 

this gives 
Req = 315/(10)2 = 3.1511 

Zeq=76/10=7.652 
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X, q = Z2 - R2 = 6.9252 

X. q is assumed to be equally apportioned to the rotor and stator circuits which 

results in : - 
X11 = X12 = 

2`9 
= 3.4652 

The magnetising reactance is given by :- 

Xm = X, - X11 = 112.6 - 3.46 = 109.14Q 

this results in a Mutual Inductance of M= 347.4 mH , which compares favourably 

with the value of 345.5 mH obtained by the Alpha/Beta methods. 

The total leakage Inductance is 22.0 mH and this is very similar to the results 
from other tests. 

The Stator (R1) and Rotor (R2) D. C. resistance have been measured as 1.34 
SZ and 0.23 Q respectively. The rotor resistance is difficult to obtain accurately 

since there is an inherent contact resistance between the slip-ring and the brush 

which changes with rotor position. 

Calculating the rotor resistance from the exact method [78] proceeds as follows 

Rs = (Ret - Ri)(Xm) 

=(3.15-1.34) 
112.6 
109.14 

Rý=1.86c1 

this must be referred to the rotor circuit 

R2 
Nsr2 

=1.86/6 

Rz = 0.31it 

The Standard LR/RL tests gave the following results ;- 

" Rl = 1.3411 

"M= 347.4mH 

" L1=M+l1=347.4+11=358.4mH 

" Lz = 358.4mH 

0 14 = 1.865 
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6.2.6 Discussion on Running Light Test 

It is of interest to compare the results from the magnetisation curve experiment 
and those of the running light test. In the magnetisation curve experiment the 

rotor was open circuited, whereas in the running light test the rotor is assumed 
to be open circuited. The calculations are based on data for Vph = 250Volts and 
for the exact equivalent circuit method [78] the leakage inductance is obtained 
from the leakage saturation test at a similar value of current I=2.25 Amperes. 

9 Running Light Po = 103.4W, Io = 2.45A, V= 251V 

9 Magnetisation Curve Po = 9OW, Io= 2.2A, V= 250V 

9 Saturation Curve I=2.25A, 11=12mH 

From inspection it is clear that more power is dissipated in the running light test 

which would be expected since friction and windage losses will demand power. 

Two methods of calculation were used, in the first case the stator leakage reac- 
tance is ignored and in the second the exact equivalent circuit method was used 
to account for leakage reactance. The results are presented below: 
Approximate method : - 
Magnetisation Curve M= 366.7mH 
Running Light = 361mH 

Exact Method : - 
Magnetisation Curve M= 357mH 
Running Light M= 349mH 

Comparison of the results obtained by any one method shows a difference of 
approximately 3%, thus the assumption that the rotor is open circuit during 

the running light test does not introduce a large error. 

A comparison can also be made between the approximate and exact methods 
which give rise to differences of again approximately 3%. 

6.2.7 Discussion on the Three Phase Model Parameters 

The Stator self (Lss) and Stator/Stator Mutuals (ATss) have already been ob- 
tained along with the Alpha/Beta Mutual inductance (Ma). The magnitude 
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of the Rotor/Stator Mutual Inductance can be obtained from the Alpha/Beta 

Mutual Inductance Ma as follows: - 

Ma=2Msr 

giving 
Msr =3 141mH = 94mH 

The only remaining unknown inductances are the Rotor Self (Lrr) and Ro- 

tor/Rotor Mutual (Mrr) Inductances. It was not possible to perform the same 
test procedure as used to determine the Stator/Stator parameters since there is 

no access to the rotor neutral point. However data has been obtained on the ro- 
tor from the Alpha/Beta tests and using the assumption that the Rotor/Rotor 

turns ratio is the same as the Stator/Stator turns ratio it is possible to obtain 
estimated values for these parameters as follows : - 
Assumed rotor/rotor turns ratio (Nrr) = 2.2 

L2a = 59 mH 
where L2a = Lrr - Mrr 
but Mrr = -Lrr / Nrr 

therefore Lrr( 1 -( 1/Nrr)) = 59 mH 
this results in the values of : - 
Lrr = 40.6 mH 
Mrr=-18.4mH 
The Inductance parameters for the 3 Phase model of the slip ring rotor machine 

are listed below :- 

" Lss = 249.0 mH 

" Mss = -113.0 mH 

" Msr = 94.0 mH function of rotor position 

9 Lrr = 40.6 mH 

" Mrr = -18.4 mH 
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6.3 Squirrel Cage Rotor Parameters 

Standard Running Light and Locked Rotor tests were performed on the 51 bar 

squirrel cage rotor. The Locked rotor tests were carried out over an extended 
range, so that the leakage saturation of the machine could be assessed. The 

experimental results are tabulated in Tables [6.22 and [6.23]. 

The calculation proceeds as follows :- 

From the Running Light Test: - 

R, = Wph/Iph = 145/(3.15)2 = 14.6Q 

Z, = Vph/Iph = 250/3.15 = 79.3Q 

X, = Z, - Rö = 77.992 

From the Locked rotor test at IDh =15 Amps. 

Req = Wph/Iph = 700/15' = 3. lfl 

Zeq = Vph/Iph = 73.5/15 = 4.952 

Xeq =Zq- Rea = 3.7952 

Assuming an even distribution of leakage reactance between the rotor and stator 
results in :- 

Xl, = X12 = Xleq/2 = 1.89552 

and since 
Xl, =wl1 

11 = 6rnH 

Xm =X, -Xl1 =77.9-1.895=76SZ 

and this gives 
M=X,,, /w=242mH 

and 
L1=M+ll=242+6=248mH 

The referred rotor resistance is given by :- 

R1) 
Xm 

= (3.1 - 1.34)77.9/76 = 1.852 
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De-referring the rotor resistance gives :- 

R2 = Rz/Nsr2 = 1.8/6 = 0.3St 

The stator leakage inductance was calculated for all values of Iph and these are 
shown in Table (6.24]. It can be seen that little change in leakage inductance 

occurs due to saturation upto 15A. 

6.3.1 Three Phase Model Parameters for 51 Bar Rotor 

From the LR/RL tests it is possible to calculate the three phase model param- 
eters as follows :- 

The assumption that leakage inductance is equally apportioned between the 

rotor and stator circuits is made thus :- 

11=12=6mH 

Given that 
L1 = Lss - Mss 

and 
Mss = -Lss/2 + 11 

with substitution and some re-arrangement: - 

Lss = 
2(L1+11) 

=(2/3)( 248 + 6) = 169mH 
Mss = Lss - Ll = 169 - 248 = -79mH 
De-referring L2' = Ll = 248mH 

L2 = L2'/Nsr2 = 248/6 = 41.3mH 

and likewise de-referring 1'2 = 11 = 6mH gives 
12=6/6=1mH 
The rotor inductances are given by :- 

Lrr =5 (L2 + 12) 

=(2/3)(41.3+1)=28.2mH 
and 
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Mrr = Lrr - L2 = 28.2 - 41.3 = -13. lmH 
De-referring the mutual inductance obtained from the LR/RL test gives:. 
Mde = M/Nsr = 242/2.45 = 98.8mß 
Msr = (2/3)Mde = 65.9mH 
The Inductance parameters for the 3 Phase model of the 51 bar squirrel cage 
machine are listed below :- 

" Lss = 169.0 mH 

" Mss = -79.0 mH 

" Msr = 65.9 mH function of rotor position 

" Lrr = 28.2 mH 

" Mrr = -13.1 mH 

6.4 Angular Moment of Inertia of Rotors 

The Angular Moment of Inertia of each of four different types of rotor used in 
the test rig were measured by the method of Trifiliar Suspension [74]. In this 
technique the object with the unknown moment of inertia is suspended from 
from a suitable point by three wires Fig. [6.3]. 

A twisting force is applied to the platform and the rotor, which causes the 

whole system to oscillate. The time taken for a number (10) of complete cycles 
is measured and then an estimate is made of the period of oscillation (tu). The 

unladen suspension mechanism is also subjected to this test so that its moment 
of inertia can be accounted for. For error estimation a Bronze cylinder was also 
subjected to the above test, it could however, due to its simple geometry allow 
an alternative method of calculating the moment of inertia to be used. 

The calculation proceeds as indicated below :- 
Length of suspension wires (1) = 2.755 metres 
Radius from platform centre to suspension point (r) = 0.21 m 
Mass of unladen platform (mp) = 1.2 Kilograms 

The Moment of Inertia is given by :- 

Io= 
tm9r2 

421 
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where g is the acceleration due to gravity 
For the Unladen Platform 
Ioui = (2.458)2(1.2)(9. ß1)(0.21)2/(4x2(2.755)) = 0.02948 Kg m2 
Slip-ring Rotor 
I0t= (0.951)2(34.3+1.2). (9.81). (0.21)2/(47r2(2.755)) = 0.1277 
Io,,, = Io= - Io,, l = 0.1277 - 0.02948 = 0.0982Kgm2 

51 Slot Rotor 
Jot= 12(27.9+1.2)(3.9776e-3) = 0.11575 
1051= 0.11575 - 0.02948 = 0.08627Kgm2 
Bronze Cylinder 
Iot= (0.995)2(28.8+1.2)(3.977e-3) = 0.118 
Io, = 0.118 - 0.02948 = 0.0886Kgm2 

The angular moment of the bronze cylinder was obtained purely for the purposes 
of estimating experimental error. The moment of rotational inertia (angular 

momentum) of a cylinder can be shown to be given by the expression :- 

lo = mass radius 2/2 

The height and radius of the bronze cylinder are 0.2 metres and 0.0762 metres 
respectively. 
therefore Ioc= (28.8). (0.0762)2 /2 

= 0.0886 Kg m2 
Difference between measured and calculated values is : - 
0.0886 - 0.0836 = 0.005 
The error w. r. t. the measured value is therefore 
(5e-3). (100) / 0.0886 = 5.7 % 

The calculated results are tabulated in Table [6.26]. 

6.5 Windage and Friction losses 

In order tkee estimate the windage and friction losses of the machine set the time 
taken for the shaft's speed to reduce from no load operating speed (1500rpm) 

to rest was measured and was found to be 39 seconds. 
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Figure 6.3: Angular Momentum measurement by method of tri-filiar suspension. 
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Assuming a linear deceleration characteristic, which is certainly not the case, 
an approximate estimation of these losses can be made : - 

dw 
_ 

2r1500 
=4 rad s-2 dt 39 60 

from this, the average torque can be found : - 
Torque = Jdt = 0.8Nm 

To incorporate this into the model, the torque is made a function of the speed 

an again a linear characteristic is assumed: - 
Torque 

w 
F(w) = O. O1Nm/rad s'1 

this gives a maximum windage/friction loss of 1.57 Nm at 1500rpm and zero 
torque at zero speed. This is a small fraction of the full load steady state torque 

of 6ONm. 

6.6 No-Load Rotational Losses 

These losses are comprised of the core loss and friction/windages losses. The 
laboratory machine is started with the stator windings connected in star and 
hence the core loss is less than would be obtained for the steady state condition 
configured in delta. This arises because the core loss can be separated in to 
eddy current loss and hysteresis loss. Typically hysteresis loss accounts for 80% 

of the core loss and is proportional to the square of the applied voltage [52]. 

From the running light test an estimate of this combined loss can be obtained :- 

Po = 103.4W, Io = 2.45, V= 251 
Core Loss = 3( Po - (Io)2 Rl) 

= 3( 103.4 - (2.45)2 1.34) 

= 286 Watts 
It is common practice to represent the core loss of a machine as an extra torque 
demand added to the load torque. The resultant average load torque over the 
starting period is calculated for the condition of half speed. 

Td = 286/(157/2) = 3.6 Nm 

this also includes the friction windage loss estimated above. 
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Vyh wo, I. I. 1. 
275 21X1OXO. 5 2.5 0.38 2.47 
270 21X1OXO. 5 2.4 0.38 2.37 
260 19X10X0.5 2.3 0.37 2.27 
250 18X1OXO. 5 2.2 0.36 2.17 
240 17X 10X0.5 2.1 0.35 2.07 
230 30X5X0.5 2.0 0.33 1.97 
220 28X5X0.5 1.9 0.32 1.87 
210 25X5X0.5 1.8 0.30 1.77 
200 23X5X0.5 1.7 0.29 1.67 
190 21X5XO. 5 1.6 0.28 1.57 
180 19X5X0.5 1.5 0.26 1.48 
150 14X5X0.5 1.25 0.23 1.23 
100 35X2.5X0.2 0.85 0.18 0.83 
90 29X2.5X0.2 0.84 0.16 0.82 
80 23X2.5X0.2 0.74 0.14 0.73 
70 19X2.5x0.2 0.65 0.14 0.63 
60 14X2.5X0.2 0.56 0.12 0.55 
50 29X1X0.2 0.48 0.12 0.46 
40 20X1XO. 2 0.39 0.1 0.37 
30 13X 1X0.2 0.31 0.09 0.29 
20 12X 1X0.1 0.22 0.06 0.21 
10 4X1XO. 1 0.14 0.04 0.13 

Table 6.1: Magnetisation Curve. Rotor open circuit; all three phases energised 
on Stator. 
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Vph Im Lm Rý 0 
275V 2.47A 354mH 7200 81.2° 
270 2.36 363 689 80.6 
260 2.27 364.5 711 80.8 
250 2.17 366.6 694 80.6 
240 2.07 369 678 80.3 
230 1.97 371 705 80.6 
220 1.87 374 691 80.4 
210 1.77 376 705 80.5 
200 1.67 378 696 80.3 
190 1.58 384 687 80.0 
180 1.48 388 682 79.9 
150 1.23 389 628 79.2 
100 0.83 383 570 78.1 
90 0.82 347 557 78.9 
80 0.73 351 564 78.8 
70 0.64 351 516 77.9 
60 0.55 349 514 77.9 
50 0.47 342 431 76.0 
40 0.38 338 400 75.1 
30 0.3 321 346 73.8 
20 0.21 303 329 74.0 
10 0.13 237 250 73.4 

Table 6.2: Results from Magnetisation Curve. 
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Vph 'ph Pph 

8.5 1.0 10X0.5 
17.0 2.0 31X0.5 
25.0 3.0 34 
22.2 3.0 25 
32.0 4.0 54 

42.0 5.0 85 
48.0 6.0 119 

55.5 7.0 32X5 
63.0 8.0 41X5 
69.0 9.0 51X5 

76.0 10.0 63X5 
83.0 11.0 32X5X2.5 
89.0 12.0 37X5X2.5 
95.0 13.0 44X5X2.5 
100.0 14.0 51X5X2.5 
105.0 15.0 59X5X2.5 

Table 6.3: Saturation Curvel Rotor locked; all three phases energised on Stator. 
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Vah 'pn Poi, 

62Volts 8.0 Amps 196Watts 
60 7.5 181 
57 7.0 157 
53 6.5 138 
48 6.0 117 

45 5.5 99 
42 5.0 87 
37 4.5 69 
34 4.0 57 
29 3.5 42 
25 3.0 32 
21 2.5 22 
19 2.25 19 
16 2.0 17 

14.5 1.75 12 
12.5 1.5 9 
10.5 1.25 6 
8.0 1.0 5 
8.5 1.0 20X0.2 
7.5 1.0 15X0.2 
5.4 0.75 9X0.2 
3.6 0.5 5X0.2 
1.5 0.25 1X0.1 

Table 6.4: Saturation Curve2 Rotor locked; all three phases energised on Stator. 

138 



Iph Vph Pph Req Zeq Xeq li 

15 105 737.5 3.28 7.0 6.18 9.8mH 
14 100 637.5 3.25 7.1 6.36 10.1 

13 95 550.0 3.25 7.3 6.54 10.4 
12 89 462.5 3.21 7.42 6.68 10.6 
11 83 400.0 3.3 7.55 6.78 10.8 

10 76 315.0 3.15 7.6 6.92 11.0 
9 69 255.0 3.15 7.67 7.0 11.1 

8.0 62 196.0 3.06 7.75 7.12 11.3 
7.5 60 181.0 3.22 8.0 7.32 11.66 
7.0 57 157.0 3.2 8.14 7.48 11.9 
6.5 53 138.0 3.27 8.15 7.47 11.89 
6.0 48 117.0 3.25 8.0 7.3 11.63 
5.5 45 99.0 3.27 8.2 7.52 11.97 
5.0 42 87.0 3.48 8.4 7.64 12.16 
4.5 37 69.0 3.41 8.2 7.46 11.87 
4.0 34 57.0 3.56 8.5 7.7 12.3 
3.5 29 42.0 3.43 8.29 7.55 12.0 
3.0 25 32.0 3.56 8.3 7.5 11.9 

2.5 21 22.0 3.52 8.4 7.6 12.14 
2.25 19 19.0 3.75 8.4 7.56 12.04 
2.0 16 17.0 4.25 8.0 6.78 10.79 
1.75 14.5 12.0 3.92 8.29 7.3 11.63 
1.5 12.5 9.0 4.0 8.33 7.3 11.63 
1.25 10.5 6.0 3.84 8.4 7.47 11.89 
1.0 8.5 4.0 4.0 8.5 7.5 11.9 
1.0 7.5 3.0 3.0 7.5 6.87 10.95 

0.75 5.4 1.8 3.2 7.2 6.45 10.25 
0.5 3.6 1.0 4.0 7.2 5.75 9.14 
0.25 1.5 0.1 1.6 6.0 5.78 9.2 

Table 6.5: Results of Leakage Inductance calculations from the Saturation Tests. 

Vr Ir Wl W2 Vyn 

47X5 3A 24X5X 1 2X20 106 
39.25X5 2.5 NMI 1.3X20 90 
31.7X5 2.0 12X5 1X20 73 
24X5 1.5 28X2.5X0.5 12 54 

32X2.5 1.0 14X2.5X0.5 3.1X2 36 
39.5 0.5 29X0.2 2 17.5 

Table 6.6: Stator/Stator Inductances Red-Yellow Phases. 
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Vr Ir Wl W2 Vbn 

5X46.5 3A 23X5X 1 3.3X5X2.5 107 

39X5 2.5 1 TX5X 1 2.4X5X2.5 91 

32X5 2.0 12X5X 1 1.6X5X2.5 75 

48X2.5 1.5 29X2.5X0.5 13 56 

32X2.5 1.0 14X2.5X0.5 1.3X5 3T 

40.5X1 0.5 29X0.2 1X2 18 

Table 6.7: Stator/Stator Inductances Red-Blue Phases. 

Vb lb Wl W2 Vyn 

27X 10 3.5 15X 10 2X25 125 
48X5 3.0 24X5 1.6X25 108 
32X5 2.0 23X5X0.5 2X2X5 74 

31.7X2.5 1.0 34X2.5X0.2 1.2X5 36 

Table 6.8: Stator/Stator Inductances Blue-Yellow Phases. 

Vb lb Wl W2 Vrn 

27X 10 3.5 15X 1 OX 1 1 X5X 10 125 
47X5 3.0 24X5 16X2.5X 10 107 
32X5 2.0 23X5X0.5 1.6X2.5X5 74 

32X2.5 1.0 14X2.5X0.5 1.6X4 37 

Table 6.9: Stator/Stator Inductances Blue-Red Phases. 

Vy Iy Wl W2 Vrn 

27.25X10 3.5 15X10X1 1X5X10 122 

46.5X5 3.0 23X5 0.7X5X10 105 

32X5 2.0 23X5X0.5 1.6X2.5X5 73 
32.5X2.5 1.0 35X2.5X0.2 3.2X2 36.5 

Table 6.10: Stator/Stator Inductances Yellow-Red Phases. 

Vy ly Wl W2 Vbn 

27.5X10 3.5 16X10 1X5X10 125 
47X5 3.0 23X5 1.6X 10X2.5 108 

32.25X5 2.0 23X5X0.5 2.1X2X5 75 
31.6X2.5 1.0 34X2.5X0.2 3.1X2X1 36 

Table 6.11: Stator/Stator Inductances Yellow-Blue Phases. 
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Lss Mm Las Msa 

249 mH -112.5 mH 246 mH -113.5 mH 
250 -114.6 248.3 -115.8 
252 -116.2 254.6 -119.4 

254.6 -114.6 254.6 -118.8 
254.6 -114.6 254.6 -117.8 
251.5 -111.4 257.8 -114.6 

Table 6.12: Red-Yellow (left) and Red-Blue Stator Inductances. 

Lss Mss Lss Mss 

254.5 mH -113.6 mH 245.5 mH -113.7 mil 
254.6 -114.6 249.3 -113.5 
254.6 -117.8 254.6 -117.7 
252.27 -114.6 254.6 -117.7 

Table 6.13: Blue-Yellow (left) and Blue-Red Stator Inductances. 

Lss Mss Lss Mss 

247.8 mH -110.9 mH 250.0 mH -113.7 mli 
246.7 -111.4 249.3 -114.6 
254.6 -116.2 256.6 -119.4 
258.6 -116.2 251.5 -114.6 

Table 6.14: Yellow-Red (left) and Blue-Yellow Stator Inductances. 

Vi It Wl W12 V2 

42.5X10 2.5 17X1OX1 2.4X5X5 193 
35.6X10 2.0 23X10X0.5 1.7X5X5 160 
27X10 1.5 14X1OX0.5 1X5X5 122 
35.6X5 1.0 34X5X0.2 2.5X2.5X2 81 

36.7X2.5 0.5 22X2.5X0.2 0.8X2.5X2 43 

Table 6.15: aß inductance measurements, Stator Excited Yellow and Blue con- 

nected together, Red supplied. Stator factor=2/3, Rotor factor=1/2. 
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V1 I1 Wi W12 V2 

42.6X10 2.5 17X1OX1 2.4X5X5 192 
37X10 2.0 22X10X0.5 2.3X2.5X5 155 

26.5X10 1.5 14X1OX0.5 2X2.5X5 120 
35.9X5 1.0 34X5X0.2 3.2X2X2 83 

36.7X2.5 0.5 22X2.5X0.2 2X1X2 41 

Table 6.16: cQ inductance measurements, Stator Excited Red and Blue con- 
nected together, Yellow supplied. Stator factor=2/3, Rotor factor=1/2. 
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VI 11 W1 V2 

44.5X5 6.125 20X5X2 272X2 
37.0X5 4.9 27X5X1 215X2 
27.0X5 3.68 16X5X 1 162X2 

37.3X2.5 2.45 15X2.5 215 

45.0 1.23 21X0.5 104 

Table 6.17: aß inductance measurements, Rotor Excited Yellow and Blue con- 

nected together, Red supplied. Stator factor=1/2, Rotor factor=1/2. 

vi I1 wi V2 

45.9X10 2.0 27X10X0.5 179 

35X 10 1.5 16X 10X0.5 136 
47.6X5 1.0 40X5XO. 2 92 
24.5X5 0.5 12X5X0.2 4T 

Table 6.18: aß inductance measurements, Stator Excited, Stator factor=1/2, 

Rotor factor=1/2. 

vi I1 v2 

35X5 6.125 226X2 
27X5 4.9 180X2 

40.25X2.5 3.68 275 

26.7X2.5 2.45 180 
32 1.23 86.5 

Table 6.19: aß inductance measurements, Rotor Excited, Stator factor=1/2, 

Rotor factor=2/3. 
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VB, IB IR WB -WR Nr 

450 2.3 2.4 700 7.2X50 1495 
435 2.19 2.3 630 6.4X50 1495 
400 2.0 2.1 550 5.3X50 1495 
380 1.9 2.0 500 4.75X50 1495 
360 3.55X0.5 1.9 450 3.9X50 1495 
340 3.3X0.5 1.75 390 3.1X50 1495 
320 3.1X0.5 1.65 69X5 2.6X50 1494 
300 2.95X0.5 1.6 64X5 2.3X50 1493 
280 2.85X0.5 1.55 58X5 2.0X50 1492 
260 2.6X0.5 1.35 50X5 1.4X50 1491 
240 2.45X0.5 1.25 44X5 1.0X50 1490 
220 2.25X0.5 1.2 39X5 0.8X50 1489 
200 2.1X0.5 1.15 70X2.5 0.85X25 1489 
180 4.77X0.2 1.1 150.5X5X0.2 0.3X2X5 1485 
160 4.74X0.2 1.0 138. OX5XO. 2 0.0 1483 
140 4.24X0.2 0.94 110. OX5XO. 2 0.0 1477 
120 4.2X0.2 0.9 98. OX5XO. 2 0.0 1470 

Table 6.20: Running Light test Two Wattmeter Method. Slip-ring rotor no 
imbalance. 
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VBl Vph Wae Lm R,. 0 

450 260 113.4W 338m11 573( 79.3° 
435 251 103.4 361 609 79.4 
400 231 95.0 366 561 78.4 
380 219.4 87.5 366 550 78.1 
360 207.8 85.0 368 508 77.1 
340 196.3 78.3 378 492 76.4 

320 185 73.3 380 466 75.6 
300 173 68.3 357 438 74.1 

280 161.7 63.3 358 412 74.7 
260 150.1 60.0 386 375 72.1 
240 138.6 56.7 376 338 70.7 
220 127 51.7 372 311 69.4 

200 115.5 51.3 365 260 66.2 

180 104 49.2 351 219 62.3' 
160 92.4 46.0 353 186 59.1 

140 80.8 36.7 336 177 59.3 

120 69.3 32.7 294 147 57.2 

Table 6.21: Results of Running Light test, Slip-ring rotor no imbalance: * Ex- 

perimental error. 

Vph Wpß %pA 

29.4x2.5 56x2.5x5 15 
28x2.5 50x2.5x5 14 

26.2x2.5 44x2.5x5 13 
24.4x2.5 38x2.5x5 12 
22.6x2.5 31x2.5x5 11 
20.5x2.5 26x2.5x5 10 

46x1 136x2 9 
41x1 106x2 8 

36.3x1 82x2 7 
30.5x1 59x2 6 
25.4x1 40.5x2 5 
20.5x1 27x2 4 
15.0x1 15x2 3 

10.0 6.5x2 2 

Table 6.22: Locked Rotor tests on 51 bar cage rotor. 
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Vpr, wp, 'ph 

250 29x5 3.15 

Table 6.23: Running Light test on 51 bar cage rotor. 

Ip1, 11 1 1 jph '1 

15A 6.04mH 8 6.22m11 
14 6.13 7 6.3 
13 6.12 6 6.18 
12 6.15 5 6.23 
11 6.35 4 6.14 
10 6.3 3 5.93 
9 6.13 2 6.04 

Table 6.24: Leakage inductance ll versus Iph for the 51 bar cage rotor. 

Suspended Object Period (10 samples) blass 

Slip-Ring +P 0.951 sec 34.3 Kg 
28 Slot +P 0.986 28.2 
51 Slot +P 1.000 27.9 

Special 51 +P 1.028 30.3 

Unladen Platform 2.485 1.2 
Bronze Cylinder +P 0.995 28.8 

Table 6.25: Experimental data from tri-filiar test. 

Rotor Type Moment of Inertia 

Slip-Ring 0.0982 Kgm2 
28 Slot 0.0842 
51 Slot 0.0863 

Special 51 0.1029 

Table 6.26: Experimentally obtained angular momentum; The estimated error 
is about 6%. 
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Chapter 7 

Induction Motor Modelling 

7.1 Reasons for Modelling 

There were two reasons which prompted the development of an Induction Motor 

simulator (model). In the first instance, it would provide a mathematical de- 

scription of phenomena observed in the real machine, specifically the frequency 

content of the line current waveforms. Secondly, it could be used to predict 
the response of a general induction motor that may well have parameter values 

substantially different from those of the 11kW test rig machine. 

Differential equations describing the operation of the Induction Motor (IM) have 
been derived by Stanley [14) and are depicted in Equation 7.1. These differential 

equations have non-constant co-efficients, since speed (p9) is a function of time, 

and as such cannot be solved in closed form. 

Va Rl + Llp pMab pMac pMae pMaf pMag la 
Vb pMab RI + Llp pMbc pMbe pMbf pMbg Ib 
Vc 

_ 
pMac pMbc Ri + Llp pMce pMef pMeg Ic 

Ve pMae pMbe pMce R2 + L2p pMe f pMeg It 
Vf pMaf pMb f pMc f pMe f R2 + L2p pM fo if 
Vg pMag pMbg pMcg pMeg pM fg R2 + L2p Ig 

(7.1) 

where p is the differential operator d/dt 

If speed is made constant, then equation 7.1 can be solved by use of Laplace 
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Transforms to give rise to the analytical equations commonly used in the single 
phase equivalent circuit of the IM [52,67,79]. 

However by its very nature the starting transient cannot have a constant speed 
so that for this condition equation 7.1 must be solved by use of a differential 

analyser or a numerical integration technique. 

The 3 phase IM equations may be transformed to a two phase equivalent system 

which greatly simplifies the solution as can be seen in equation 7.2. 

Vds Rs + Lap 0 Alp 0 Ids 
Vqs 

_ 
0 Ra+Lap 0 Mp Iqs 

(7.2) 
Vdr Mp MpO Rr+Lrp LrpO Idr 
Vqr -MpO Alp -LrpO Rr+Lrp Iqr 

Thus the 3 phase IM can be represented by a two phase IM with two orthogonal 
currents in both the stator and rotor, namely, Ids, Idq and Idr, Iqr. The math- 
ematical development of these 2 phase equations from the 3 phase equations is 

presented in Appendix A. 

Equation 7.2 can be conveniently expressed in the form of equation 7.3, where 
the inductance matrix [L], the matrix of rotational inductance terms [G] and 
the resistance matrix [R] can be separated. 

Ivy _ S[R] + [L]p + IGI - w*) . II] (7.3) 

where w,. = p9 the rotor angular velocity 

Equation 7.3 may be rearranged in terms of the derivatives of the four currents 
Ids, Iqs, Idr and Iqr 

Pýý _ [L] '" [V] - ([R] + [G] "''*) " [1] (7.4) 

A further equation is required which relates the torque and speed of the shaft 
and from this the derivative of the angular velocity (pw) may be obtained as 
shown in equation 7.5. 

pw = ((polepairs)2 "M" (Ids " Iqr - Iqs " Idr) -. F(w))IJ (7.5) 

It is numerically efficient to solve the models with the rotor's angular velocity 
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expressed in terms of electrical radians/sec. Thus :- 

pw = polepairs pwm (elect. rads/sec) 

The 2 phase model equations have now been arranged in terms of five deriva- 

tives, which can be integrated numerically provided that initial conditions are 

specified. For the starting transient the initial conditions were that of zero 

value for all five variables, though transients during dynamic operation were 

also simulated from pure curiosity. 

7.2 Numerical Integration 

If a differential equation represents the rate of change of a variable with, say 
time, then to calculate the value of that variable at some future time, the slope 
(derivative) is projected forward to estimate this future value. The assumption 
is of course, that the derivative does not change substantially over this period. 
Referring to Fig. [ 7.1], it can be seen that the estimate at time tl is correct, 
however the estimate at time t2 is incorrect. Numerical integration can only be 

performed if the step in time is sufficiently small so that the derivative can be 

assumed to remain constant over that time interval. 

If a very small fixed step in time is used the solution may well be correct, but 

the penalty is a large computing time. If the step size is too small, numer- 
ical rounding errors can arise and may accumulate. There are therefore two 

constraints on the choice of step size in that it must not be too large nor too 

small. A further disadvantage of using a fixed step size is that the error in the 

estimate is not controlled and can vary throughout the solution. Though fixed 

step methods have been successfully used by other researchers [27,741, in nei- 
ther case did they require to apply signal processing to the results. This error 
in the estimate can be viewed as the background noise level caused by spurious 

signals which will ultimately determine the smallest signal component that can 
be observed. Obviously control of this error (background noise) is desirable so 
that frequency components of small amplitude are not obscured. 

A large variety of numerical integration techniques are available but can be 

broadly separated into Single-Step methods such as the Runge-Kutta type and 
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Multi-Step methods such as the Predictor-Corrector type [66,80]. As discussed 

in Chapter 2, Humpage [25] applied a variety of these techniques to the solution 

of power system transients primarily for the purpose of reducing the computing 
time. 

A comparison was made between a DQ model solved by the single-step RXF45 

method and by the Adams-Moulton multi-step method. No significant difference 

was observed between the two solutions. The Adams-Moulton method was not 
self starting as is the case for many predictor-corrector techniques and required 
a single-step method to provide the solutions for the first four steps. In view of 
these considerations the single-step RKF45 method was adopted. 

7.3 Error Control 

Error control can be effected by using two methods of estimation. If the two 

estimates agree to within a specific tolerance then the future value of the variable 
is accepted and the calculation proceeds to the next step. If not, the step length 
is reduced and estimates are performed again. 

Each estimate is obtained by an update formulae which is a weighted sequence of 
stages (factors IiOtoK5). Each stage is itself calculated by a weighted sequence 
of sub-step calculations and previous stage results. 

The resulting method is often referred to as the RKF45 Method after Runge- 
Kutta-Fehlberg and having a 4" and 5" order estimates. A detailed derivation 

of this method can be found in [81,80]. 

7.4 RKF45 Method 

This numerical integration technique uses six stages for its calculation of its two 

estimates. The six stages are calculated by the following equations :- 

Igo = f(to, yo) 

Ii1 =. F(to+ 
4, 

yo+ 4 
Iio) 
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K2 =JF(to+ 
8 

, yo+h 
(U23 9 

-KO + 32K11 

( 12h (1932E0 
_ 

7200K1 7296 
,l K3=. ý'to+ 

13'yo+h219219+2197K2)) 
439 3680 845 , K4=r»(to+h, yo+h(216Ko-8A1+ 513hß _ 4104h3)) 

h 3544 1859 11 ,l Ka =. ý(yo+ 2, yo+h 
(_Ko 

+ 2K1 - 2565K2+ 4104K3 _ 40K4)) 

where h is the step in time and yo the initial condition. 

After the six stages have been calculated for the differential equation F(to, yo) 
the fourth and fifth order updates (estimates) are calculated as follows: - 

The fourth order update is given by : - 
25 1408 2197 ,- 

! K4) yl = y° +h 
(216'0 

+ 25651iý + 41041'3 5ý'ýl 

and the fifth order formula is :- 
16 6656 28561 ,_ _2. K4 

2 ,l yi = Yo +h 
(135 Iio + 

12825A2 
+ 

56437A3 50+ 55 
K5) 

The difference between the fourth and fifth order estimates gives the local trun- 

cation error e :- 

r1 
_- 

128 
_ 

2197 1 1-Ks 
yl - yl =h \360Iý0 4275It2 75240 

h3 + 
50h4 

+ 
5) 

A flow chart of the error controlled integration procedure is shown in Fig. [ 7.2). 

Referring to Fig. [ 7.2], from the initial conditions a step is taken forward in 

time. After some calculation an estimate of the error is obtained. If the error 
is too large, the step length h is halved and the calculation is performed again 

with the new smaller step. If the error is within tolerance, the 4'h order estimate 

of the variable is accepted and becomes the initial conditions for the next step 
in the calculation. A check is also incorporated to ensure that the error is not 
too small since this will lead to excessive steps being taken with penalties in 

time of computation and possible truncation error accumulation. If the error is 

too small, the time step h is doubled for the next stage in the calculation. 

For the 2 Phase model, the above calculations must be performed for each of the 

five derivatives at every step/sub-step during the calculation. In this manner 

a period of induction motor performance may be simulated from a given set of 
initial conditions. 
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7.5 Sampling of the Variables 

A problem which arises by use of an error control algorithm, is that the step 

size is variable. Though this step size variation in fundamental to the operation 

of the error control it presents a problem for any subsequent signal processing. 
Though signal processing techniques do exist for data sampled randomly [71,82], 

these tend to be highly numerically intensive and are to be avoided unless a 

constant sampling rate is unachievable. 

There is thus, one further level of control required for the IM model in that the 

variables must be sampled at a uniform rate. This is achieved by forcing a step 
to fall on all the desired sample points. For example, if the desired sampling 

rate is lms then as the solution nears an integer millisecond point, the step is 

forced to fall on that millisecond point. This forced step is always less than or 
equal to the optimal step chosen by the error control algorithm. The net effect 
is that the solution proceeds with variable step lengths but only those falling 

on the sample points are stored for subsequent processing. The intermediate 

results obtained between sample points, having served their purpose in error 
control, can then be discarded. 

7.6 The 2 Phase Model 

7.6.1 Initial Work 

Both the models of Edwards [83] and Slater [74] were implemented as a first 

stage in model developments. Edward's model dealt with plugging and dynamic 

braking, but the integration technique (Trapeziodal Method) was not sufficiently 

stable to allow study of the starting transient. Slater's modelling was mainly 
to deduce and reduce the large torque oscillations during the initial starting 

period. This model allowed non-simultaneous switching of the supply lines so 
that the torque oscillations could be minimised. The effects of switching any two 

phases at an angle a, then the third line at angle fl are shown in Figs. [7.3,7.4] 

for minimum and maximum torque oscillation. 
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7.6.2 Imbalance in a2 Phase Model 

The equivalent two phase machine of the imbalanced three phase machine may 
be obtained by replacing rotor resistances R2 in equation 7.1 with three indi- 

vidual resistances, R,. a, Rfb and R,.,. 

The next step in the development of the 2 phase model is to choose the frame 

of reference. Krause [211 provides a convenient means of applying the desired 
transform with a generalised transform from 3 phase to 2 phase with an arbitrary 
reference frame w. 

cc3) (C, ' C, 
'- 

where 

cos(O) cos(9 - 2x/3) cos(O + 2x/3) 
( C; ) 

=C 2/3 ) 
sin(O) sin(B - 2w/3) sin(O + 2r/3) 
1/f 1/f 1/f 

and 
cos(#) cos(ß - 2x/3) cos(a + 2r/3) 

( C; ) 
=C /3 ) 

sin(#) sin(ß - 2x/3) sin(ß + 2x/3) 

1/f 1/f 1/f 

where 9=wt, ß=8-6, and 9r=w*t. 

The selection of the reference frame is obtained by substituting 

1) w=w. for a synchronously rotating reference frame. 

2) w=w, for a reference frame fixed on the rotor. 

3) w=0 for a reference frame fixed on the stator. 

Selecting w=0 for a reference frame fixed on the stator gives :- 

0=wt=0 

er = Wt 

and 

Q-e-e, =-e, 
Substituting Q= -6r into the generalised transform and applying it to the 3 

phase quantities will result in the appropriate 2 phase equations. 
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Considering only the rotor circuit, with the three individual rotor resistances 
Rra, Rrb and R, c results in the two phase equivalent of the unbalanced machine. 

cos(-B, ) cos(-Or - 2x/3) cos(-B, +2w/3) 
2/3) sin(-B, ) sin(-6, - 2x/3) sin(-O, +2r/3) 

1/f 1 /f 1 /f 

The transformed rotor resistance matrix is given by :- 
[R2phase] 

- 
[Cr] [Crl 

This results in four resistive terms in the rotor circuit given by R11, R12, Rol and 
R22 where 

Rii =3 
[Rraco. 

s2(Or) + Rrbcos2(B. + 
23 )+R. ccos2(-9r +3 

R12 R21 
3 

[_sin(29r) 
- 

2bsin(2[9, 
+ 

23 ]) + 
2`sin(2[-6, 

+ 
23 ])] 

R22 
3 

{Rrasn2(6r) 
+ RTbsin2(B. + 

23) 
+ R, sine(-B, + 

23 

For the balanced 3 phase machine 14, = R, b = R,, = R2 so that :- 

R11 = R2 

R12=R21=0 

R32 = R2 

as was previously derived for the balanced machine in Appendix [A). 

Thus for an unbalanced 2 phase machine with the reference frame fixed on the 

stator, time varying resistances appear in the solution. These time varying 

resistances may have been avoided by choosing a reference frame stationary 

with respect to the rotor [21]. However this does not reduce the complexity of 
the model as the frequency of the supply voltages will then be a function of slip. 

7.7 The 3 Phase Model 

7.7.1 Introduction 

An improved 3 Phase simulation has been developed by direct solution of the 
induction motor equations [36]. Though more difficult to program and a heavier 
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computational burden it does not have the same constraints as the d-q-0 model 

such as the inability to represent supply harmonics and the requirement for 

either the stator or rotor to be balanced [79]. 

With this 3 phase model it is possible to apply saturation to individual circuits 
within the rotor and stator. Imbalance on both stator and rotor windings 
is permissible as is the application of supply voltages with realistic harmonic 

components. Furthermore this 3 phase model was a first step to expanding 
the model to represent the individual rotor bars. The representation of each 
rotor bar within a 51 bar rotor was expected to result in a more accurate model 
of the test rig. This expanded model may also have been suitable, with some 
modification, to predict the response of an arbitrary machine from the name- 
plate data. 

Another advantage of the direct three phase representation is that the vari- 
ables involved are the actual physical quantities of the motor. They are not 
transformed to any other reference frame for solution. 

7.7.2 Theoretical Development 

The relationship between terminal voltage e, the current i, resistance R and 
flux linkage 0 is given by Maxwell's circuit equation :- 

e=pi+Ri (7.6) 

where p= d/dt 
This equation may be applied to each phase of a3 phase machine as shown 
generally by equation 7.7. 

el = Ri11 + p[L11i1 + M12i3 + M13i3 ... M16i6] (7.7) 

Application of equation 7.7 for all six phases will result in the matrix represen- 
tation of equation 7.1. 

For the three phase model, it is more convenient to retain the flux linkage terms, 

so each winding is represented as shown below :- 

e, a = Pt,. + R, i, a 
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r 

e. b = pO. b + R. i. b 

e., = pV. c + R. =., 

era = P'ra + Rr=ra 

erb = P, rrb + Rrlrb 

ere = P1rc + Rrirc 

where subscripts s and r represent the stator and rotor respectively and sub- 
scripts a, b and c represent the three windings of both stator and rotor. 
These voltage equations may be expressed in matrix form as :- 

[el = p[O] + [R) [i] (7.8) 
Equation 7.8 may be re-arranged in terms of flux derivatives :- 

PI 'I = [e] - [R] [i] (7.9) 

The relationship between the phase flux linkages [0] and the phase currents [i] 

may be expressed as :- 
[tb] = [L][i] (7.10) 

where 
[0] = (osa, Oib, ogee oral t&rb, ore]t 

[_J = [="07 =, 6, =. c7 =rni =r&v rclt 

and the inductance [L] matrix is :- 

Lss Mss Mss Msr cos(B) Marcos(h) Marcos(p) 
Mss Lss Mss Mar cos(p) Marcos(O) Marcos(O) 
Mss Mss Las Marcos(O) Marcos(p) Marcos(g) 

Mar cos(O) Msr cos(p) Mar cos(¢) Lrr Mrr Mrr 
Marcos(O) Marcos(O) Marcos(p) Mrr Lrr Mrr 
Msr cos(p) Marcos(O) Mar coa(O) Mrr Mrr Lrr 

where 0=0+ 2w/3, p=0- 2n/3 

Equation 7.10 may be rearranged in terms of currents :- 

[i] = [L]-[01 (7.11) 

The matrix [L] is dependent on the rotor electrical angle 0, which is known from 
initial conditions or from a previously calculated value. By inverting [L] and 
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using equation 7.11, the current vector [i] may be evaluated. The values of the 

current vector [i] may then be used to calculate the electrical torque Te by use 
of equation 7.12. 

Te = -polepairs[(i, aira 
+ =, 6=rb + =ac=re) sin(g) + 

+(=, air6 
+ isbirc + i,, ira) sin(8 + 

2+ a3)+ 

2a 
+(=, 

airc 
+ =, bira + =, cirb) sine -3 

)IM, 

(7.12) 

The rotor electrical angle 9 required for forming the inductance matrix [L] can 
be found by integrating the speed equation :- 

d29m d9m 
(7.13) J 

dtz -I- .ý dt -I- T. = Te 

This speed equation is second order and may be separated into two first order 
differential equations as shown below :- 

T, T=J 
(Te - T. - . 

ý'(c. 'M)) (7.14) 

and 

where 

dOm 
- `rn (7.15) 

dt ` 

9m = 9/polepairs 

The three phase model therefore requires the integration of six flux linkage 
derivatives. It also requires both the derivative of the speed (acceleration) and 
the derivative of the rotor angle (speed) to be integrated. Numerical integration 

of the eight differential equations is achieved in the same manner as with the 2 

phase models. 

7.7.3 Inversion of Inductance Matrix 

In order to obtain the currents [i] from equation 7.11, it is necessary to invert 

the inductance matrix [L] at every step and sub-step of the solution. In general 
the co-efficients of the inductance matrix [L], being self and mutual inductances 

of the motor are small; hence the value of the determinant det[L] will be quite 
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small. Since det[L] is a denominator in the calculation of [L]'', care must be 

taken to preserve the numerical accuracy of the inverted matrix. Several matrix 
inversion methods were tried but only the Jacobian, back substitution with 
partial pivot method [66] was sufficiently accurate. The less accurate methods 
caused numerical instability of the solution. This Jacobian inversion method 
was iterative in nature and was thus numerically intensive. 

7.7.4 Calculation Procedure 

The diagrammatic representation of the solution of the 3 phase model is shown 
in Fig. [7.5]. The procedure of the solution is as follows :- 

Set the initial conditions, which in the case of the starting transient results in 

all derivatives of the variables and the variables themselves to be of zero value. 
Using the values of supply voltage, calculate the derivatives. Integrate each to 

obtain the flux linkage, speed and rotor angle. The error control algorithm will 
determine if these values fall within tolerance and take the appropriate action 
as described in the 2 phase modelling section 7.3. 

From the rotor electrical angle just obtained, form matrix [L] and invert it to 

obtain [L]'1. It is now possible to calculate the current vector [i] and hence the 

electrical torque Te. If any load torque or friction/ windage losses are modelled 
then these must be subtracted from the electrical torque. At this point all 
variables have been estimated and the solution proceeds for the next time step. 
In this manner the response of a3 phase IM can be simulated from a given set 

of initial conditions. 

7.8 Results of 2 Phase DQ Modelling 

Initially fixed values of parameters obtained from the standard RL/LR tests 

were used in the model. As can be seen from Fig. [7.6] the model takes con- 
siderably longer to accelerate to speed than the 400ms of the real unloaded 

machine. However several non-linearities had yet to be incorporated into this 

model. The effect on the response of the 2 phase model by various parame- 
ter changes was observed. This was performed so that the results of previous 
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studies [26] could be confirmed and also to assess the experimental accuracy 

required for parameter measurement. 

The phenomena observed were :- 

" Mutual Inductance saturation 

" Leakage Inductance saturation 

" Apportioning of leakage reactance between Stator/Rotor 

" Skin effect 

7.8.1 Mutual Inductance Saturation 

From the experimentally derived Mutual Inductance curve, polynomials were 

generated which related the current flowing in the windings to the value of mu- 
tual inductance as shown in Fig. [7.71. The application of mutual inductance 

saturation made little change to the model's response though the initial cur- 

rent peaks were slightly larger than that obtained with a fixed value of mutual 
inductance. As found by Slater [74] the induction motor's response is partic- 

ularly insensitive to changes in the mutual inductance. Smith [33] found that 

mutual inductance saturation was of little significance during the starting of an 

electrically inert machine and was in fact only of significance in the two cases of 
Plugging and that of the capacitor excited induction generator. Furthermore, 

the component indicative of rotor faults was known from experiment to occur 

at the latter stages of the starting transient whereas the saturation of the mu- 
tual inductances has greatest effect at the initial stages of the starting transient 
due to the flux doubling effect. Figure [7.8] shows the variation of the mutual 
inductance throughout the starting period where the flux doubling effect can 
be clearly observed. There is also a slight decrease in mutual inductance as the 

machine reaches operational speed since the current and hence volt drop across 
the stator leakage reactance and resistance has decreased impinging a slightly 
larger voltage on the mutual inductance. 
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7.8.2 Leakage Inductance Saturation 

From experimentally derived data obtained by a sequence of locked rotor tests, 

the relationship between winding current and leakage inductance was obtained. 
These experiments could only be performed upto a current level of 15A and the 

shape of the leakage saturation characteristic was intuitively extended from this 

point by examination of curves from literature [52,67]. The leakage saturation 

characteristic of the wound rotor machine is shown in Fig. [7.9] where the initial 

rise and then fall of leakage inductance can be clearly seen. During the starting 
period, the line current peaks of the real wound rotor machine have initial values 
in the region of 80A and do not decrease to 15A until the latter stages of the 
transient. The machine therefore spends considerable time in the upper current 
levels of the leakage saturation characteristic for which there is no experimental 
data. A number of "tails" for this characteristic were tried (dotted lines of 
Fig. [7.9]) and finally the bold line characteristic was accepted since it brought 

the model's response close to that of the real machine as can be seen in Fig. [7.10]. 

The simulation of the leakage saturation was achieved by altering the leakage 
inductance of both rotor and stator as a function of the rms d and q currents 
in a manner similar to that used by Lipo [24]. The resulting rms saturation 
current for both rotor and stator was obtained using the following formula 

il, aý = ids + iq2 (7.16) 

The value of il,. = is then used in a polynomial approximation of the leakage 
inductance versus current characteristic obtained experimentally, resulting in 

a value of leakage inductance for that particular point in time. Representing 

this characteristic with only one polynomial required that the polynomial be 

of 33'd order for a reasonable approximation. This increased the computation 
time significantly and was cumbersome to program. A better method was to use 
two 3'd order polynomials, one representing the characteristic upto a current 
level of 7.5A, and the other from this point upto the maximum value of current. 
On obtaining the present value of the current the software would choose the 

appropriate polynomial to evaluate the value of leakage inductance. A smooth 

change over between polynomials was ensured by using a large number of data 
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points either side of 7.5A in their creation, forcing them both to have the same 
shape in this region. The coefficients of both 3'd order polynomials are listed 
below: - 

SatO = 8.73761e-3 
Satl = 2.39525e-3 
Sat2 = -4.89567e-4 
Sat3 = 2.82875e-5 

Sat4 = 1.35776e-2 
Sat5 = -3.20418e-4 
Sat6 = 3.75331e-6 
Sat7 = -1.41959e-8 

For current levels of 7.5A and below the leakage inductance was calculated with 
the following expression: - 

is = SatO + Satl(il, at) + Sat2(il�t)2 + Sat3(il�g)3 

and for currents above 7.5A :- 

is = Sat4 + Sat5(il�t) + Sat6(il, a, )2 + Sat7(il�t)3 

Though the calculation of il,. = and subsequent use in the above polynomials 
was a very approximate method, it did make the leakage inductance vary with 
the current level and improve the model's response. 

The saturation curve represented by polynomials was incorporated into the 

model. Several characteristics appeared in the signal spectra of the simulation 
due to leakage inductance saturation and these could also be observed in the 

real machine spectra. The most notable was the introduction of the notches 
throughout the spectrum, when saturation was modelled. These can be observed 
in the real data as can be seen in Fig. [7.11] and in the simulation as shown in 
Fig. [4.4]. One other characteristic observed in the simulations was the increase 
in both the amplitude and frequency of the "13Hz" component. This can easily 
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be explained since saturation will cause larger currents to flow and hence results 
in a larger D. C. component induced in the rotor circuits at switch on [18]. As the 

machine speeds up the D. C. component is decaying at a rate dependent on the 
L/R time constant of the rotor circuit. This results in a synchronous machine 
action during start-up which induces an increasing frequency component in the 

stator windings with an amplitude that decays exponentially as discussed in 
Chapter 4. It was therefore possible with the use of this simulation to identify 

components in the real spectra. One notable failing of this application of leakage 

saturation was that no 3*d harmonic at 150Hz was generated, as is known to be 
the case for the non-linearity of saturation [52]. No further work was undertaken 
to resolve this problem since the 3 phase model was under development which 
would allow leakage saturation to be modelled on an individual phase basis. 

7.8.3 Apportioning Leakage Inductance 

In the derivation of the equivalent circuit it is usual to equally apportion the 
leakage inductance between the rotor and stator windings. The model was run 
using quite substantial re-distributions of the parameter which had little effect 
on the response. However if the total leakage inductance were changed by a 
small percentage then a substantial change in the machines response could be 

observed as shown in Fig. [7.12] which results in a 10% change in the nominal 
value of 10mH. 

It is worth considering whether the leakage inductance can be measured to this 

accuracy. The AVOs used in experimentation are calibrated to measure rms 
values for sinusoidal waveforms. The line current waveform during the locked 

rotor test, if viewed on an oscilloscope, is most definitely not a pure sinusoid, 
having a prominent 3''d harmonic and possibly higher order harmonics. 

7.8.4 Skin Effect 

No experimental data was obtained for variation in rotor leakage reactance and 
resistance due to skin effect. However, Cameron [3], who had previously used 
the test rig applied a method developed by Liwschitz-Garik [84,85] to calculate 
the variations in these two parameters. 
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The Skin Effect arises because the flux linkage in the lower conductor sections 
in the rotor bar due to leakage flux is greater that the flux linkage in the upper 

sections. This results in a higher emf induced in the lower sections of the rotor 
bar which leads to the current density reducing from the top to the bottom 

of the conductor. The skin effect tends to increase the resistance and reduce 
the reactance of the bar, hence model parameters R2 and 12 are affected. Both 

values for these parameters are obtained from the locked rotor test in which the 

rotor currents are at a frequency of 50Hz. 

Expressions for the change of R2 and 12 due to skin effect have been developed for 

a bar with rectangular cross-sectional area [84]. A further calculation is required 
to account for non-rectangular bar shapes [85]. The procedure developed was 

applied by Cameron [3] to the 51 bar rotor of the laboratory test rig. This 

procedure involves calculating the effective bar height h of the non-rectangular 

rotor. Thus a rotor bar with any cross-sectional shape may be represented by 

a bar of rectangular cross section with an effective height h. 

The following expressions were implemented in the DQ model :- 

R? (soN: ) = R2(1*)ý sincosh(2ý) 
h(2ý) 

+ sin(2ý) 

- cos(2i) 

3 sinh(2e) - sin(2ý) lz(sos: ) = lß(1*) 
2ý cosh(2C) - cos(g) 

where 

2p 

and 
wry = angular frequency of rotor currents 
h= effective bar height 

p= resistivity of bar metal (S2 m) 

p. = permeability of free space 

For the laboratory machine ý is given by the expression :- 

e=0.034 w*� 

Variation of these two parameters could then be incorporated into the numerical 

solution. In this particular case the rotor resistance decreased by 1% and the 
leakage inductance increased by 0.3% over the starting period. The DQ model 
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using the 51 bar rotor parameter values showed no observable change in response 
due to skin effect. Previous research [86,87] has indicated that skin effect has 
little influence on low power motors, however, this will not be, the case if large 
industrial machines are to be modelled [52]. Figure [7.13] shows a typical skin 
effect characteristic for a large machine. 

7.8.5 Results from Imbalance in the 2 Phase Model 

Using the DQ model with the reference frame fixed on the stator the value 
of the rotor phase resistance Ra was increased to simulate a high resistance 
winding. The results from the DQ model are best illustrated by performing 
spectral analysis via FFT on the line current waveform as shown in Fig. [7.14]. 
As with the real machine a noticeable undulation appears in the line current 
spectra between the 0 to 50Hz range due to imbalance in the rotor as shown in 
Fig. [7.11]. 

7.8.6 Problems with the DQ Models 

As previously indicated the DQ models may be developed with frames of refer- 
ence that are fixed with respect to, the stator, the rotor and the synchronous 
field. Krause [21] who originally developed the 2 phase equivalent models did 

simulate imbalance during the starting transient. Krause indicated that any 
reference frame may be used though to avoid sinusoidal rotor resistances it is 

more convenient to develop the model with a reference frame fixed on the rotor. 
Hancock [79] on the other hand argues that for the machine with an imbalanced 

rotor only the DQ model with a reference frame fixed on the rotor is applicable. 

In this research project only the DQ model with reference frame fixed on the sta- 
tor was stable throughout the starting transient. The DQ model with reference 
frame fixed on the rotor was stable upto the peak of the torque characteristic 

and the DQ model with reference frame fixed to the synchronously rotating field 

was unstable after a few tens of milliseconds of simulated time. 

The development of these DQ models were double checked and found to be 

correct. This suggested that the integration routine may not have been suit- 
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able for the two unstable models. To check the integration routine, both the 

unstable models were re-written in FORTRAN so that access could be gained 
to the NAG numerical recipes library which contained a range of integration 

routines. It was suspected that the stiffness of the differential equations in these 

reference frames may have been the cause of the instability. Stiffness is a mea- 

sure of the difference in magnitude of the derivatives. Differential equations 

with a high degree of stiffness require specialist integration routines for stable 

solutions. Grear's method, particularly suited to stiff equations was used as the 
integration routine. This method also calculated a stiffness factor for the set 
of equations which was found to be low for both cases, indicating that stiffness 
was not the problem. The solution by library integration routine progressed 

as with the the RKF45 method and were both unstable. These problems were 
unfortunately never resolved and by this time the direct three phase simulation 
was operative. This direct three phase simulation was more representative, in 

that, the variables related to parameters observed in the real machine, e. g. line 

current, furthermore less simplifying transformations were involved. 

7.9 Results from 3. Phase Modelling 

The three phase model was firstly operated using parameter values obtained 
from the wound rotor machine. Experimental work on the wound rotor machine 
had only been carried out under full load starts as the signal processing method 

at that time was not sufficiently refined to detect components indicative of rotor 
faults under no load starts. In view of this, all wound rotor modelling was carried 

out under full load so that meaningful comparisons could be made between real 

and simulated data. The response of the three phase model was identical to 

the equivalent two phase model's response for a given set of parameter values. 
The response of the model bore a close resemblance to that of the real machine, 
if leakage saturation were modelled. Leakage saturation was modelled in an 
identical fashion to that of the dq model except that the actual phase currents 

were used in the polynomials. As with the two phase model, experimental 

error in obtaining critical parameters such as the leak-age inductance is thought 

to account for most of the discrepancy between the response of the real and 

simulated machine. 
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The implementation of leakage saturation was now based on a per phase basis. 

At each step/sub-step of the calculation, the currents of all three rotor and 

stator phases would be used to evaluate the leakage inductance value of that 

phase. The application of leakage inductance saturation brought about a similar 
improvement in response as with the DQ model, however in the 3 phase model, 
third harmonics and higher frequency odd harmonics were generated. There 

was of course, an increase in the computation required and hence the time of 
the simulation.. 

7.9.1 3 Phase Model in Steady State Operation 

In order to check the spectrum of the simulated line currents, the three phase 

model was operated in steady-state since the spectrum of the real line current 

waveforms was well known [4,7]. In steady state the real machine is connected 
in delta and this was taken into account in the model so that direct comparisons 

could be made to the measurements of the real machine. The amplitude spec- 
trum of the simulated steady-state line current waveform for the unbalanced 

case had side bands as with the real machine. These side bands -F2sf, and their 

multiples -Fn2s f are shown in Fig. [7.15]. The application of leakage inductance 

saturation did not affect the the amplitude of the LSB but increased the USB for 

reasons discussed in section 7.9.4. Figure [7.16] depicts the change in amplitude 
for both side bands for increasing rotor imbalance. As with the real machine 
these two sidebands increase in amplitude with increasing imbalance and their 

rate of increase reduces at higher fault levels. A comparison is presented in Ta- 

ble [7.1] between the change in side band amplitudes for a sequence of increasing 

fault levels from both the simulated and real machine. The absolute magnitude 

of the side bands with respect to the 50Hz component is substantially larger for 

the simulation than with the real machine being typically 20dB larger for the 

highest value of external resistance. This disparity was. obviously due to the 

nature of the model itself in that it may be oversimplified or possibly omit some 
interaction within the real machine. 

Despite the difference in absolute magnitude of the sidebands, the model's re- 

sponse in steady-state was found to be similar to that of the real machine and 
in particular the frequency of the sidebands for a given rotor speed had exact 
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correlation. 

Resistance Real LSB Real USB Sim'. LSB Sim'. USB 

0.3 0dB 0dB 0dB 0dB 
0.33 5 6 28 25 
0.36 11.4 12.4 32 31 

0.39 12.1 13.1 35 35 
0.42 13.6 14.6 37 37 
0.45 14.6 15.6 38 38 

Table 7.1: Increase of side band components in steady state for real and simu- 
lated wound rotor machine under full load. 

7.9.2 3 Phase Model in Transient State 

The response of the 3 phase model during the starting transient under full load 

starting conditions is shown in Figs. [7.17,7.18,7.19]. 

It was observed that under full load starts, that the real machine (in star con- 
figuration), would reach a pseudo-steady state period prior to the starter con- 
figuring the stator windings in delta. The speed and torque were noted as 1345 

rpm (281 elec. rad s') and 55Nm respectively. Using a load torque of 55Nm for 
the model resulted in the diagrams of Figs. [7.17,7.18,7.19] where it can be seen 
that the model reaches a speed of 275 elec. rad s'1, showing close agreement to 
the response of the real machine. The line current waveforms for phases a and 
b are shown in Fig. [7.18] and have initial current peaks that are similar to the 
80A current peaks of the real machine. Two rotor current waveforms are shown 
in Fig. [7.19]. As would be expected the rotor currents change their frequency 

as the machine accelerates to speed. 

7.9.3 Imbalance During Transient State 

A comparison was performed between the results obtained from the real and 
simulated wound rotor machine with increasing levels of rotor imbalance during 

the starting period under full load. These line current waveforms were processed 
with the 21Hz FIR method and the change in the LSB for increasing fault level 

167 



are shown in Table [7.2]. As with the steady state results the magnitude of the 
LSB components from the simulation are larger than that of the real machine 
though the difference has reduced to 10dB. The change in the LSB has however 

better correlation between real and simulated conditions and both have the same 

shape of characteristic, with smaller increases in LSB amplitude for increasing 
fault level as shown in Fig. [7.20]. 

Resistance Real LSB Sim'. LSB 

0.316 0dB 0dB 
0.342 4.2 7.4 

0.362 6.4 10.9 
0.378 8.1 12.9 
0.40 9.8 14.6 
0.42 10.9 16.3 
0.44 12.0 17.2 
0.454 12.9 17.7 

Table 7.2: Increase of side band components through 21Hz filter for the real 
and simulated wound rotor machine during the starting period, full load. 

7.9.4 The Upper Sideband (USB) 

Line current waveforms from the three phase model during the starting transient 
for various condition of rotor imbalance were passed to the phase vocoder for 

analysis. The spectograms for the conditions of no imbalance, 58% imbalance 

with and without leakage saturation modelling are shown in Figs. [7.21,7.22,7.23] 

where they can be seen to be similar to those for the equivalent condition of 
the real machine depicted in Chapter[4]. The enhancement of the upper side 
band (USB) when leakage saturation was modelled agreed with the predicted 

response from steady-state theory [2]. The argument is as follows :- 

The supply voltages applied to the stator windings result in a forward rotating 
field in the air-gap. This rotating field induces slip frequency EMFs in the rotor 

circuits. The air-gap field set up by the rotor circuits will therefore include a 
fundamentally distributed component which rotates at slip speed in the forward 

direction with respect to the rotor, and one of equal amplitude which rotates 
in the backward direction. With a symmetrical rotor, the backwards rotating 
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components can be shown to cancel, whereas for an unsymmetrical rotor the 

resultant is non zero. This field, which rotates at slip speed backwards with 

respect to the rotor, rotates forward at (1 - 2s) times the synchronous speed 

with respect to the stator. It therefore induces EMFs of frequency 123 -1 [f 

in the stator windings. The stator current now consists of the normal mains 
frequency component, together with a component of 12s -1 f times the mains 
frequency [1]. If the 3'd time harmonic (3f) of the fundamental supply voltage 
is considered as an other source (due to saturation effects or imbalance of the 

supply) then, by argument a component of flux will exist in the airgap field at 

a frequency of (2s3 - 1)f3 Hz [2]. 

But 33 = (3w, - w, )13w, 

where w, = synchronous speed and w, = shaft speed 
therefore s3 = (3 - wr/w, )/3 

_ (2 + (1 - w. /w, ))/3 

= (2 + s)/3 
The third harmonic can also be expressed as 
f3=3f 
and substituting gives 
(233 - 1)13 = (3(2+ s) - 1)3f 

_ (2s + 1) f i. e. the frequency of the upper side band. 

The enhancement of the USB during steady state simulation (due to leakage 
inductance saturation) was less than that observed during starting transient. 
This is due to the large differences of current flowing which affects the magnitude 
of the harmonics produced by the leakage inductance characteristic. In the early 
experimental work, the USB was eliminated as a suitable feature for reliable 
diagnosis because of its high variance for a given fault condition. This variance 
is thought to be related to the generation of harmonics and their subsequent 
dependence on switching angle. 

7.9.5 Supply Harmonics 

The 3rd harmonic of the mains supply voltage was modelled at 2% of the ampli- 
tude of the fundamental 50Hz component. This level of harmonic was considered 
to be representative of the maximum permissible in the supply. The three phase 
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model's supply voltages were changed to incorporate this harmonic. This made 
little change to the model's response. One of the advantages of the three phase 

model over the two phase models is that unequal supply voltages could be used. 
This would allow future studies of simultaneous stator and rotor faults plus the 

response of the inverter supplied machine. Inverter supplies are often rich in 
harmonic content. 

7.9.6 Switching Angle of Voltage Supply 

Slater [74] had shown that for simultaneous switching of the three supply lines, 

to a balanced machine, that the torque transient was independent of the switch- 
ing angle. This is not the case for the three line currents which exhibit the same 
type of response as that obtained from energisation of a transformer [52) and 

observed in the early transformer experiments of this project. If the switching 

angle is adjusted to minimise the current transient on one phase of the machine, 
the other two phases (120° apart), exhibit an increase in their current transient. 

The combined effect is that the transient currents at starting under the con- 
ditions of simultaneous switching give rise to an identical total asymmetrical 
flux and hence torque transient. This could easily be verified by the use of the 

models. 

It was of interest to determine what possible effect the point on wave switching 
had on the lower side band component and whether this could affect the di- 

agnosis of rotor faults. The laboratory machine was not subjected to point on 
wave switching control since any diagnostic technique should not require this 

constraint as it is uncommon in industry. 

The three phase model was used to obtain starting transients at a range of 

switching angles from 00 through to 360°. Using the phase vocoder the ampli- 
tude and time for the lower side band maximum to occur on channel 3 (23.44 

Hz) was noted. 

It was found that the maximum amplitude change for any switching angle was 

very small (0.04%) and that the time of the maximum varied in a regular fash- 

ion with switching angle. If plotted these results trace out a crude sinusoid 

suggesting that the position of the side band maximum (in time) varies sinu- 
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soidally with switching angle by a maximum of 4ms. When leakage saturation 
is modelled the variation resembles a sinusoid with a large 3'd harmonic. 

In the balanced machine the asymmetrical flux will act on an arrangement of 

equally spaced bars around the rotor periphery. Due to the unsymmetrical flux 

some bars will contribute more torque that others. If this asymmetrical flux is 

rotated spatially by changing the switching angle of the supply, then the torque 

contribution from each bar will be changed. However, the net torque generated 

will be the same, providing the rotor is viewed as a conducting sheet and spaces 
between bars are ignored. 

In the unbalanced case, the spatial arrangement of the asymmetrical flux will 
influence the net torque generated. Consider if a broken bar is at a position 
where the asymmetrical flux may have generated a torque maximum if the bar 
had been whole. Obviously the broken bar cannot generate torque and the total 

combined torque of the rotor will be different to the case of a balanced rotor. 

In the experimental work it was found that the amplitude of the 15Hz compo- 
nent exhibited a larger variance than that of the 21Hz component and this was 
thought to be due to rotor position and/or switching angle. It was of interest 

to see if the model exhibited this same phenomenon. With leakage saturation 
modelled the variance of the 15Hz component was found to be double that of 
the 21Hz component. Interestingly without leakage saturation modelling the 

opposite was true, though in both cases the variance was smaller than that 

when saturation was modelled. 

7.9.7 Starting Position of Rotor 

It was necessary to assess what influence the starting position of the rotor 
(specifically the position of the faulty bar) had on the measurement of side 
band amplitude. The three phase model was used to obtain a range of starting 
transients at a range of rotor starting angles measured with respect to phase a 
of the stator. 

The simulated results suggested that for a given fault level the time at which 
the lower side band is a maximum is independent of the position of the rotor. 
This contrasts the experimental results that do tend to suggest that initial rotor 
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starting position does influence the time at which the LSB reaches its maximum. 

It is known from experimental work on both cage and wound rotors that rotor 
imbalance causes the real machine to accelerate to operational speed in a shorter 
time that that of a balanced machine. This is not observed in the model where 
increasing imbalance results in a small increase in the run up time. Obviously 

some aspect of the real machine is not being correctly modelled, though an in- 

crease in resistance in all three rotor phases brings about an increase in starting 
torque as obtained with real machines. 

7.9.8 Input Power, Rotor Power, Power Factor 

In order to try and correlate the lower side band maximum in the latter sec- 
tion of the transient period other variables of interest were observed using the 
three phase model. The input power and rotor mechanical power are displayed 
in Fig. [7.24] for the balanced condition and Fig. [7.25] for the unbalanced case. 
These along with the torque could be examined to see if their maximums coin- 
cided with that of the lower side band. This was not found to be the case for all 
three variables. All three of the above waveforms could of course be processed 
by the phase vocoder to obtain their spectograms. This showed that all three 

variables were primarily composed of a large d. c. term representing the average 

value, an oscillatory term which started at 100Hz at standstill and decreased to 

a low frequency (typically 3Hz) at operating speed and a 50Hz component due 

to the asymmetrical flux during the initial period of the transient. 

The power factor of a3 phase induction motor changes throughout the starting 

period from an initial value of about 0.4 through a peak of almost 0.9 to its 

steady state value of 0.7 approximately [78]. The power factor characteristic 
is similar to that of the torque/speed curve though it peaks at later stage. 
Both rotor power and torque peaks have not been found to correlate with the 

LSB peak both occurring at a later time. It seemed reasonable to assume that 

the decreasing current level coupled with an increasing power factor may have 

resulted in a maximum that could cause the LSB peak. However calculating the 

power factor was not as straight forward as in steady state. The power factor 

will change throughout each single cycle of the supply voltage. An attempt was 

made using the Fourier Transform to obtain the phase of a line current waveform 
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and the phase of its supply voltage. Subtraction of the phase characteristics 

was believed to result in the phase difference and hence power factor at any 

particular point in time. The method was unsuccessful, and in retrospect it 

was thought that the inappropriateness of Fourier analysis to determine the 

spectral amplitude of a non stationary signal must surely apply equally to the 
determination of the phase angle. Future work in this research project must 

examine the phase shift between currents and voltages to determine their effect 

on the sideband components. 

7.9.9 Imbalance on Stator 

An advantage of the 3 phase model over the two phase DQ models is that 
imbalance can be implemented on both the rotor and stator. Two conditions 
of stator 'imbalance were simulated namely that of a low resistance winding 
and an imbalanced supply. In both cases, the model, when run in steady state 
showed a slight increase in the 150Hz component as found by Leonard [2] for real 
machines. The modelling in the starting transient case showed no components 
that may have interfered with the diagnosis. 

7.9.10 Sidebands in a Balanced Machine 

Steady state theory indicates that each rotor phase generates side bands which 
due to time and angular displacement cancel completely for the balanced ma- 

chine [1,75]. The three phase model allows this to be observed since any quantity 

may be stored and displayed. Examination of the calculation of current shows 
that any stator phase current component is comprised of six terms as indicated 

below :- 

Ia = [L-'[1,21i, 6+L-1 [1,3]0., +L-[ 1,4]bro+L-'[1,5] b, b+L-1 [1,6]0,, ] 

where L-'[] is an element of the inverse of the inductance matrix. 

The first term is the contribution of the phase to its own current. The next two 

terms are the contributions from the other stator phases. The three last terms 

are the current contribution from each of the rotor phases. The rotor current 
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contributions can be seen in Fig. [7.26] and Fig. [7.27] along with the summation 

of these rotor terms. The summation can be seen to be a sinusoid superimposed 

with a small low frequency oscillation. Analysis of any of the single rotor terms 

shows a side band component as found in the line current waveform of a machine 

with rotor faults. However analysis of the summation of the rotor terms results 
in the disappearance of the side band by cancellation as stated by steady state 

theory [1]. 

7.9.11 Bar Representation in the 3 Phase Model 

For the steady state derivation of the single phase equivalent circuit the effective 

phase resistance may be calculated for a cage rotor [391. This entails partitioning 
the end-rings into as many sections as there are rotor bars. The resistance of the 

two end-ring sections for a particular bar are then appended to the resistance of 
that bar. This involves the use of a transformation to account for the differences 

between bar current and end-ring current. This transformation is analogous to 

the reflection of an impedance from, say a secondary winding to the primary 

winding of a transformer. Thus the whole rotor is now represented by rotor bars 

which incorporate, their portion of end-ring resistance, suitably transformed. 
To obtain the equivalent rotor phase resistance one bar's resistance is further 

transformed taking into account parameters such as the stator winding factor, 

the total number of bars and the number of series turns per phase, as indicated 

in equation 7.17. 

At first it was thought that reducing the number of bars by one but maintaining 
the end-ring resistance would be representative of a broken bar as shown below : 

R2' = (12/(R - B))(k. T)2 (rb + (R re*)/(2 polepairs2r2)) (7.17) 

R :- number of bars 
B :- number of broken bars 
T :- number of series turns/phase 
k,,, :- stator winding factor 

rb :- bar resistance 
rar :- end ring resistance 
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Equivalent values of phase resistances for a given number of broken bars were 

calculated using equation 7.17. These resistances were used in a single rotor 

phase in the 3 phase cage model, the other two phase resistances being calculated 
for a balanced rotor. The number of broken bars and the change in amplitude 

of the component of interest for the 21Hz filter, for both the real and simulated 

cases are presented in Table [7.3]. 

Condition Real F. L. Sim'. F. L. Real N. L. Sim'. N. L. 

Balanced 0dB 0dB 0dB 0dB 

1 Broken Bar 15 26 11.5 13.5 

2 Broken Bars 23 26.8 18.8 14.3 
3 Broken Bars 27.5 27.9 23.3 14.9 

10 Broken Bars - 31.9 32 19 

Table 7.3: Increase in side band component measured from computer model of 

cage rotor machine versus number of broken bars. 

The increase between the balanced and single broken bar cases is very large 

compared to that obtained for the real machine. This is partly due to the lack of 
background noise which is to all intents and purposes absent from the computer 

simulation. An other contributory factor is that the balanced condition is truly 

balanced unlike the real machine where inherent imbalance is always present 
due to the manufacturing process. Both these factors raise the background 

noise floor of the real machine and hence the above measurement (whether real 

or simulated) is in fact from the noise floor to the specific fault level. As with the 

wound rotor machine simulation the LSB during the starting transient is larger 

than that of the real machine. The change in the amplitude of the simulated 
LSB component does increase as the number of broken bars increases as found 

with the real machine. 

One further problem with the 3 phase cage rotor machine simulation was that 

the leakage inductance had only been measured upto 15A and found to be linear. 

With the wound rotor machine, the turning point of the leakage saturation 

curve had been reached and a "tail" had been estimated to obtain the leakage 

inductance at higher current levels. With the cage rotor machine, the maximum 

was not known and this meant that the modelling of the leakage inductance 

would have been even more approximate than that of the wound rotor machine. 
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In view of this a fixed value of leakage inductance was chosen (4mH) which 
would cause the machine to accelerate to speed in the same time as that taken 
by the real machine. 

The 3 phase model had shown good agreement for general trends and the spec- 
tral components generated by imbalance. However it was clear that the rotor 

circuit was not being adequately represented for the cage rotor with broken 

bars. 

The apparent rotor phase seen from the stator is not fixed on the rotor (unlike 

the wound rotor phase), so that as the rotor turns bars enter and exit the 

apparent phase. A broken bar, thus rotates through all three rotor apparent 

phases and it is thought that this cannot be realistically represented by a small 
increase in one of the rotor's phase resistances of the model. One possible 

solution to this problem was to model all the rotor bars and end-rings and 

not just lumped phases. This had been under consideration from the onset of 
the modelling undertaken in this research work. The problem with the present 

cage rotor representation is that if the end-ring resistances are appended to the 

appropriate bars then the rotor may be drawn as shown in Fig. [7.28]. In this 

situation the breaking of a bar suggests that no current will flow through the 

end-ring sections connected to it. This contradicts work by Williamson [1] and 
Weichsel [88] who have shown that currents do flow in the end-rings sections 

associated with broken bars. 

Furthermore, despite the general success of the models to represent the faulted 
induction motor, there was one notable condition in which they failed to respond 
as with the real machine. It had been observed that a rotor with broken bars 

would accelerate to operational speed in less time than that with a balanced 

rotor. This was not the case with the modelling which in general resulted in a 
small increase in time taken over that of the balanced condition. 

If all rotor phase resistances of the model were increased the torque/speed char- 
acteristic was shifted to give a larger starting torque as with real machines. 
It was quite evident that there was some mechanism within the real machine 
which was not being represented in the model. 

The problems with assigning an equivalent phase resistance value to represent 
broken bars and the limitations of the rotor modelling indicated that a bro- 
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ken end-ring should manifest itself differently to that of a broken bar. This 

was known not to be the case in steady state, where broken end-rings gener- 

ate sidebands as with broken bars. Steady state techniques do not presently 
differentiate between bar and end-ring faults, instead a measure of the condi- 
tion of the rotor called the broken bar factor (BBF) is presented. Nevertheless 

experimentation was carried out using an otherwise healthy rotor which had a 

small cross section removed. This resulted in a high resistance end-ring section 
between two bars. These results are presented in Chapter 5 where it is shown 
that differentiation between end-ring faults and bar faults may be possible, but 

more importantly the results clearly indicated that the rotor modelling would 

require improvement for more realistic results. 

Extension of the model to represent 51 rotor bars had been considered for some 
time. A model with three stator phases and six rotor phases had been completed 

as a first step towards modelling 51 bars as 51 phases. It was now clear that 

this intended model would not accurately represent the end-rings and hence the 

rotor as a whole. 

7.10 Discussion 

The 2 phase DQ modelling had showed that the effects of mutual inductance 

saturation, skin effect and stator/rotor leakage inductance re-distribution had 

minor effects on the response of the modelled laboratory machine. Despite the 

simplicity of the modelling of the leakage inductance saturation characteristic 
it was clear that this parameter had a significant effect on the response of the 

machine. 

The three phase model allowed implementation of leakage inductance saturation 

on a per phase basis and as such produced a line current waveform in which 
the harmonic content was similar to that of the real machine. This model also 
permitted imbalance on both stator and rotor windings which allowed the effect 

of line voltage imbalance, a low resistance stator phase and a supply with a 

realistic third harmonic component. Variation of the initial starting position of 
the rotor and the switching angle of the supply was also investigated by use of 
this model. 
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The effect of a given imbalance on the rotor resulted in a significantly larger side 
band component in the model during both steady state and starting transient 

conditions. The change of the LSB however showed better agreement between 

the the real wound or cage machine and that of its model. The frequency of the 

side bands was exactly correct for a given rotor speed. 
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Figure 7.1: Numerical Integration, estimates the next value of the function from 

the slope at the present value. 
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Figure 7.2: Flowchart of error control algorithm 
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Figure 7.3: Non-simultaneous switching, two lines at a= 0°, ß= 0011 
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Figure 7.4: Non-simultaneous switching, two lines at a= 90°, ß= 90°. 
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Figure 7.5: Flowchart of 3 Phase Model. 
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Figure 7.6: Accelerating torque and rotor electrical angular velocity simulation 
using fixed parameter values from RL/LR tests. 
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Figure 7.7: Mutual inductance characteristic for the wound rotor machine. 
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Figure 7.8: Line current and variation of mutual inductance during the starting 

period. 
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Figure 7.9: Leakage inductance saturation characteristic for the wound rotor 
machine. 
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Figure 7.10: Stator current la and rotor speed (elec. rad/s) for the wound rotor 
machine modelling with leakage inductance saturation. 
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Figure 7.11: Spectrum of real line current waveform showing peak at "13Hz" 

and undulation in 0-50Hz region due to imbalance on the rotor. 
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Figure 7.12: Response of model for 10% decrease in leakage inductance over the 

the case of Fig. 7.6 
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Figure 7.13: Typical changes in 12 and Rz due to skin effect. 
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Figure 7.14: Line current spectra from DQ model showing undulation in 0-50HZ 

region due to imbalance in the rotor. 
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Figure 7.15: Simulated steady state line current spectrum with imbalance and 
leakage saturation modelling. 
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Figure 7.16: Change in both upper and lower side band amplitude over balanced 

condition for steady state simulation of wound rotor machine. 
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Figure 7.17: Simulated starting transient of wound rotor machine showing ac- 

celerating torque and rotor electrical angular velocity. 
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Figure 7.18: Simulated starting transient of wound rotor machine showing stator 

curent of phases a and b. 
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Figure 7.19: Simulated starting transient of wound rotor machine showing rotor 

current of phases e and f. 
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Figure 7.20: Comparison of real and simulated LSB amplitudes of wound rotor 
machine during the starting transient. 
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Figure 7.21: Phase vocoder plot of simulated balanced machine. 
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Figure 7.22: Phase vocoder plot of simulated machine with 58% imbalance. 
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Figure 7.23: Phase vocoder plot of simulated machine with 58% imbalance and 
leakage saturation modelling. 
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Figure 7.24: Input Power and Rotor Power during the starting transient for a 

balanced simulated machine. 
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Figure 7.25: Input Power and Rotor. Power during the starting transient for a 

simulated machine with rotor imbalance. 
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Figure 7.26: Contribution from rotor phases a and b to the current of stator 

phase a. 
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Figure 7.27: Contribution from rotor phase c (top) to stator phase current a. 
Summation of all rotor contributions to stator phase a current. 
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Figure 7.28: Rotor phases, comprising bar resistance and end-ring section 
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Chapter 8 

Conclusion 

8.1 Summary of Thesis Content 

The principal objective of this project was to investigate whether it was possible 
to determine rotor faults within a3 phase induction motor by analysis of the 
line current waveform during the starting transient. This objective has been 

met in the laboratory for a small 11kW 3 phase induction motor with a range 

of fault severity, from a single high resistance bar through to 3 fully broken bars. 

Initially, studies were undertaken to review induction motor fault mechanisms 

and the computer simulation of the induction motor under transient conditions. 
All literature read describing induction motor fault mechanisms dealt with the 

steady state theory and analysis. The manifestation of these fault mechanisms 

under starting conditions was unknown. Previous work in computer simulation 
had been undertaken primarily to determine the peak torque and current during 

starting transient and re-switching operations. The purpose of induction motor 

simulation in this research work was to study a machine with a faulted rotor 

and to observe the frequency spectra of the resulting line current waveforms for 

components indicative of that fault. 

Initial experimental work concentrated on a similar but simpler device than the 
induction motor, namely, the single phase transformer. From this work, experi- 

ence was gained into the response of the switching transient and the application 

of signal processing to the line current waveform. Spectral analysis of the in- 
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rush current showed that both even and odd harmonics were of substantially 
greater amplitude than found in the steady state current. This was antici- 
pated since the abrupt discontinuity at switch-on would generate a wideband 

spectrum and the large current peaks produced thereafter would be composed 
of large harmonic components. A comparison of the harmonic amplitude was 

also performed between the first and second 400ms period after switch-on. This 

showed that the even harmonics suffer a far greater reduction in amplitude than 

the odd harmonics as the in-rush current decays to the steady state value. This 

reduction in even harmonic content is due to the increasing symmetry of the 

current waveform as it decays to the steady state waveshape. Point on wave 
switching control was effected to facilitate the study of the switching angle on 
the harmonic content of the current waveform. As expected from theory the 

spectral components are larger for the worst case switching conditions of 00 and 
180° than that of the best case switching conditions of 90° and 270°. The effect 
of supply voltage amplitude on harmonic content was also examined where a 
larger voltage would increase both even and odd harmonics, though the increase 
in the odd harmonic content was substantially larger than that of the even har- 

monics. In other words the higher the level of saturation, the more prominent 
become the odd harmonics and this is due to the shape of the transformer's 
B/H curve. 

Modelling of the transformer's B/H characteristic was also undertaken to simu- 
late the transient current waveform. Though some correlation could be observed 
between the spectra of real and simulated current waveforms, on the whole cor- 
relation was poor. This is now thought due to the use of a static B/H curve in 

a situation where a dynamic solution would have been more appropriate. 

Experimental work on the test rig was initially carried out on a wound rotor with 
large rotor phase imbalances effected by means of an external resistor connected 
to a rotor phase via the slip rings. The wound rotor work was carried out almost 

exclusively on full load starts so that components indicative of faults would be 

easily observed. The line current waveforms obtained were analysed using an 
industry standard spectrum analyser and though these large faults could be 

quantified it was clear that these techniques were not suitable for detecting 

small faults in a machine under light or no load conditions. This was due 

to the nature of the line current waveform which had components that varied 
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their frequency and amplitude during the transient period. This prompted an 
investigation into alternative signal processing techniques more suited to this 

application. 

The signal processing method selected (which was originally developed for Speech 

Analysis) was chosen because of the non-stationary nature of both speech and 

the line current waveforms. This processing method, called the Phase Vocoder 

was wideband in nature and could produce plots of the amplitude of frequency 

components as the transient progressed. From these wideband plots, changes 
in amplitude could be observed between the processed line currents of the test 

rig with a balanced rotor and a faulted rotor. As in the case of steady state 

analysis three components showed particular sensitivity to the degree of rotor 
imbalance, namely, the LSB, USB and PSH. One particular feature of interest 

noted from the vocoder plots was that of the LSB which experienced an am- 

plitude maximum at a frequency between 15-25Hz. This occurred in the latter 

part of the starting transient at a slip of about 0.3. The investigation thus 

concentrated mainly on this large amplitude feature which was sensitive to the 

degree of rotor imbalance. 

On completion of the wound rotor work it was possible to diagnose a small 
fault level from a full load start. However, to obtain a consistent diagnosis the 

machine had to be allowed to cool between starts. This effect was due to the fact 

that the external resistance was maintained at a constant temperature due to it 

having a large surface area exposed to the air in the laboratory. The windings 

of the machine however were enclosed in slots and despite the forced cooling 

provided for the machine, increased in temperature and hence in resistance. 
This caused the ratio of internal and external resistances to be temperature 
dependent with subsequent effect on the diagnosis of the fault level. 

In parallel with the experimental study, the development of a computer model 

of the induction motor was under taken. Originally the induction motor model 

was represented by the two phase dq axis method, which greatly simplified the 

machine's performance equations. This two phase equivalent model allowed ma- 
nipulation of variables and the introduction of non linearities, such as skin effect 
and saturation, so that the effect on the simulated line current and resulting 
spectrum could be observed. This model proved extremely useful in determin- 
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ing the sensitivity of the machine's response to parameter variation, particularly 
the leakage reactance. The dq model, however, had limitations such as the in- 

ability to represent supply harmonics and that either the stator or rotor had to 

be balanced. Furthermore the nature of this model would not allow a phase by 

phase representation of leakage saturation, though a crude relationship between 

the dq currents and the level of saturation could be implemented. This allowed 
the leakage saturation to be modelled and in fact brought the model's response 

closer to that of the real machine but did not generate a realistic harmonic 

content. These limitations prompted the development of a three phase model 

which would be more representative of the real machine. 

The experimental study moved to the cage rotor machine where relatively large 

faults were initially observed to confirm the detection of faults on this type of 
rotor and also to further refine the signal processing. At this stage both the 
USB and PSH were shown to be less reliable indicators of rotor imbalance than 

the LSB. In view of this, experimental work concentrated in the region in which 
the LSB was known to reach a maximum in amplitude. 

The next stage of the study required the purchase of two new cage rotors which 
allowed not only small fault levels to be studied but more importantly a se- 
quence of increasing fault levels to be implemented. The faults studied varied 
from a high resistance bar through to three fully broken bars. The study now 
concentrated on the no-load starts which were shorter in duration and had com- 
ponents of less magnitude than that of full load starts. The analysis by phase 

vocoder had been reduced to observing the output of only two (23.4 - 31.2Hz) 

of the sixty four channels available. The wideband nature of the phase vocoder 

was now no longer required and in fact became an inconvenience due to the 

processing time taken. A simpler and more versatile processing method based 

on FIR filters was then developed. This new processing method allowed high 

resolution plots of amplitude versus frequency versus time to be produced where 
it could be observed that the LSB reached an amplitude maximum at frequency 

of about 15Hz. However, for any given fault level it was found that a relatively 
large variance existed from the results obtained at this frequency. After some 
experimentation, a suitable compromise between the amplitude and the vari- 
ance of the observed component was reached with the filtering being performed 
at 21Hz. In fact, filtering was also performed at 24Hz as a form of control in 
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case an unexpected result occurred. No unexpected conditions arose and it was 
clear that some latitude in the filter frequency can be tolerated without loss of 
information. This may well not be the case in a noisy industrial environment. 

Investigations were carried out into conditions which may have brought about 
erroneous diagnoses of the fault level. These conditions included the initial 

starting position of the rotor, large degrees of static air-gap eccentricity, the 

point on wave switching of the supply voltage and the temperature of the ma- 
chine. The final analysis technique was shown to be unaffected by these four 

conditions. A suitable rotor for eliminating any possible effect due to dynamic 

air-gap eccentricity was not available for experimentation. 

The case of an otherwise healthy rotor with a high resistance end-ring was also 
investigated. This study arose because of concerns about the representation of 
the rotor circuit in the three phase model in which the end- rings' impedances 

are appended to the phase resistances after appropriate transformation. The 

end-ring sections are physically different from the rotor bars and as such it was 
reasoned that faults should manifest themselves differently to that of rotor bar 
faults. Using the FIR filtering technique it was possible to observe differences 
between rotor bar and end-ring faults though more work would be required 
to quantify the results. Interest had been expressed in the ability to differen- 
tiate between bar and end-ring problems by engineers in industry, since it is 

apparently well known that end-ring failures cause less problems that rotor bar 
failures. 

Experimentation was performed on the test rig with a view to determining the 
induction motor's parameters for use in the computer models. Various different 

types of test were performed in obtaining the electrical parameters resulting in 

similar values within the tolerances of experimental error. 

The parameters obtained for modelling were :- 

" aßß electrical parameters (2 phase model 

"3 phase model electrical parameters 

9 rotor moment of inertia 

" magnetisation curve 

9 leakage saturation curve 
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" friction/windage losses 

" core losses 

Finally, a three phase model was developed which allowed implementation of 
leakage inductance saturation on an individual phase basis, resulting in a line 

current waveform with a harmonic content similar to that of the real machine. 
This model was also used to investigate imbalances on both rotor and stator, 
the effect of the starting position of the rotor and the switching angle of the 

supply. The effect of switching angle on the model's response showed that no 
significant change occurred to the amplitude of the LSB maximum though the 

position in time of the maximum did vary in a regular fashion with the switching 

angle. This agreed with experimental observations of the real machine. 

The model also suggested that the time at which the LSB reached maximum 

amplitude was independent of the initial starting position of the rotor, which 

contrasts with the experimental results. One notable failing of the model to 

represent the real machine was under the conditions of rotor imbalance. It was 
known from experimental work that a machine with a high resistance phase or 
broken bars would accelerate to speed in less time than that of the balanced 

machine. This was not observed to be the case with the model which exhibited 
a slight increase in the run up time indicating that some aspect of the real 
machine was not being correctly represented. Nevertheless the general response 
of the model was similar to that of the real machine in that a LSB component 
was generated due to rotor imbalance. The LSB component also exhibited the 

same amplitude maximum in the latter stages of the starting transient as had 

been observed with the real machine. The application of leakage inductance 

saturation contributed to the amplitude of the USB component as indicated 

by steady state theory and was further confirmation that many aspects of this 

particular model did represent the real machine. 

The simulated line current waveform of a no load start, had significantly larger 

sideband components in both steady state and transient states to that of the 

real machine, for a given level of imbalance. The change in side band amplitude 
for change in fault level showed better correlation between simulated and real 
machines. Relating a specific number of broken rotor bars to an equivalent 

phase imbalance is thought to be a major source of error in this analysis and 
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indicates that future modelling should accommodate individual rotor bars and 
the two end-ring sections. 

It was apparent that the accurate modelling of system non linearities, particu- 
larly leakage saturation would always be approximate since the physical dimen- 

sions of the rotor and stator could not be adequately represented and as such 

only general trends could be observed by use of the models. 

8.2 Recommendations for Future Work 

In all, approximately 300 individual starting transients from the laboratory test 

rig have been obtained over this period of research with a further forty obtained 
from industrial machines. These records have been stored so that a database 

can be accrued for future use. To date none of the industrial machines have 

shown symptoms of rotor faults and in the majority of cases these results were 

confirmed by MOTORMON1, a steady state diagnosis package. However, in 

the case of very large industrial machines (4MW+) the length of time taken to 

accelerate to speed posed problems for the data acquisition system used. This 

system consisted of "off the shelf" components and though very useful for the 
test rig proved to be restrictive for industrial use. For the continuation of this 

study a system with far greater data acquisition capability will be required, this 

could be implemented with a dedicated ADC board in a PC. 

The ability to implement faults in a controlled manner on the test rig was 
fundamental to the development of the diagnostic technique. The opportunity 
to perform similar experimental tests on a large industrial machine would be 

ideal, however in practice this would require access and use of a fully fitted 

machine shop with adequate power supplies, lifting equipment and a generous 

sponsor. The only other alternative would be study machines that were known 

to have faults and this opportunity does not arise frequently. 

The final computer simulation though more realistic than the original dq models 
does have limitations which may restrict its use in determining the faulted char- 
acteristics of large industrial machines. However there are still areas of interest 

1Trademark of the ENTEK Corporation 
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to be explored with this model, such as inverter fed machines, double cage ma- 
chines and the modelling of principal slot harmonics due to air-gap eccentricity. 
It is clear that a more sophisticated computer model will be required to predict 
the response of an arbitrary machine with faulted rotor. Recent developments 

in induction motor modelling using the finite element technique [89] may prove 
fruitful since the dimensions of the magnetic circuit may be represented and the 

. cost and speed of computation is also decreasing yearly. 

Incorporation of the Transient Analysis technique into a dedicated diagnostic 
instrument as developed by Ratter [90] should be quite straight forward. This 
instrument has all the necessary signal conditioning stages and a dedicated card 
for performing FFTs which would leave only the implementation of the FIR 
filter, a relatively simple task. Furthermore the dedicated instrument utilises 
sophisticated classifiers which can be trained to determine fault conditions, pro- 
viding that the experimental data can be obtained. This instrument is designed 

to monitor a large number of machines in an industrial environment and would 
be in a favourable position to capture the line current waveform of a faulty 

machine during the starting period. 

One other area in which this technique may find industrial application has been 

suggested by engineers in industry. Many plant operators and service companies 
perform steady state condition monitoring of induction motors using MOTOR- 
MON. One particular machine, which had been subject to condition monitoring 
for some time, failed to start and inspection of the machine's history showed 
that there were no indications of developing rotor faults. A more thorough in- 

vestigation revealed that the outer cage of this double cage machine was in fact 
damaged. In a double cage machine, only the inner cage of the machine is in use 
during steady state operation and hence subject to steady state analysis. The 

outer cage, used for starting, is usually put under more stress than the inner 

cage particularly for a machine with heavy duty cycle. The starting transient 
technique developed in this research work, when fully refined for industrial use, 
should throw some light on the condition of these outer cages. 
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Appendix A 

Axes Transformations 

The transformation from Three phase rotating to Two Phase stationary axes 
can be separated into two distinct transformations namely Three Phase rotating 
(a, b, c) to Two Phase rotating (a, Q, O) and then Two Phase rotating (a, Q, O) to 
Two Phase Stationary (d, q, O). These transformations are diagrammatically 

shown in Fig. [A. 1]. 

The basic differential equations for a three phase induction motor can be ex- 
pressed in matrix form as :- 

Va R1 + Llp pMab pMac pMae pMa f pMag la 
Vb pMab RI+Llp pMbc pMbe pMbf pMbg 16 
Vc pMac pMbc R1+Llp pMce pMcf PM cg Ic 
Ve pMae PM be pMce R2 + L2p pMe f pMeg Ie 

Vf pMaf pMb f pMc f pMe f R2 + L2p pM fg if 
Vg pMag pMbg PM C9 pMeg pMfg R2 + L2p Ig 

where p is the differential operator d/dt 

(A. 1) i. e [V] = (ZJ . 14 

where it is assumed that :- 
Mae=Mbf =Mcg=Mlcos(O) 
Ma f= Mbg = Mce = Mlcos(9 + 27r/3) 
Mag = Mbe = Mcf = Mlcos(O + 4n/3) 
Mab = Mac = Mbc = Me f= Meg = Mfg = Mlcos(2a/3) = -M1/2 
L1 = All + 11 and L2 = All + 12 
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M1 is the mutual inductance between any two windings when coaxial. 

These equations are based on the following assumptions: - 

a) no core losses 

b) inductances are independent of current i. e. no saturation 

c) the mutual inductances between a stator winding and a rotor winding vary 
with the cosine of the angle between their axes. Other inductances are 
independent of rotor position. 

d) stator and rotor slotting, stray capacitance and skin effect are considered 
negligible. 

e) stator and rotor windings are considered balanced. 

In their present form the voltage equations A are either non-linear, when 0 is 

unknown, or have variable co- efficients when 0 is a known function of time e. g. 
when speed is constant. In either case only a numerical step-by-step solution 
can be obtained. By application of the two transformations indicated above, the 

equations can transformed into a set of stationary axes equations thus reducing 
the number of equations. If the zero-sequence currents are not present then 
the number of equations are reduced further. Zero-sequence currents would 
only flow if there were an external connection to the neutral point of the rotor 
circuit [67] and this is not normally the case. 

The first step is to apply the (a, b, c, a, ß, 0) transformation which results in the 

equivalent two phase machine. It should be noted that a condition of these 
transformations is that power is invariant [79,671. 

The transform expressed in matrix form is :- 

Ia Ida 
16 Iqa 
Ic 

_ 
(Cl] [0] 101 

It (01 (Clj la 
If IQ 
ly 1o2 

[C] - (I], (A. 2) 
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where Cl is :- 

( CI) =( 2/3 ) 110 i/' 
-1/2 f/2 1/f 

-1/2 -f/2 1/f 

The 3 phase and 2 phase voltage equations are of course related by the same 
transformation (C) and the equivalent 2 phase impedance matrix is given by :- 

[Z]ý _ ICY . [Z] . [C] (A. 3) 

The voltage equations for the equivalent 2 phase motor in the alpha and beta 
axes are thus : - 

Vds Rs + Lsp 0 Mpcos(O) Mpsin(O) Ida 
Vqs 

_ 
0 Ra + Lsp Mpsin(B) -Mpcos(O) Iqa 

Va Mpcos(O Mpsin(O) Rr+Lrp 0 Ia 
VQ Mpsin(O -Mpcos(O) 0 Rr+Lr 10 

where M= (3/2) " M1, Ls =M+ 11, Lr =M+ 12 

The 2 phase rotating axes may now be transformed to the 2 phase station- 
ary axes by the application of the following transformation in which power is 
invariant. 

Ids 1000 Ida 
Idq 

_0100 
Iqa 

Ia 00 cos(o) sin(O) Idr 
IQ 00 sin(O) -cos(O) Iqr 

i. e. [I] = [C2] " [t]' (A. 4) 

The voltage equations are related by this transformation C2 and the impedance 

matrix is obtained in a similar way to the operation indicated in equation A. 3. 

Thus the equivalent voltage equations in the stationary axes may be written :- 
Vds Rs + Lap 0 1up 0 Ids 
Vqs 

_0 
Rs+Lap 0 Alp Iqs 

Vdr Alp MpO Rr + Lrp LrpO Idr 
Vqr -AtpO Alp -Lrp0 Rr+Lrp Iqr 

i. e. [Vdq] = [Zdq) - [IdgJ (A. 5) 
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For the staring transient case the speed is a variable quantity and as can be seen 
from the expanded form of equation A. 5 there will therefore be four equations 

and five unknowns. A further equation is thus required and this is obtained 
from the mechanical system relating the torque and acceleration of the shaft. 

Torque = (J/polepair3) " pw +f (w) (A. 6) 

where J is the total inertia of the motor's rotor plus that of any mechanical 
load and f(w) is the load torque expressed as a function of speed, including the 

mechanical losses of the motor. 

The electromagnetic torque can be shown [79,671 to be given by :- 

Te = polepairs "M" (Ids " Iqr - Iqs " Idr) (A. 7) 

Equations A. 6 and A. 7 can be combined to give :- 

pw, = ((polepairs)2 "MM. (Ids " Iqr - Iqs " Idr) -f (wr))/J (A. 8) 

To solve for the four currents of this 2 phase model it is necessary to rearrange 
the matrix of equations A. 5 in terms of derivatives of the required currents, 
This is achieved as follows :- 

Equation A. 5 may be re-written as follows: - 

[V] = (IR] + [L]p + [G) " w, ) - [1] (A. 9) 

where w* = p8 the rotor angular velocity 

Equation A. 9 can be rearranged so that an expression is obtained for the deriva- 

tives of currents: - 

([R] + [G] ' wr)' [I] (A. 10) 

The individual matrices of this equation are expanded below :- 

The inductance matrix L is :- 
La 0 M 0 

rLý 0 La 0 M 
_ tM 0 Lr 0 

0 Ill 0 Lr 
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and the inverse of this inductance matrix is : - 
Lr/D 0 -M/D 

r 1-1 
-0 

Lr/D 0 
lLJ 

-MID 0 Ls/D 

0 -MID 0 

where D= Ls. Lr - M2 

The resistance matrix R is: - 

0 
-MID 

0 
La/D' 

Rs 0 0 0 

rRl 0 Rs 0 0 
_ lJ0 0 Rr 0 

0 0 0 Rr 

The matrix of rotational inductance terms G is: - 

0 0 0 0 
0 0 0 0 

l10 M 0 L 

-M 0 -L 0 

Thus equation A. 10 represent the derivatives of the four currents Ids and Iqs in 

the stator, Idr and Iqr in the rotor and equation A. 8 represents the derivative of 
the rotor speed. These five equations can be solved by step by step numerical 
techniques and are the basis of the 2 phase simulation presented in this work. 
It should be noted that these equations have been derived with the reference 
frame fixed in the stator and that similar groups of equations can be derived in 

other reference frames [79,211. 
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Appendix B 

The Phase Vo co der 

B. 1 Introduction 

The Phase Vocoder has been traditionally used to analyse Speech waveforms 

mainly as a means of data rate reduction and for manipulating the the ba- 

sic speech parameters. The parameters obtained from this Short Time Fourier 

Transform (STFT) of these speech waveforms have been the magnitude and 

phase (or phase derivative), hence PHASE vocoder. The Phase Vocoder can be 

thought of as a bank of bandpass filters to which the signal of interest is fed. 

The amplitude of any particular component can be measured at the output of 
the appropriate filter (Fig. [B. 1a]). When the magnitude components of these 

filters are displayed together the graph is often referred to as a Spectogram or 
Waterfall diagram and represents the change in spectral amplitudes with time. 

The original vocoders consisted of banks of suitably tuned analog bandpass 

filters whose output was usually fed to a paper recorder that represented ampli- 

tude by the darkness of the trace plotted. Thus a signal with a non-stationary 

spectrum could be captured as a group of amplitude changes with time. 

The analog method was not particularly versatile and changes of filter param- 
eters and the method of data output could be inconvenient. Flanagan and 
Golden[76] of Bell Laboratories presented a method for digital implementation 

of the Phase Vocoder which would allow the design parameters (centre frequen- 

cies, bandwidth etc. ) to be varied and thus their effect examined. The difficulty 
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in implementing such systems in digital form is the rapid rise in the computa- 
tional burden as the frequency bands are increased. Schafer and Rabiner [77] 

have shown how to greatly reduce the amount of computation required for the 

analysis procedure by formulating the system such that most of the computa- 
tion is performed by the Fast Fourier Transform (FFT). The FFT of any data 

sequence of length (N) requires approximately (N. log2(N)) operations whereas 
the direct solution by Discrete Fourier Transform (DFT) requires (N)2 oper- 

ations. It can be seen that there is considerable reduction in the number of 
operations for large values of (N) (e. g N= 2048) by use of the FFT algorithm. 

B. 2 Formulation 

Let x(n) represent the input waveform. 
form of x(n) is defined by :- 

Co 
Xk(n) =Z x(r) h(n - r) WNfk 

r=-oo 

The discrete short- time Fourier trans- 

where WN = ej(2*/N) 

fork=0,1,..., N-1, (B. 1) 

and h(n) is an appropriately chosen window. Xk(n) may be interpreted as (N) 

samples of a time varying spectrum with (k) the index associated with frequency 

and (n) the index associated with time. According to equation B. 1, Xk(n) is 

obtained at each time sample (n) by weighting the sequence x(r) by the window 
h(n - r) and performing a Fourier transform on the resulting sequence. 

It is informative to consider equation B. 1 in terms of a bank of digital bandpass 
filters with contiguous passbands as shown in Fig. [B. 1a]. Consider a set of (N) 

complex bandpass filters hk(n) with passbands equally spaced about the unit 
circle and with unit- sample responses. 

hk(n) = (1/N) h(n) Wf ,k=0,1, ... ,N -1 (B. 2) 

where h(n) is a prototype low-pass filter with real unit sample- response. If 

these filters are combined to form the structure shown in Fig. [B. 1b], then the 

output of the (k)th filter, denoted by yk(n), is given by the convolution :- 
00 
Z x(r) hk(n - r) 

r=-oo 
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00 (n-r)k 
_E x(r) ((1/N) h(n - r) j'u'x ) 

00 
_ (1/N) WNk E x(r) h(n - r) W rk 

r--oo 

= (11N) Wl k Xk(n) (B. 3) 

where Xk(n) is the discrete short-time Fourier transform of x(n) as given by 

equation B. 1. From equations B. 1 and B. 3 a single channel of the filter bank is 

seen to be equivalent to the structure shown in Fig. [B. 2a]. 

It is imperative that no information is lost in the analysis by this digital Phase 

Vocoder. Thus if all the outputs of the bank of bandpass filters are added 
together then the resulting waveform should be identical to the input waveform. 
This summed output can be expressed as : - 

N-1 

y(n) = 1: yk(n) 
k=O 

N-1 

_ (1/N) E Xk(n) WN 
k-0 

It is therefore necessary for the filter response h(n) to be chosen in such a 

manner that no information is lost [91]. This results in two conditions for h(n) 

_) h(o) =1 

ii) h(n) =0 for n= -}-N, -}-2N, -F3N, -f-4N, """ (B. 4) 

These conditions are equivalent to the statement in the frequency domain that 

although each hk(n) is not necessarily an ideal bandpass filter, the sum of their 

N frequency responses is unity for all frequencies. 

The most straight forward approach to designing the proto-type low-pass filter 

h(n) is by windowing [82]. Specifically the unit sample response 

hideal(n) = sin(na/N)/(nn/N) (13.5) 

of an ideal low-pass filter with cut off frequencies at We = -}-(7r. N) is multiplied 
by a smooth, finite duration window (e. g. Hamming, Kaiser etc. ) to obtain 
h(n). The precise specifications of h(n) are determined by the length and shape 

of the window. Any h(n) designed in this manner will fulfil the criteria in 

equations B. 4. 
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B. 3 Implementation of the Phase Vocoder Us- 

ing the FFT Algorithm 

If the number of frequency bands (N) is chosen to be a highly composite number 
(usually an integer power of 2) then the FFT algorithm can be employed to 

compute efficiently the short-time Fourier transform Xk(n) defined by equation 
[B. 1]. It can be seen that equation B. 1 does not have the form of a DFT and, 
therefore, cannot be computed directly with the FFT algorithm. The limits on 
the summation are given as infinite, but in practice are finite and determined 
by the length of h(n). By recognising Xk(n) as samples, equally spaced in 
frequency, of the (continuous-valued) Fourier transform of z(r) h(r - n), Xk(n) 

can be expressed as the DFT of an (N) point sequence obtained by time domain 

aliasing of x(r). h(n - r). Substituting s=r-n into equation B. 1 gives :- 
co 

Xk(n) _ x(n + s) h(-s) W("+')k 

Xk(n) = WN"k x(n +. 9) h(-3) WNak 

a--oo 

which can be written as 

Co N-1 

Xk(n) = WN"k EZ x(n + IN + m) h(-1N - m)1VN(rN+')k 
1--co m=o 

by taking 

s=1N+m form=0,1, ..., N-1 

and 1= -oo, ... 9 -1,0, -}-1, ... , +oo. 

Interchanging the orders of summation and using TNN =1 gives : - 
N-1 co 

Xk(n) = WN"k EE : (n + IN + m) h(-1N - m) IVNmk 
m=01_-00 

which can be expressed 
N-1 

Xk(n) = TV; " E zm(n) IVNmk (B. 6) 
M=O 

where 
00 

zm(n) _E x(n + IN + m) h(-1N - m) (13.7) 
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The expression 
N-i 

Zk(n) =E zm(n) WNmk 

m-0 

can be recognised as the DFT of the (N) point (in m) sequence z,,, (n) for fixed 

(n) and, can therefore, be computed directly with the FFT algorithm once zm(n) 
has been formed. In addition to the computational savings gained by computing 
the short-time Fourier transform using the FFT 

, 
further savings may be gained 

by avoiding the complex multiplications by WN"k in equation B. 6. It can can 
be seen that Xk(n) is given by 

Xk(n) = WJ ºZk(n) 

where Zk(n) is the DFT of z,,, (n). A property of the DFT is that a circular shift 
in one domain (time) corresponds to a multiplication by a complex exponential 

in the other domain (frequency). This property can be exploited by performing 

a circular shift of z,,, (n) prior to computing its DFT, thus the multiplications 
by WN"k are avoided. Equation B. 6 can be re-written as :- 

N-i 
X= E 

Z(m-n)N(n) WNmk Xk(n) 

m=O 
l 

or f 
N-1 

Xk(n) _ Xm(n) TVNmk (B. 8) 
m=0 

where 
2m(n) = Z(m_n)N(f) 

The procedure for computing the discrete short-time Fourier transform coef- 
ficients Xk(n) at a particular value of (n) based on the preceding analysis is 

the following. Referring to Fig. [D. 3b], the input data sequence which is consid- 

ered as a function of the dummy index variable (r) is multiplied by the window 
h(n - r) (in practice h(n) is often zero phase, in which case h(n - r) = h(r - n)). 
It is assumed that h(n) is of infinite duration and, in fact, is chosen to have 

a length equal to an even multiple of (N), plus one. The resulting weighted 
sequence is partitioned into sections each of length (N) such that x(r)Ira� is 
the zeroth sample of one of the sections. The resulting N-point subsequences 
denoted by 4, ß)(n) for 0<m<N-1 are then added together to form :- 

zm(n)=Za(1)(n), m=0,1,..., N-1 
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z,,, (n) is circularly shifted (in m) by (n) samples to obtain 

Xm(l) = Z(m-n)N(l) , 

and its DFT is computed by means of the FFT algorithm to give the desired 

Xk(n), i. e. , 
N-i 

Xk(n) =E Xm(n) WN("k) k=0,1,2,..., N-1. 
m=0 

B. 4 Magnitude-Frequency Conversion 

If we again consider this system to be a bank of band-pass filters, it can be seen 
that what is present at the output are the real and imaginary parts of the input 

signal in each of the (N) equally spaced frequency bands. The amplitude of 
the output component from any channel can be obtained by taking the square 

root of the sum of squares of the real and imaginary parts. The frequency of 

a component in an output channel may be obtained by taking the derivative 

of the phase angle as defined by the arctangent of the imaginary part over the 

real part [92]. This frequency is the difference between the actual frequency 

and the centre frequency of the corresponding band-pass filter. To depict this 
in formulas, let ak(n) be the real part of the output of the (k)th channel and 
bk(n) be the imaginary part of the (k)th output channel. 

Ak(n) = sgrf(ak(n)2 + bk(n)2) (ß. 9) 

9k(n) = arctan(bk(n)/ak(n)) (B. 10) 

d8/dt = C1/C2 (ß. l1) 

where 
Cl = ak(n) d(bk(n)/dt) - bk(n) d(ak(n)/dt) 

and 
C2 = ak(n)2 + bk(n)2 

Equation B. 11 can be simplified by a trigonometric expansion :- 

sin{Ok(n) - Ok(n 
- 1)) = sin{Ok(n)} COs(ek(n - 1)) - cos{Ok(n)} sin{Ok(n - 1)) 

= bk(n) ak(n - 1) - ak (n)bk(n - 1) (13.12) 
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likewise 

cos{Bk(n) -Ok(l - 1)) = Co3{ek(n)} C03{ek(ri - 1)) +sirz{Ok(n)} sin{Ok(n - 1)) 

= ak(n) ak(n - 1) + bk(n) bk(n - 1) (B. 13) 

d8k(n) = arctan[(sin{Ok(n) - Ok(n - 1)}/(cos{Ok(n) - Ok(n - 1))] (B. 14) 

with the initial conditions Ok(O) = 0, ak(0) = 1, bk(0) = 0. 

The operations above are graphically depicted in Fig. [B. 2b] 

Thus with the above equations it is possible to implement the Phase Vocoder 
in software in which the amplitude and frequency changes with time can be 

obtained. The phase derivative allows a component's frequency at any time to 
be measured and allows mapping of time varying spectral components at all fre- 

quencies whereas the band-pass filters must be restricted to discrete frequencies 
dictated by the inverse of the length of the partitioned data sequence discussed 

above [93]. In practice however, use of the phase derivative to determine com- 
ponent frequency could only be achieved for very large fault levels. 
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BP 1 y1(t) 

BP2 Y2(t) 

x(t) 
BP3 Y3(t) 
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ho(n) 

Y 1(n) 
K- 1( n) 

x(n) Y(n) 

hk(n) 
yk(n) 

hN-1(n) 
(b) yN-1(n) 

Figure B. 1: a) Phase vocoder represented as a bank of bandpass filters. b) 
Structure of proto-type low pass filters. 

238 



-nk w 

x(n) 
Xk(n) 

X h(n) X 

(a) 

d(ak(n))/dt 

cos(wknT) Diff X Sub 

Low-pass 

X h(nT) 

ak(n) 
Input 

bk(n) 

Low-pass 

X h(nT) 

square 

; 7:: ý 

Add 

square 

sln(wknT) Diff x 

(b) d(bk(n))/dt 

(1 /N)W nk 

yk(n) 

Div 

Ok(n) 

X 

T 

Square 
Root 

Ak(n) 

Figure B. 2: a) A single channel of the filter bank. b) Diagrammatic represen- 
tation of phase vocoder operation. 
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(a) 

x(r) 

(b) 

Figure B. 3: a) Window type filter operator. b) Partitioned sub-sequences of 

numerically applied vocoder. 
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Appendix C 

FIR Filter Design by the 
Windowing Method 

C. 1 Introduction 

There are essentially three well known classes of design techniques for linear 

phase Finite Impulse Response (FIR) filters, namely, the Window Method, the 
Frequency Sampling and Optimal filter design methods [82,94]. Since there are 
many factors that determine which class of filters will be used in a particular 
application, it is difficult to recommend one class of design to the exclusion of 
all others. 

One advantage of FIR filters is that they can be designed with exactly linear 

phase so that frequency dispersion will not corrupt the data. This finds partic- 
ular application in areas where the signals are non-stationary, such as Speech 
Processing and in this case the transitory line current waveforms of an induction 

motor. Both the Phase Vocoder and the final signal processing method make 
use of FIR filters designed by the Window method. 
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C. 2 Theoretical Development 

The frequency response of any digital filter (Hei") is periodic in frequency and 

as such can be expanded in a Fourier Series. The resultant series is of the form :- 
00 
r h(n)e''"" (C. 1) 

n=-oo 

where 
% 2* 

h(n) 
27c Jo 

H(e' ) e" dw 

The co-efficients of the Fourier series are identical to the impulse response of 
the filter. 

There are two difficulties with the representation of equation C. 1 for designing 

FIR filters. Firstly the filter impulse response is infinite in duration and secondly 
it is unrealizable because the impulse response begins at -oo ; i. e. no finite 

amount of delay can make the impulse response realizable. 

One possible way of obtaining an FIR filter that approximates H(ei") would 
be to truncate the infinite Fourier series at n= -I-M. Direct truncation of the 

series leads to the well known Gibb's phenomenon, which manifests itself as an 

overshoot or ripple in the desired frequency response. 

A more successful way of obtaining an FIR filter is to use a finite weighting 

sequence w(n), called a window, to modify the Fourier co-efficients h(n) in 

equation C. 1 to control the convergence of the Fourier series. 

Thus the design of a realizable low-pass filter requires that the impulse response 

of the proto-type low-pass filter given by :- 

hl(n) = 
sin(Bnr) (C. 2) 

n7r 
where B is the normalised bandwidth 

should be multiplied by a weighting function selected from Tables [C. 1], [C. 2] to 

give the desired result. The application of the window will however change the 
desired filter characteristics slightly and is often referred to as blurring of the 
frequency response. 

If a filter other than low-pass is required, then this realizable low-pass filter 

must be appropriately transformed [82]. For the particular case of a band-pass 
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filter this involves multiplying the window-ed low-pass impulse response by a 
factor of : - 

2cos(2irFFn) 

where FF is the desired normalised centre frequency. 

The final band-pass filter's impulse response is thus given by :- 

h3(n) = 
sin(Bna) (0.5 + 0.5 cos(2n) )2 cos(2n7rFF) 

where 

=2... _1, p, 1... + 
n2 

C. 3 Filter Application 

To implement the FIR, filter it is necessary to convolve the impulse response 
h3(n) of N1 points with the data x(n) of N2 points. This can easily be achieved 
by direct convolution, given by :- 

n 

y(n) =E h3(n) x(n - m) 
m=o 

where 
0<n<N1+N2-1 

Though simple to program, this direct convolution (also known as slow convo- 
lution), requires that (N1 + N2)2 multiplications be performed. 

This convolution can however be implemented much more efficiently by use 

of an FFT algorithm. Firstly both the filter h3(n) and the data sequence a(n) 

must be of the same length. This eliminates the wrap round difficulties inherent 

in circular convolution and results in a linear convolution as obtained by direct 

convolution. To achieve this result, both the filter -and data sequences are 

appended with the appropriate number of zero-valued samples to make them 
both (N1 + N2 - 1) point sequences. 

The next step is to take the FFT of both the data and filter sequences. The two 
transformed results are then multiplied. This multiplication is in fact filtering 
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in the frequency domain. Having applied the filtering, it only remains to trans- 

form the filtered data back into the time domain by use of the Inverse Fourier 

Transform (IFT). 

The implementation of an FIR Window filter by convolution can thus be easily 

applied with high computational efficiency by use of an FFT algorithm. 

C. 4 Processing Sequence 

From experimental data it has been observed that the LSB component, as it 

passes through 21Hz in the latter part of the starting transient, has both a large 

amplitude and a relatively low variance. In Fig. [C. 1] is shown the application 

of fast convolution to a line current waveform and the impulse response of a 
bandpass filter with a centre frequency of 21Hz. 

The resulting filtered line current waveform is of course a 21Hz sinewave, since 
the BP filter's centre frequency is at 21Hz. However this waveform is not simply 

a 21Hz sinewave since it can be seen to be heavily amplitude modulated. It is 

the amplitude modulation that contains the information that is required. To 

recover the modulating signal the standard AM recovery techniques are applied, 

namely, rectification and subsequent low-pass filtering. The complete processing 

method is shown in Fig. (C? ) where it can be seen that the final waveform 

contains two peaks. The first peak is due to the abrupt discontinuity when the 

machine is switched on, the second (if present) is the component that indicates 

the fault level. In this particular example the machine had a single broken bar 

and experienced a no-load start. For larger numbers of broken bars this second 

peak will increase and can thus be used for diagnosis. In the case of full-load 

starts, three peaks are observed since the LSB is of sufficient amplitude to be 

observed at 21Hz in the pre-half speed region. 

C. 5 Implementation 

Though the original FIR signal processing software was implemented on a main- 
frame computer, the final version has been written for an IBM compatible PC. 
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The purchase of a maths co-processor to speed up floating point operations has 

reduced the diagnosis time to 49 seconds. Having obtained data from the lab- 

oratory machine with various fault conditions it was thus possible to diagnose 

the condition of the machine by analysing the line current waveform during the 

starting period. 

Weighting Function Mainlobe Width StopBand Attenuation 
Rectangular 2/N 21dB 

Bartlett 4/N 25 
Hanning 4/N 44 
Hamming 4/N 53 
Blackman 6/N 74 

Table C. 1: FIR Window filter Bandwidth and Attenuation. N :- number of 
filter co-efficients. 

Name Function 

Rectangular 1 

Bartlett 1-21 n J/N 
Hanning 0.5 + 0.5cos(2rn/N) 
Hamming 0.54 + 0.46cos(2rn/N) 
Blackman 0.42 + 0.5cos(2rn/N) + 0.08cos(4rn/N) 

Table C. 2: FIR filter design table, indicating some common Window functions. 
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Figure C. 1: Application of 21Hz bandpass filter by convolution to the line 

current waveform. 
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Figure C. 2: Final FIR processing showing bandpass filtering, rectification and 
lowpass filtering. 
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FAULT DETECTION IN INDUCTION MOTORS AS A RESULT OF TRANSIENT ANALYSIS 

S Elder, JP Watson and WT Thomson 

Robert Gordon's Institute of Technology, Aberdeen 

INTRODUCTION 

A variety of faults can occur within 3 phase 
Induction Motors during normal operation. 
Several, such as cage rotor malfunctions, 
rotor-stator eccentricity or inter-turn 
insulation breakdown can result in a potent- 
ially catastrophic failure of the machine if 
they progress undetected. (1,2,3,4) 

Over the last few years a variety of Condi- 
tion Monitoring techniques has been developed 
which monitor the health of the motor and can 
be used to detect the onset of such fault 
conditions. These techniques are most useful 
if they can be implemented on-line and 
planned maintenance can then prevent plant 
failures. 

A variety of machine parameters have been 
monitored; vibration (21. leakage flux (51 
and line current (31 being the most 
prominent. Line current is probably the most 
useful of the three since in an industrial 
environment it is the most accessible para- 
meter and it can be measured using standard 
techniques in a position remote from the 
motor under investigation. The monitoring of 
line current forms the basis of the work 
presented in this paper. 

Approach Adopted 

The research has been conducted in two 
parallel paths. One path involves the cap- 
ture of the line current waveforms from a 
purpose-built laboratory test rig which 
allows implementation of a variety of known 
fault conditions. Several such condition 
monioring test rigs are available within the 
Machine Condition Monitoring Centre at RGIT. 
These are essentially 11 kW industrial motors 
within which specific faults such as static 
and dynamic eccentricity and/or a variety of 
rotor malfunctions can be introduced. 
Initial work was carried out on a wound rotor 
machine where specific phase imbalances could 
be introduced by means of external resistors. 

The signal capture and analysis system is 
shown in Fig. 1. A (lall effect current 
sensor monitors the current in one phase. 
The voltage output from the sensor is fed to 
a 300 KRz digital oscilloscope which is 
interfaced to a standard personal computer. 
The p. c. itself is interfaced to an HP 9040 
mainframe computer. In this way real data 
can be stored on the mainframe and be 
accessible to the processing programs. At 
present the mainframe is essential for the 
signal processing and analysis although lt is 
anticipated that this will not he necessary 
in the future. 

The vast majority of the work to date has 
been concerned with monitoring the machine 
under steady state conditions and many of the 
existing techniques require that the motor in 
question be under load before reliable 
diagnoses can be carried out. 

Throughout the starting transient period 
however, (particularly if started Direct On 
Line), large currents flow in the motor, even 
under no-load conditions. During this short 
period the machine is under conditions of 
severe electrical and mechanical stress and 
the purpose of the work described in this 
paper is to determine whether, under these 
conditions, machine faults such as high 
resistance or broken rotor bars could be 
detected at a much earlier stage in their 
development. tt is also hoped that any 
inherent statoc-rotor eccentricity can also 
be detected during the starting transient 
since any unbalanced magnetic pull (U. M. P. ) 
is a maximum at starting. 

Furthermore, there are certain situations 
where lt is either impractical or undesirable 
to test a machine under loaded conditions and 
under these circumstarces lt would be bene- 
ficial to have a condition monitoring 
technique which could be applied to the 
starting transient. 

The current waveforms have been examined in 
the time domain and processed by both 
spectral and cepstral analysis on industry 
standard analysers. The signal processing 
has been extended to the use of Speech 
Processing algorithms which have proved 
particularly useful and it is in this area 
that software development for fault recog- 
nition is currently taking place. 

The other parallel path is in Induction Motor 
simulation on a mainframe computer. This 
model of the induction motor produces wave- 
forms (line current etc) which can be proc- 
essed as with the real motor. A reasonably 
accurate model is extremely useful in 
understanding the very complex real machine 
transients. It can he used to determine the 
influence of individual parameter variations 
on the resulting line current waveformse but 
perhaps more importantly it has been used to 
indicate particular aspects of the transient 
waveform of the real machine which merit 
further detailed investigation. 

Four waveforms are depicted in Fig. 2 which 
show the effect that a 50% imbalance in the 
rotor resistance of one phase has on the 
transient current patterns. Figs. 2a) and b) 
are produced from the test rig and 2c) and d) 
from the computer simulation. 



The simulation model used in this case is a3 
phase generalised model although the effects 
of saturation have not been included. Non- 
theless, close examination of the waveforms 
reveals that differences do exist in the 
transient patterns obtained with and without 
rotor imbalance, although it is obviously 
difficult to analyse or quantify these 
effects in the time domain as shown. 

Analysis Techniques and Results 

There are several reasons why the analysis of 
transient waveforms is more complex than 
their steady state counterparts. Those most 
relevant to this investigation are outlined 
below. 

A transient waveform as shown in Fig. 2 is 
not statistically stationary as is assumed to 
he the case in the analysis of steady state 
waveforms. 

In steady state analysis the variance of a 
line current waveform is minimised by aver- 
aging a large number of blocks (frames) of 
data, the listening time is extended until an 
acceptable number of frames have been proc- 
essed. In transient analysis extending the 
listening will only increase the noise since 
the transient will usually be of fixed 
length. To minimise the variance of trans- 
ient waveforms a number of transients must be 
recorded and their spectra averaged. (6) 

The resolution of a Fo"jrier Transform in the 
frequency domain is inversely proportional to 
the record length. In steady state analysis 
the record length can theoretically be infin- 
ite but is practically limited to the memory 
size of the analyser, nevertheless, it is 
still possible to resolve frequencies to 
milli-Hertz. In transient analysis the 
record length is fixed and in the case of the 
unloaded test rig will be in the order of 250 
ms giving a theoretical frequency resolution 
of 4 Hz. 

At has been shown that sidebands associated 
with rotor bar faults in steady state condi- 
tions are also present during the starting 
transient, but of course they are changing in 
frequency with time. (4) At a normal oper- 
ating slip(s) of say 31 sidebands are 
situated at + 2sf and - 2sf around the 50 Hz 
component namely at 47 Hz and 53 Hz. However 
at the beginning of the starting transient 
the rotor is stationary and hence the slip is 
unity. This places these two components at 150 Hz and - 50 Hz respectively. The -50 Hz 
component is a phase shifted 50 Hz component 
w. r. t. the fundamental 50 Hz wave. As the 
rotor accelerates these components change in 
amplitude and frequency and at half speed (i. e. slip - 0.5) the lower component is at 0 
Hz and the upper at 100 Hz. This sequence is 
depicted in Fig. 3. 

Performing a spectral analysis on both bal- 
anced and unbalanced rotor starting currents 
gives rise to the spectral amplitudes shown 
in rig. 4. It can be clearly seen that a 
substantial change takes place in the region 
from 10 to 45 Hz and it is possible to quan- 
tify gross rotor imbalances of 501 or more 
with this data. However this form of spec- 
tral analysis produces a summation of all 
events within the transient period so that no 
indication is given as to when these various 
spectral components contributed to the total 
spectrum. 

These transient waveforms have a changing 
spectrum with time and it is In this respect 
that they are similar to human speech. it 
seemed reasonable that methods used to 
extract the frequency and amplitude content 
of speech would prove useful in extracting 
data from a line current transient waveform. 

The Phase Vocoder is a technique whereby 
signals with time-varying spectra can be 
analysed. It has been in use for many years 
in Speech Processing and it can be 
represented as a bank of band-pass filters. 
(71 As components change their frequency 
they will pass through different filters and 
their amplitude can be measured. These 
bandpass filters must be phase invariant so 
that all frequencies are delayed by equal 
amounts. This technique can be implemented 
in software where it can be readily altered 
if required. 181 The output from a phase 
vocoder is referred to as a Spectrogram and 
is a plot of Frequency versus time versus 
Amplitude. This three dimensional repres- 
entation allows filtering in two dimensions 
to be performed so that the amplitude of a 
frequency component at a particular time may 
be evaluated. 

Figs. S and 6 show plots of the output from 
the first thirteen channels of the phase 
vocoder. Fig. S relates to the teat rig in a 
nominally balanced condition whereas fig. 6 
represents a rotor resistance imbalance of 
501 The amplitudes of the thirteen bandpass 
filters can he seen to change with timet and 
clear and significant differences can be 
observed between the two cases shown. Using 
this technique it is possible to detect rotor 
imbalances of St from a single transient 
whereas previously imbalances of only 25-30% 
could be detected from the average of ten or 
more spectra. 

Though impractical to display in this paper, 
the output of the phase vocoder usually 
consists of sixty four channels with a chan- 
nel separation of approximately 8 Hz. The 
spectrograms have therefore yielded a mass of 
data'which is currently being investigated to 
extract features Indicative of fault cond- 
itions. Both real and simulated data have 
revealed similar trends and patterns. 

In Figs. 5 and 6 the two sidehancs associated 
with rotor imbalance can he clearly observed 
to he changing with time as theory predicts. 
The amplitude of these components in the 
unbalanced rotor case is significantly 
larger. It is in this area that current work 
is progressing to quantify the severity of 
the fault and the whole spectrogram is being 
examined to extract other features repres- 
entative of different fault conditions. 

Computer Simulation 

The original simulation was performed using 
the equivalent two axis D-p model because of 
its simpler set of resultant equations. 191 
The two phase currents J. and i of the 
stator were then transformed bacL to the 
three line currents ia. !h and ic. 

Saturation was approximated by varying the 
leakage induct#ince in both stator and rotor 
from a saturation characteristic curve der- 
ived from tests on the machine. (10( Though 
simple, this addition to the basic model imp- 
roved the resulting simulated line current 
spectra and indicated that saturation was the 



cause of certain characteristics` in the! 
spectra of the real machine. In this way it 
was possible to change parameters associated: 
with the machine and observe the effect in 
the simulation and to related this to the. 
real machine. 

The limitations of the two axis D-0 model arei 
that a balanced magnetic circuit is necessary 
and that at least one winding must be com- 
pletely balanced. (111 In the stationary 
reference frame imbalance in the rotor phase, 
resistances results in sinusoidally varying, 
resistances in the machine equations. (121 

A three phase model has now been developed as 
a first step to a more accurate represent- 
ation of an induction motor. (131 Though. 
more complicated in implementation it will, 
accommodate localised saturation and imbal- 
ance in both the stator and rotor windings if 
required. The feasibility of extending this' 
model to represent individual rotor bars is. 
under investigation. 

As with the D-0 model the non-linear dif- 
ferential equations produced must be numeri-" 
cally solved using an iterative technique' 
unless gross assumptions such as constant 
speed are introduced. A Runge-Kutta iter- 
ative technique with error control is used in, 
the simulation software. 

Machine parameters may be obtained from stan- 
dard tests. [14) Harmonics in the supply 
voltage, saturation, skin effect and thermal 
effects will alter these values and are to be 
investigated further. Rotor position and 
switching angle both effect the transient 
waveform and their influence must be taken 
into account. 

The question arises as to how much effort 
should be afforded towards exact simulation 
(if at all possible) since the remit of this 
research is to determine faults and to quan- 
tify them. Pragmatically it is anticipated 
that the final results will show general 
trends indicative of faults within classes of 
machines rather than exact solutions. 

Conclusions 

A technique is being developed which will 
allow the detection and identification of 
specific faults within 3 phase Induction 
motors during the starting transient. 

Work to date has concentrated on a wound 
rotor laboratory machine and the analysis 
techniques developed allow 51 imbalances in 
the rotor phase resistances to be detected. 
Current work is progressing on Squirrel Cage 
and industrial machines with a view to 
extending the fault recognition algorithms. 

The transient process is very complex and it 
would be extremely difficult to analytically 
predict the occurrence of specific frequency 
components and their variation under known 
fault conditions. The thrust of the work to 
date has concentrated on the identification 
of patterns and trends which are represent- 
ative of specific faults and to eventually 
establish a knowledge base on which diagnoses 
can be made. Tt is in this respect that the 
computer simulation of the machine has proved 
most useful. 

At present a very detailed and complex 
analysis is used to detect faults requiring 
the use of a mainframe computer. It is anti- 
cipated that once sufficient test data has 
been obtained this analysis will he dramat- 
ically reduced, allowing a stand alone 
instrument to be designed. 
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THE MONITORING AND ANALYSIS OP TRANSIENT CURRENTS FOR THE PURPOSE OF FAULT DETECTION IN 
INDUCTION MOTORS 

S Elder, JF Watson and WT Thomson 

Robert Gordon's Institute of Technology, Aberdeen 

INTRODUCTION 

A variety of possible faults can occur within 
a3 phase Induction Motor during normal oper- 
ation. Several such as broken rotor bars or 
rotor-stator eccentricity can result in a 
potentially catastrophic failure of the mach- 
ine if they progress undetected. (1,2,3,41 
Consequently, a number of Condition Monitor- 
ing techniques have been developed over the 
last few years, with a view to detecting 
these faults at an early stage in their dev- 
elopment. Planned maintenance can then pre- 
vent unexpected plant failures. 

A variety of machine parameters have been 
monitored; vibration 12I. leakage flux (5) 
and line current 131 being the most promin- 
ent. Line current is probably the most use- 
ful of the three since in an industrial 
environment it is the most accessible para- 
meter and it can be measured using standard 
techniques in a position remote from the 
motor under investigation. The monitoring of 
line current forms the basis of the work 
presented in this paper. 

The vast majority of the work to date has 
been concerned with monitoring the machine 
under steady state conditions and many of the 
existing techniques require that the motor in 
question be under load before reliable diag- 
noses can be carried out. 

Throughout the starting transient period how- 
ever, (particularly if started Direct On 
Line), large currents flow in the motor, even 
under no-load conditions. During this short 
period the machine is under conditions of 
severe electrical and mechanical stress and 
the purpose of the work described in this 
paper is to determine whether, under these 
conditions, machine faults such as high res- 
istance or broken rotor bars could be det- 
ected at a much earlier stage in their devel- 
opment. It is also hoped that any inherent 
stator-rotor eccentricity can also be detec- 
ted during the starting transient since any 
unbalanced magnetic pull (U. M. P. ) is a 
maximum at starting. 

There are also certain situations where it is 
either impractical or undesirable to test a 
machine under loaded conditions. Under these 
circumstances it would be beneficial to have 
a condition monitoring technique which could 
be applied to the starting transient. 

These are essentially 11 kW industrial motors 
within which specific faults such as static 
and dynamic eccentricity and/or a variety of 
rotor malfunctions can be introduced. Init- 
ial work was carried out on a wound rotor 
machine where specific phase imbalances could 
be introduced by means of external resistors. 

A Hall effect current sensor monitors the 
current in one phase. The voltage output 
from the sensor is fed to a 300 KHz digital 
oscilloscope which is interfaced to a stand- 
ard personal computer. The p. c. Itself is 
interfaced to an 11P 9840 mainframe computer. 
In this way real data can be stored on the 
mainframe and be accessible to the processing 
programs. At present the mainframe is essen- 
tial for the signal processing and analysis 
although it is anticipated that this will not 
be necessary in the future. 

The current waveforms have been examined in 
the time domain and processed by both 
spectral and cepstral analysis on industry 
standard analysers. The signal processing 
has been extended to the use of Speech 
Processing algorithms which have proved 
particularly useful and it is in this area 
that software development for fault recog- 
nition is currently taking place. 

The other parallel path is in Induction motor 
simulation on a mainframe computer. This 
model of the induction motor produces wave- 
forms (line current etc) which can be proc- 
essed as with the real motor. A reasonably 
accurate model is extremely useful in 
understanding the very complex real machine 
transients. It can be used to determine the 
influence of individual parameter variations 
on the resulting line current waveforms, but 
perhaps more importantly it has been used to 
indicate particular aspects of the transient 
waveform of the real machine which merit 
further detailed investigation. 

Typical starting transient current waveforms 
obtained from the laboratory test machine are 
shown in rig. 1. Fig. 1 a) represents the 
machine in a nominally balanced condition 
whereas in rig. 1 b) a 501 imbalance in the 
resistance of one rotor phase has been intro- 
duced. Close examination does reveal that 
differences between the two waveforms do 
exist although it is obviously difficult to 
analyse or quantity these effects in the 
straightforward time domain as shown. 

Developed Technique 

This work has been developed along two paral- 
lel paths. One path involves the capture of 
the line current waveforms from a purpose- 
built laboratory test rig which allows imp- 
lementation of a variety of known fault cond- 
itions. Several such condition monioring 
test rigs are available within the Machine 
Condition Monitoring Centre at RGIT. 

Analysis Techniques and Results 

There are several reasons why the analysis of 
transient waveforms is more complex than 
their steady state counterparts. Those most 
relevant to this investigation ace outlined 
below. 

A transient waveform as shown In rig. 1 1s 
not statistically stationary as is assumed to 



be the case in the analysis of steady state 
waveforms. 

In steady state analysis the variance of a 
line current waveform is minimised by aver- 
aging a large number of blocks (frames) of 
data, the listening time is extended until an 
acceptable number of frames have been proc- 
essed. In transient analysis extending the 
listening will only increase the noise since 
the transient will usually be of fixed 
length. To minimise the variance of trans- 
ient waveforms a number of transients must be 
recorded and their spectra averaged. (61 

The resolution of a Fourier Transform in the 
frequency domain is inversely proportional to 
the record length. In steady state analysis 
the record length can theoretically be infin- 
ite but is practically limited to the memory 
size of the analyser, nevertheless, it is 
still possible to resolve frequencies to 
milli-Hertz. In transient analysis the 
record length is fixed and in the case of the 
unloaded test rig will be in the order of 250 
ma giving a theoretical frequency resolution 
of 4 Hz. 

It has been shown that sidebands associated 
with rotor bar faults in steady state condi- 
tions are also present during the starting 
transient, but of course they are changing in 
frequency with time. (41 At a normal oper- 
ating slip(s) of say 3% sidebands are 
situated at + 2sf and - 2sf around the 50 Hz 
component namely at 47 Hz and 53 Hz. However 
at the beginning of the starting transient 
the rotor is stationary and hence the slip is 
unity. This places these two components at 
150 Hz and - 50 Hz respectively. The -50 Hz 
component is a phase shifted 50 Hz component 
w. r. t. the fundamental 50 Hz wave. As the 
rotor accelerates these components change in 
amplitude and frequency and at half speed 
(i. e. slip - 0.5) the lower component is at 0 
Hz and the upper at 100 Hz. 

Performing a spectral analysis on both bal- 
anced and unbalanced rotor starting currents 
gives rise to the spectral amplitudes shown 
in Fig. 2. It can be clearly seen that a 
substantial change takes place in the region 
from 10 to 45 Rz and it is possible to quan- 
tify gross rotor imbalances of 501 or more 
with this data. However this form of spec- 
tral analysis produces a summation of all 
events within the transient period so that no 
indication is given as to when these various 
spectral components contributed to the total 
spectrum. 

These transient waveforms have a changing 
spectrum with time and it is in this respect 
that they are similar to human speech. It 
seemed reasonable that methods used to 
extract the frequency and amplitude content 
of speech would prove useful in extracting 
data from a line current transient waveform. 

The Phase Vocoder is a technique whereby 
signals with time-varying spectra can be 
analysed. It has been in use for many years 
in Speech Processing and it can be repres- 
ented as a bank of band-pass filters. (71 As 
components change their frequency they will 
pass through different filters and their 
amplitude can be measured. These bandpass 
filters must be phase invariant so that all 
frequencies are delayed by equal amounts. 
This technique can be implemented in software 

where it can be readily altered if required. 
(8) The output from a phase vocoder is 
referred to as a Spectogram and is a plot of 
Frequency versus time versus Amplitude. This 
three dimensional representation allows filt- 
ering in two dimensions to be performed so 
that the amplitude of a frequency component 
at a particular time may be evaluated. 

Figs. 3 to 8 show plots of the output from 
the first thirteen channels of the phase 
vocoder. Figs. 3.4 and S are the vocoder 
outputs from the line current starting 
transients on the real laboratory machine 
with progressively increasing imbalance in 
the resistance of one rotor phase. 

At point (a) on all records a ridge can be 
seen to start. This ridge increases in fre- 
quency as time progresses and ends at point 
b. This is the -2 sf component as it tracks 
from half speed (slip - 0.5) to a speed near 
synchronous speed. 

It can clearly be seen that the amplitude of 
this component is larger with greater rotor 
imbalance. Meanwhile the + 2sf component is 
moving from 100 Hz to 50 Hz (points c to d) 
over this same period and though substant- 
ially smaller than the - 2sf component it can 
also be seen to increase with rotor 
imbalance. 

Figs. 6 to 8 represent the response of the 
phase vocoder to the computer simulated 
machine. 

Fig. 6 is the output with the simulated, bal- 
anced machine and it can be clearly seen that 
no side-bands exist. Comparison with rip. 3 
leads to the inference that the real machine 
can only reach a nominally 'balanced' cond- 
ition since these components are still pres- 
ent when no external resistance is added. 
Such behaviour could probably be anticipated 
from the wound rotor laboratory machine. 

Fig. 7 shows the vocoder output for the sim- 
ulated machine with the same degree of imbal- 
ance as with the real machine in rig. S. 
Again the lower aide-band components are 
clearly visible though the upper sideband 
components appear not to exist. 

The upper sidehand components are present but 
are so small that they are outwith the dyn- 
amic range of the display. Furthermore the 
upper-sideband component is enhanced in the 
real machine by the third harmonic of slip 
(2,41. In this simulation the harmonics of 
the supply voltage have been neglected and in 
this particular figure no attempt has been 
made to represent saturation which usually 
has a negative half-wave characteristic which 
will generate odd harmonics. 

Fig. 8 shows the simulated result with the 
same degree of imbalance as with fig. 7 but 
in this case saturation of the leakage react- 
ances has been implemented from data obtained 
from the real machine. It can be seen that 
the upper side-band components are now of 
similar magnitude to that of the real 
machine. 

Though impcactical to display in this paper, 
the output of the phase vocoder usually 
consists of sixty four channels with a chan- 
nel separation of appoximately 8 Hz. The 
spectrograms have therefore yielded a mass of 



data which is currently being investigated to 
extract further features indicative of fault 
conditions. 

Computer Simulation 

The original simulation was performed using 
the equivalent two axis D-Q model because of 
its simpler set of resultant equations. (91 
The two phase currents i and i of the 
stator were then transfoPmed bac2 to the 
three line currents ia, ib and ic. 

Saturation was approximated by varying the 
leakage inductance in both stator and rotor 
from a saturation characteristic curve der- 
ived from tests on the machine. (101 Though 
simple, this addition to the basic model imp- 
roved the resulting simulated line current 
spectra and indicated that saturation was the 
cause of certain characteristics in the 
spectra of the real machine. In this way it 
was possible to change parameters associated 
with the machine and observe the effect in 
the simulation and to related this to the 
real machine. 

The limitations of the two axis D-Q model are 
that a balanced magnetic circuit is necessary 
and that at least one winding must be com- 
pletely balanced. (111 In the stationary 
reference frame imbalance in the rotor phase 
resistances results in sinusoidally varying 
resistances in the machine equations. (121 

A three phase model has now been developed as 
a first step to a more accurate represent- 
ation of an induction motor. [131 Though 
more complicated in implementation it will 
accommodate localised saturation and imbal- 
ance in both the stator and rotor windings if 
required. The feasibility of extending this 
model to represent individual rotor bars is 
under investigation. 

As with the D-0 model the non-linear dif- 
ferential equations produced must be numeri- 
cally solved using an iterative technique 
unless gross assumptions such as constant 
speed are introduced. A Runge-Kutta iter- 
ative technique with error control is used in 
the simulation software. 

Machine parameters may be obtained from stan- 
dard tests. (141 Harmonics in the supply 
voltage, saturation, skin effect and thermal 
effects will alter these values and are to be 
investigated further. Rotor position and 
switching angle both effect the transient 
waveform and their influence must be taken 
into account. 

The question arises as to how much effort 
should be afforded towards exact simulation 
(if at all possible) since the remit of this 
research is to determine faults and to quan- 
tify them. Pragmatically it in anticipated 
that the final results will show general 
trends indicative of faults within classes of 
machines rather than exact solutions. 

Conclusions 

A technique is being developed which will 
allow the detection and identification of 
specific faults within 3 phase Induction 
motors during the starting transient. 

Work to date has concentrated on a wound 
rotor laboratory machine. Spectogram 

analysis of the transients in this machine 
has indicated the existence of features and 
patterns which are representative of specific 
machine faults. Further work is in progress 
which will hopefully allow the severity of a 
specific fault to be quantified in terms of 
the magnitude of components within the phase 
vocoder output. Investigations are contin- 
uing on Squirrel Cage laboratory and ind- 
ustrial machines with a view to extending the 
fault recognition algorithms. 

The transient process is very complex and it 
would be extremely difficult to analytically 
predict the occurrence of specific frequency 
components and their variation under known 
fault conditions. The thrust of the work to 
date has concentrated on the identification 
of patterns and trends which are represent- 
ative of specific faults and to eventually 
establish a knowledge base on which diagnoses 
can be made. It is in this respect that the 
computer simulation of the machine has proved 
most useful. 

At present a very detailed and complex 
analysis is used to detect faults requiring 
the use of a mainframe computer. It is anti- 
cipated that once sufficient test data has 
been obtained this analysis will be dramat- 
ically reduced, allowing a stand alone 
instrument to be designed. 
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List of Symbols 

f- supply frequency (50 Hz) 
a-P. U. slip 

operating speed and the sidebands occupy their posi- 
tions as used in the steady state diagnosis. This 
change in frequency is depicted in Fig. 1 for the 
cases of slip equal to 0,0.5 and 0.03 p. u. 

TRMXMrmN 
The technique described in this paper allows an asses- 
sment to be made concerning the condition of the rotor 
of a3 phase Induction Motor by performing a single 
start with the machine on no load. 

The vast majority of the work to date concerned with 
the condition monitoring of I. M's has required that 
the motor be operating under steady state conditions 
and that the rotor in question be under load before 
reliable diagnosis can be carried out (1,2,3,41. 

There are certain situations where it is either 
impractical or undesirable to test a machine under 
loaded conditions. In these circumstances it would be 
beneficial to have a condition monitoring technique 
which could be applied to a no load start, and which 
utilised the most readily available parameter for 
analysis, le the line current. 

Initial work on this analysis utilized a 11 kW wound 
rotor machine where large rotor phase imbalances could 
be implemented by use of an external resistance con- 
nected to a rotor phase through the slip rings. The 
analysis techniques used at this time were broad band 
and ccmputeticnally intensive. Components indicative 
of broken bars were clearly identified 15,61. 

This work has now been extended to squirrel cage 
rotors for faults of varying degrees of severity and 
the signal processing has been drastically reduced so 
that the analysis and diagnosis can be easily implem- 
ented by a standard personal ccrtputer. 

The analysis technique is currently being applied to 
large industrial machines with a view to broadening 
its application. 

It is the results from the work on a laboratory 
machine having a 51 slot squirrel cage rotor and the 
application of the signal processing that is presented 
In this paper. 

irdieative of rotor faults 

It has been shown that sidebands associated with rotor 
bar faults in steady state condition monitoring are 
also present during the starting period, but of course 
they are changing in frequency with time (7). At a 
normal operating slip of say 31 sidebands are situated 
at +2 sf and -2 sf around the 50 Hz component, 
namely 47 and 53 llz. However at the beginning of the 
starting transient the rotor is stationary and hence 
the slip is unity. 

This places these two sideband components at 150 Hz 
and - 50 Hz respectively. The - 50 Hz component is a 
phase shifted 50 Hz component with respect to the 
fundamental 50 Hz wave or if preferred is a negative 
sequence 50 Hz component. As the rotor accelerates 
these sidebands change in amplitude and frequency and 
at half speed (! e slip - 0.5) the lower sideband (1 - 
2 Of is at 0 Hz and the upper sideband (1 +2 s)f is 

at 100 ilz. Eventually the machine reaches Its 

As with the steady state analysis of line current 
waveforms the lower sideband has been found to be a 
good indicator of the number of broken bars, though lt 
is by no means the only spectral cu ponent whose amp- 
litude is influenced by the rotor condition. 

Method of analysis 

The lower sideband changes in frequency from - 50 Hz 
through 0 Hz and finally reaches approximately 50 Hz 
over the run up period. If phase is ignored, then 
this component can be seen to decrease from 50 Hz to 0 
Hz during the standstill to half speed period. Fron 
half speed to operating speed the lower sideband 
increases from 0 Hz to approximately 50 Hz. It has 
been observed that when a fault is present the anp- 
litude of the lower aideband between half speed and 
operating speed increases to a significant peak before 
decaying to its steady state value. 

The amplitude of the lower sideband between standstill 
and half speed is significantly less in amplitude than 
that in the second half of the transient and this may 
be partly due to the impedance of the supply to this 
negative sequence conponent. Ccriputer simulation of 
this I. M. with phase imbalance on the rotor also 
results in a significant difference in lower sideband 
amplitude between standstill to half speed and halt 
speed to operating speed. 

This lower sideband component may be observed by pas- 
sing the line current waveform, real or simulated, 
through a bank of bandpass filters. These bandpass 
filters have their centre frequencies 1 Hz apart 
throughout the 50 Hz range and as the lower sldeband 
changes in frequency it passes through different 
filters. These results are displayed for the cases of 
no broken bars and three broken bars in figs. 3 and 4 
respectively. 

These diagrams are a plot of amplitude, frequency and 
time throughout the starting period. The diftarence 
can be clearly mean between the unfaulted and faulted 
cases. The elongated mound on the right hand side of 
Fig. 3 is the lower sideband moving from 0 to approxi- 
mately 50 Hz. It can be seen that the amplitude of 
this cavpone1t is not constant, increasing sharply 
just after half speed, reaching a maximum and then 
slowly decaying as the motor approaches operating 
speed. 

Though these diagrams were necessary to observe the 
component of interest it is quits clear that a single 
bandpass filter chosen to intercept the sideband at 
its maximum would be all that is required for a diag- 
nosis. The output waveform from a single bandpass 
filter with centre frequency at 21 Hz and subsequent 
demodulation is shown in rig. 2 corresponding to the 
faulted and unfaulted conditions. 

Choice of Bandnass filter centre [r« uency 

It has been shown that during the starting period of 
an I. M., a transient Component is generated whose 
action is analogous to that of a synchronous machine 
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18j. The frequency of this component is the rotor's 
speed which is increasing and its anplitude is dec- 
reasing. 

The amplitude of this component is highly dependent on 
the switching angle and collides with the lower side- 
band component in the region just after half speed. 
Since the control over switching angle is to be 
avoided because of cost and added complexity to the 
diagnosis technique, it is necessary to select the 
centre frequency of the bandpass filter well away from 
this region so that phase switching does not adversely 
affect the diagnosis. 

The lower sideband component decreases in amplitude as 
it approache4 50 Hz at operating speed and two factors 
must be considered. Firstly the 50 Hz supply current 
component is very large compared to the eidehand and 
given that any filter has a finite rejection ratio the 
closer the chosen centre frequency is to 50 Hz the 
more 50 Hz noise will be passed through the filter. 
Secondly, the amplitude of the lower sideband is also 
decreasing in the later part of the transient and due 
consideration oust be given to observing this conp- 
onent when its amplitude is large. '! fiere are there- 
fore two constraints on the choice of the centre 
frequency: 

a) As high a frequency as possible to avoid the phase 
switching noise. 

b) As low a frequency as possible to avoid the supply 
50 Hz component and to intercept the lower side- 
band while its amplitude is still large. 

It has been found experimentally for the laboratory 
motor, that a centre frequency of 21 Hz is the optimal 
choice. This is expected to he a machine dependent 
selection though a large change in the centre fre- 
quency is not anticipated. 

ibtor positim at start 

Experiments have been carried out to observe the 
effect of the rotor stdrting position on the amplitude 
of the lower sideband component. The rotor was moved 
to a range of starting positions and the results from 
the laboratory machine indicate that no significant 
change in amplitude occurs. It is of interest to note 
that the time at which the lower sideband passes 
through the 21 Hz bandpass filter is highly dependent 
on rotor starting position and the implication from 
this is that the location of a damaged rotor bar with 
respect to an arbitary reference point on the shaft, 
could be extracted. The situation is further comp- 
licated however, since the switching angle of the 
supply also affects the result. 

Temperature of machine 

Tests were performed on the I. M. with a rotor having 
three broken bars, firstly at roan temperature and 
then after the machine had been running at full load 
for an hour and had reached a temperature of 85 
degrees celcius. Results for the laboratory machine 
indicate that no significant change occurs in the 
sideband amplitude due to temperature. 

Bocentricity and brdcen bars 

It was necessary to investigate whether any inherent 
eccentricity in the rotor could lead to an erroneous 
diagnosis of the number of broken bars. P. level of 
601 static eccentricity was introduced Into the 
laboratory machine in which a rotor with one broken 
bar was installed. No significant change In sideband 
amplitude was observed. 

The possibility of detecting static eccentricity 
during the starting transient has also been 
investigated. The components of interest are 
sidebands of the principal slot harmcmlcs which are 
not only of very small amplitude, but increase in 

frequency extremely rapidly making their detection and 
quantification very difficult. These components are 
to be investigated more thoroughly in the future. 

No rotor with broken bars and dynamic eccentricity was 
available for testing. 

Bigh Resistance Bdring 

A small section was removed from the endring of an 
otherwise healthy 51 slot'rotor. This did not result 
in a fully open circuited endrtnv but served to inc- 
rease the resistance of the endring section between 
two adjacent bars. The results were similar to that 
obtained for the case of two broken bars except that 
the lower sideband's amplitude during its negative 
sequence phase (s "1 to 0.5) was substantially larger 
than in the two broken bars case. 

Signal Processing 

The signal processing sequence applied to the line 
current waveform is depicted in Fig. S. 

Firstly the signal is passed throuxUh e bandpass filter 
with a centre frequency of 21 Hz. The resulting wave- 
form contains two packets of energy. 'fie initial peak 
is due to the connection of the motor to the supply, 
this abrupt change in line current generates a wide 
band spectra some of which passes through the bandpass 
filter. The second peak, it present, indicates rotor 
imbalance. It is clear that the output of the band- 
pass filter is an amplitude modulated 21 Hz sinerave 
and in view of this the standard methods for amplitude 
recovery may be performed, namely, rectification and 
low pass filtering. 

The processing has been Implemented in software since 
it is more convenient to change any of the pdranuters, 
though if required could easily be perfocned by hard- 
ware. 

An elementary diagnosis program has been developed on 
a standard Iffi1 ca patible PC, which will correctly 
indicate the tour conditions of 0, It 2 and 3 broken 
bars for the laboratory machine. 

The application of this technique to other machines to 
under way, however, no conclusive results are 
available as yet. 

Result of Teets cn a Si Slot SC fbtar 

A series of tests have been carried out for various 
fault levels on the laboratory machine under the con- 
ditions of, steady state full load, transient state 
full load and transient state no load. In each case 
the amplitude of the lower sideband was measured and a 
comparison of the increase in amplitude in this comp- 
onent with the number of broken bars is presented in 
Fig. 6. It can be seen that both the steady state and 
full load start give similar results from 0 to 2 
broken bars. The case of no load start has a similar 
shape to that for full load start though the change in 
side band amplitude is not so large. Nevertheless, 
the changes in the no load case are still sufficiently 
large so that no ambiguity can exist between the fault 
levels. 

The results of transients presented in this paper are 
averages fmm ten measurements of any one condition. 
The vaciance of the results was investigated by 
firstly perfotminq ten starts with a rotor having 3 
broken bars, the average and standard deviation were 
then calculated. A further twenty starts were then 
performed and the average and standard deviation for 
the whole data set of thirty records was then 
calculated. 'fiere was found to be only a very small 
difference between the averages anti standard deviation 
and on this basis lt is not expected that the 
amplitude of the lower sideband from any single start 
will fall outwith the range obtained from a set of ten 
starts. 
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The standard deviation (s. d) for the no load starts is 
indicated on Fig. 6 the full load results are omitted 
for clarity. If the particular cases of 2 and 3 
broken bars is examined, it can be seen that the upper 
limit of the s. d. for the 2 broken bars case and the 
lower limit of the s. d. for the 3 broken bars case are 
still clearly separated. 

COMMM R 

A technique has been developed which will allow 
diagnosis of the condition of the rotor within a 
laboratory 3 phase I. M. by analysing the line current 
waveform during a no load starting transient. 

The work to date has progressed from large imbalances 
implemented in a wound rotor machine to broken and 
high resistance bars in a 51 slot squirrel cage 
machine. The case of a damaged endring has also been 
detected by this technique. 

The signal processing, originally utilising speech 
analysis techniques has since been sirtplified so that 
it can easily be inplemented in either software or 
hardware. 

Future work will concentrate on the application of 
this analysts technique to large industrial machines 
with a view of developing a diagnostic Instrument. 
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