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Abstract—Wireless mesh networks (WMNs) connect to the connection capacity, the collaboration of WMN peer nodes
Internet via access gateways. This paper studies multi-source to provide alternative paths to avoid bottlenecks (e.g., [4]),
video multicast in Internet-connected WMNs. The focus is on  and the exploration of cognitive radio networks to seek extra
the design of a shareable integrated multicast that allows the \ireless bandwidth (e.g., [5]). These strategies intelligently
multicasts of video sources to employ common Intemet shortcuts  raate more transmission opportunities. However, the gains in
or WMN paths to avoid potentially high WMN overheads and o4 0ity or transmission times are subject to the availability
excessive Internet usage. Several algorithms are described that T - . o
together form a video multicast framework running a controlled or reI_lablllty of ere!ess resources which may not be s_uff|C|ent
number of shareable multicasts under the constraint of Intemet ~ fOr Video communications over long durations or distances.
availability. These algorithms are the resource-efficient source AS such, the exploitation of Internet resources for WMN
group algorithm, the efficient integrated architecture algorithm, communications via access gateways (also called as mesh
and the interference-controlled multicasting tree algorithm. These  gateways) has become a topic of interest in quite a few research
algorithms represent different approaches to overcoming various  projects [7-11].
costs arising from multi-source video multicast, enabling multiple
video sources to distribute delay and throughput-guaranteed Via the Internet, instead of relying on pure wireless paths
videos to receivers across large-scale areas. Simulation results inside a WMN (called intramesh routes), alternative routing
are presented that quantify the performance gains that can be paths (called integrated routes) can be established to bridge
achieved. distant WMN nodes using wired links which avoids long-

Keywords—Multi-source multicast, wirdless mesh networks,  distance transmissions inside a WMN. In general, WMN nodes
large-scale routing, video streaming, shareable multicast. use Internet shortcuts either naively through their closest gate-
ways (e.g., [9]) or by a planned structure that is designed with
consideration for gateway conditions and Internet accessibility
(e.g., [10-11]). The structure approach performs better with

Emerging public-oriented video applications (e.g., HDrespect to communication scalability because the employment
video conferencing, streaming sensor feeds, 3D virtual worlds)f intramesh routes or integrated routes takes network condi-
often require multiple communication nodes to economicallytions and WMN node locations into account. However, with
deliver performance-guaranteed content to a group of receivetge structured integration between WMNs and the Internet,
distributed over large areas and in many instances over wirelegg1en an application has multiple sources to send video data
links. Wireless Mesh Networks (WMNs) offer a low capital t0 & group of receivers, as we will discuss in Section I,
expenditure (CAPEX) solution for such services by providingvideo transmissions from different sources may yield different
a multi-hop relay backbone composed of low-cost mesh gatechoices of integrated structures. This not only increases com-
ways or routers with fixed power supplies. Although a multi- plexity in establishing or maintaining communication topolo-
hop WMN backbone can be physically extended to cover widdies but also produces great overheads such as extra control
areas, theoretical studies [17] have found that transmissiorigaffic, complicated interference, additional computation tasks,
via multiple wireless hops suffer observed performance lossetc., negatively affecting video performance. Thus, in order to
This loss is more severe when carrying higher traffic loads, atealize simple yet efficient large-scale communications for a
reported in the literature (e.g., [19]). Hence, for an applicatiodmulti-source WMN video application, new research efforts are
with multiple video sources generating large data volumesheeded.
scalable data distribution presents a difficult challenge.

I. INTRODUCTION

This paper studies a new multicast framework in order
Studies on multimedia communications via WMNs haveto efficiently address a set of challenges regarding improving
developed both straightforward broadcast to all users as welhe scalability of performance-guaranteed multi-source video
as single-source multicast to selected subscribed users ontommunications by using structured integration. Without loss
Major strategies adopted in these studies focus on efficierdf generality, we use the ternmtegrated multicasto refer
wireless resource utilization, including the use of channeto a multicast combining available Internet resources and
diversity (e.g., [1,15]) to provide non-interfering transmissionWMN bandwidth, and the terreessionto mean the multicast
capacity, the scheduling of transmission rates (e.g., [3]) oof a single source in a multi-source application. We first
video multicasts (e.g., [2]) to make the most of wirelessinvestigate and account for the fundamental causes of the
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challenges when running multi-source video multicast withfrom multiple channels, the advantages of multiple transmis-
state-of-art integrated multicast. On this basis, we develogsion rates have also been studied in the literature. dit.
the following interlinked novel algorithms to form ounulti-  [3] proposed a WMN broadcast scheme which enables a mesh
source supporting integrated video multicdstSIM) scheme. node to schedule multiple channels to work at different rates in
order to provide short delays to broadcast receivers. With this
e Theresource-efficient source grofRESG) algorithm  scheme, a channel transmits at a rate that enables data to reach
separates video sources inperformance groupso  neighbours located outside the coverage of any transmission
that sessions issued by the video sources belongingates larger than the employed rate. Tu [19] introduced the
to the same performance groups are able to shargarallel low-rate transmission (PLT) scheme in which multiple
integrated routing paths (built by the following two channels transmit at the same low rate to balance the tradeoff
algorithms) and hence control overhead cost in conpetween transmission throughput and transmission coverage. A
structing individual routes. Moreover, in order to multicast algorithm (LC-MRMC) is then designed to deliver
reduce the overheads of forming MSIM as well asa higher aggregate throughput to widely distributed multicast
reasonably utilize Internet resources, the algorithmreceivers under limited channel availability. Chagigal. [20]
sets up a controlled number of performance groupstudied rate adaptation to avoid interference caused by concur-
under the constraint of available Internet capacity. rent transmissions. A metric known as standard deviation of
average remaining broadcast time is proposed to determine
We priority between transmission rates and the number of
goncurrent transmissions.

e The efficient integrated architectur@EIlA) algorithm

by video sessions belonging to the same performanc

gL(_)ll.JtprThe algtorltpm mt:pr(t)veﬁs ctommunlcatlon scal- |, 14, Xiong et al. proposed PeerCast to engage mesh users
abiiity by constructing best-efiort access areas ('n'in cooperative relaying, allowing access points to adaptively

terconnected_ via a wired T‘etWOfk) that 1) can makeadjust transmission rates to avoid bottleneck nodes. édal.
full use of wireless capacity heterogeneous betwee

i ; - ~[5] explored cognitive radio technology to make use of spare
different paths before resorting to Internet capacnyT I exp 9 ay p

d2) h i duced | " licensed radio spectrum to gain extra transmission capacity for
and 2) have greatly reduced overiaps so as 10 COVER;;raless multimedia communications. A framework that em-
the same group of video receivers with controlled

head ploys cooperative transmissions and network or superposition
overneads. coding to multicast layered videos in multi-channel cognitive

e The interference-controlled multicasting tregMT)  radio networks is proposed. Bhattacham@al. [6] split a
algorithm forms multicast routing strategies inside themulticast stream to fit it into licensed spectrum fragments
WMN of our MSIM. In order to limit the influence With different sizes. Although the above studies intelligently

of various sources of wireless interference on theaChieve additional transmission Opportunities inside WMNS,

performance of multi-session video multicasting, dif- @s analyzed in [17], the per-node multicast throughput of a
ferent strategies, including the construction of multi- random multihop network with nodesn; multicast sources,

cast trees, the efficient utilization of channel diversity,and n, destinations is bounded b@(mm(Lm\/ﬁ%))

and the performance-guaranteed scheduling of videvith a high probability. This implies that multicast throughput

sessions, are explored to constitute the IMT algorithmis a decreasing function of the network size, showing that
the additional transmission opportunities yet achieved are not

~ The rest of the paper is organized as follows. Section lkeliable across long distances to cover more users.
discusses related work. Section 1l formulates the problems

studied in the paper. Section IV presents the algorithms for Integrated wireless transmissions were then studied to
constructing MSIM. Section V describes the discrete evenaddress the challenge by exploiting the potential advantages
simulation setup and evaluation of various scenarios. Finallyprovided by mesh gateways. Lakshmarmral. [7] presented
Section VI concludes the paper. a multi-gateway association model in which a mesh user may
adaptively choose different mesh gateways to transmit different
packets to a single destination. Although the model helps to
balance traffic load in a WMN, it unfortunately generates com-
Studies on WMN multimedia communications have in- plicated topologies if being used to send multimedia packets to
vestigated the use of modern wireless techniques to improva group of receivers. Liet al. [8] investigated the integration
transmission performance inside a WMN. Zegtcal. [1] used  of a WMN with the Internet via mesh gateways. This work
multiple channels with no overlap or low overlap to increasefocuses on unicast traffic, and shows that the scalability of
WMN multicast capacity. Moreover, Breadth First Search wasetwork capacity would be significantly increased if Internet
employed to control the number of relay nodes in ordershortcuts were employed. Ruét al. [9] proposed a routing
to reduce interference that could decrease WMN capacitymechanism where mesh nodes form an “island” with prefix
However, due to the limited available channels, the proposedontinuity. Mesh nodes connect to the Internet through a shared
multicast scheme may not achieve sufficient capacity to carrjclosest” gateway. The selection of “closest” gateways purely
multi-source multicast over multiple WMN hops. Hence, Tu depends on topology, failing to consider the tradeoff between
[2] explored how to efficiently utilize channel capacity. By the selection of a closer but more congested gatevgayhe
designing a new channel aggregation scheme and a new flowse of a farther, less utilized gateway. Therefore, in [10-11],
scheduling scheme in multi-flow multicasting scenarios, extrahe resource-aware video multicast framework (RAM) makes
multicasting opportunities are achieved when WMN channelgudicious use of gateway resources to efficiently combine
are considered to be “saturated” in conventional studies. Apagvailable Internet resources and intra-WMN bandwidth. RAM

II. RELATED WORK
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provides an efficient solution for large-scale single-seurc area 1 in Fig. 1 (a) is the source access area. This access
video multicast. This paper studies how to efficiently multicastarea may cover more than one mesh gateway among which
a multi-source video application to widely distributed videothe sender selects one as the uploading gateway (UG) by the
receivers. WGU algorithm [11]. For example;7; is selected as the UG
of node 1 in Fig. 1 (a). The WGU algorithm ensures that,
I1l. PROBLEM FORMULATION through the UG, the sender is able to upload video data to the
. ] __Internet quickly and reliably.
In this section, we use RAM [11] as an example to briefly
illustrate the terminology of integrated multicast. We then  Thereafter, the UG selects AGs to form more access
explain how the state-of-art is inappropriate for multi-source2réas (called non-source access areas) in order to connect all

multicast. On this basis we form our study objectives in themulticasting receivers to the integrated multicast. An AG is a
paper. mesh gateway that has the least valué; @mong all gateways

that have not joined any access areas, whdsethe gateway'’s

Let N denote the natural numbers. Suppose a group Ofielay distance to the UG and is the available (residual)
M(M € N, M > 1) nodes participates in a video application wirejess transmission capacity of the gateway. In Fig. 1 (a),
V that hasI(/ € N,I < M) sending sources. Table | lists (75 is the AG of access area 2. AGs select nodes within a
major symbols appearing in this paper. (K —k)-hop wireless distance to form non-source access areas,
allowing those receivers who have not joined an access area
to be linked to the Internet, whedec N andk < K is the

TABLE I Symbol List hop distance between the sender and its UG. In this example,

k=1.
I Number of video sources that the applicatibhhas.
M Number of sources and receivers thathas. _ Within each access area, as shown by the red arrows, a
N ?ﬁ:ﬁﬁr(gfgf}‘éeslvthj‘tl‘i';’”nség“ec‘inoir:g“ﬁimgg;t‘he multicast’of link-controlled routing tree (LCRT) is constructed to multicast
J ) . . . .
G Number of performance groups (or shareable sub-archiesjtfiormed forV'. V|de9 data to receivers W|r9|eSSIY- Such a tre_e may have
gi Number of video sources in theh (i € [0, G — 1]) performance group. multiple roots that are the AG and corresponding gateways
B5; | The benchmark source of théh (i(e [O[vG = ”%”eﬁormame group. (CGs) in the access area. As one of the tree roots, a CG is
U; Uploading performance of thgth (5 € [0, I — 1]) video source. . K . !
AJU Threshold of uploading performance differences used to foenfiormance a_mesh gateway that JO_Int!y delivers video data Commg_ from
groups. wired links to receivers in its access area. In Fig. 1 (&),is
C, Maximum Internet capacity additionally allocated to anyss&s of V' when a CG of access area 2
the session shares an integrated multicast. '
o; | Burstiness of theith (j € 0, 1 — 1]) video session. _ Access areas are connected via Internet links through the
pj Average transmission rate of th¢h (j € [0, I — 1]) video session. UG. AG d CG llowi the UG of th id t
G Average burstiness of video sessions. & S., an S, allowing € 0 € Vvideo source 1o
p Average transmission rate dfvideo sessions. deliver video data to AGs and CGs.
The uploading gatew
A. Introduction of Integrated WMN Multicast The upper tier / 2
We use RAM [11] as an example to introduce the current ~ T
integrated WMN multicasting technology as well as the ter- The
minology of integrated WMN multicast that will be used in lower tier

the paper. In Fig. 1 (a), suppose node 1 multicasts video data

to nodes2 ~ 5. As shown by the blue dashed lines, RAM N
assigns multicasting nodes to different access areas, based on Access area 1 Access area 2

the hop distances from the sender to these multicasting nodes. [(JGateway @ Multicast members O Intermediate multicast nodes
Such hop distances should not exceed a threskdléh order (a)

to achieve acceptable end-to-end throughput, whére N

is the maximum number of WMN hops that video data can
travel without violating the minimum required throughput. In
this example,K = 3. The first access area (referred to as
the source access area) is formed by the sender (i.e., node 1)
by selecting nodes within & -hop wireless distance. Access

The uploading

1According to [11], the threshold of wireless hops should meet

n]in{Tv,m}

K S log . (rv)basic , ) i
—1 [J Gateway © Multicast members O Intermediate multicast nodes

Access area 1

where ry is the sending rate oV, (rv )pesic IS the rate of the lowest- (b)
acceptable video qualityy’ is the capacity of a wireless link in the system,

A is the average density of multicasting nodes in our WMN systénis Fig. 1: An example of RAM integrated multicast [11]: (a) node

the average distance of one wireless hep> 1 is a factor introduced to ; ; . ; ;
express that an interference range is usually larger than a transmission rangile,ls the video source; (b) node 4 is the video source.

¢ = max{¢;,7 € [1, K|}, and¥; is the loss rate of the link at th&h hop.
Thus, the threshold takes the throughput performance into account.
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B. Problem Formulation its two directly connected black nodes or frady to its two
directly connected black nodes, as shown by the red lines. For

; S Vi ion i fter arrivin via Intern
RAM architecture shown in Fig. 1 (a) does not allow node Zﬂ’]e deo session issued by, after a g ats, via Internet

Ve th h d video data f de 4 connections, its performance leeway (which is greater than that
to r(.acelve throughput-guaranteed vi egia ata from node 4, g5 s2) allows the session to use the paths illustrated by red
the integrated route: node 4+ G4 ——————— Gi;—node  dotted lines (i.e., the paths constructed for the sessios)of

nternetLinks

6—node 3-node 2> has 4 wireléss hops which is longer to transmit with guaranteed performance. Therefore, for two
than the threshol@. In order to deliver the packets of node Video sources (say thih or the jth sources), itU; < U;, the

4, a new RAM architecture (shown in Fig. 1 (b)) will be video session issued by thigh source is able to share non-
established which however is not suited to delivering nodesource access areas constructed for the video session issued
1's session, having too many WMN hops between nodes by the jth source, but the reverse is not true. This insight
and 2. The fundamental reason for the two video session®otivates us to study shareable integrated multicasts which can
to employ different RAM integrated multicasts is because theeffectively control overheads caused by constructing different
two sessions are uploaded to the Internet via different path@rchitectures for different video sessions.

Different paths have different hop distances. Accordingly,

the remaining hop distances (before reachiy after the uploading
two sessions arrive at the Internet are different. Since RAM ~ Peomanget <
constructs its non-source access areas based on the remaining

hop distances, different integrated architectures are constructed ¢
for the two sessions. @%

Now assume node 4 is another video source in Fig. 1. Th

uploading
performance U,

The above observation exists when other metrics (rather
than hop distances) are employed to form access areas. This ‘ \
paper takes throughput and delays into account when evaluat- cled
ing communication performance as they are two major perfor-
mance metrics of video applications. We define the uploading
performance of a video session as the performance when the  [JGateway @ Multicastsenders O Other multicast nodes
video session arrives at the Internet. More specifically, the

uploading performance of thi¢h (i € [0, — 1]) video source
is defined as

Fig. 2: An example of sharing integrated multicast created by
1 the source with the worst uploading performance.

where (Tw); and(d,); are the uploading throughput and up- deallv. all I vid ) h
loading delay of theth source respectively, i.e., the throughput eally, a ;]’! re]ol sessw%sl, s_fa:g common nhon-source
and delay when théth session arrives at the Internet. Denote3CC€SS ar%agl Vt‘)’ 'Ch |s_dp033| el .(;seh non—sourc? aé:.cess
the end-to-end performance boundias= Z, whereT andD ~ @reas are built by the video source with the worst uploading
are the end-to-end throughput bound an%l the end-to-end de@((a_r_formance cost. However, such sharing may not efﬂqently
bound of V/ respectively. For two video sources (say titie ilize both wired and wireless resources as the sessions of
or the jth sources(j  [0,4)UJ (i, — 1])), if the uploading other video sources have to stop WMN multicasting even
pefonance of theth souce s worse han the uloading 1 e coul e Spresd 1o move dtent eas wielssy
erformance of theth source, we havé/; < U,. enthe . L o .
gessions generated by thith source and %héh gource arrive video session ofs; allows the session to be spread to all
at the Internet, the performance leeways, i.e., the remainin%?(:k nodes vidzs. However, if sharing the architecture built

Ui = (Tu)z X

performance that can be consumed before degrading to tH# for s2, as shown in the figure, the session af may
bound P, of these two sessions aié; — P and U; — P ave to be delivered to black nodgs_ via bdfh and Gg
respectively. Sincd/; < U;, we obtainjUj _P <UD t.hrough two small access areas (dellmlted by the green dotted
This means that, after transiting the Internet and then bein nes). This indicates th‘?‘t sharing an mtegrate_d mul_t|cast Ie_ads
distributed to receivers wirelessly from the same gatewayd? & greater consumption of Internet capacity while leaving
the jth session can travel a wireless distance which shoul VMN capacity under-utll[zed, as access areas are connected
not be longer than the wireless distance that dihesession  Vi2 Internet links in an integrated multicast. When several
can travel. Therefore, if a WMN path is established to ensurd/ideo sources share the non-source access areas of the video
the distribution of thejth video session with guaranteed session with much worse uploadmg performan(;e, the cIaymmg
performance, the same path can be used byithevideo of extra Internet capacity may quickly result in excessively
session to distribute its data with guaranteed performance. USiNg Internet links (while WMN capacity may be under-
utilized) which degrades performance. We defitig as the

We use the example in Fig. 2 to illustrate the above insightmaximum Internet capacity that any single session of the
In the figure, the blue dotted lines delimit the source accesapplicationV is allowed to additionally use for the purpose
areas ofs; and s, respectively. Suppos¥&, < Uy, i.e., the of sharing an integrated architecture. Our first objective is
uploading performance of, is worse than the uploading to balance the tradeoff between sharing integrated multicasts
performance ofs;. After passing across the Internet, the (for greatly controlled operational overheads) and keeping the
performance leeway of the video session «f allows the extra Internet usage caused by a session to share integrated
session to travel a short wireless distance, i.e., fil@mnto  multicasting belowC,. Namely, our design will efficiently use
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both WMN and Internet capacities.

Another challenge relating to multi-source video multicast
is the complicated interference topology inside a WMN. This
is because the wireless transmission medium is shared between
transmissions. For nodes belonging to different architectures, if
they are adjacent to each other, multicasting via these architec-
tures causes mutual interference. Also, for nodes on the same
architecture, if they are close to each other (i.e., within each
other’s interference range), multicasting interference happens
on the same architecture. The sharing of integrated multicasts
between video sessions reduces the chance of interference as
common routing paths are employed. However, once interfer-
ence happens, it could be intensive as each shared multicast
carries several video sessions generating a high accumulated
transmission rate. Hence, another of our major objectives is

Input: members (i.e., senders or receivers) of V

A
RESG: separates video sources into performance
groups.

A
EIA: establishes an integrated sub-architecture for
each performance group, including the formation of
best-effort access areas (BEAAs) inside the WMN
and a wired multicast to connect BEAAs.

Y

IMT: establishes the multicast routing strategy in-
side the WMN to efficiently limit the influence of

to take further and effective control of interference in order various sources of wireless interferece.
to multicast a multi-source video application in WMNs with

guaranteed performance.

Fig. 3: The implementation of MSIM algorithms.

IV. MULTI-SOURCESUPPORTINGINTEGRATED VIDEO

MULTICAST (MSIM)

The overall architecture of oumulti-source supporting
integrated video multicastMSIM) consists of multiple inte- Sources. Each performance group has a benchmark source
grated sub-architectures. In order to construct an integrateff@t should have the worst uploading performance (i.e., the

sub-architecture, as shown in Fig. 3, the following threel€ast value of/) among all video sources belonging to the
algorithms are implemented. performance group, as analyzed in Section Ill. Suppose the

A. Resource-efficient Source Group

1th video source is a benchmark source. A video source (say
Resource-efficient source group(RESG). RESG thejth source; € [0,i) U (i, I — 1]) can join the performance
groups! video sources into a controlled number of group of theith source ifU; — U; < AU, where AU is the
performance groups under the limitation of Internetthreshold of uploading performance difference employed to
capacity so as to reduce overheads when running Eldorm performance groups. We call thigh video source as
to construct sub-architectures. To achieve this, twoa non-benchmark source. Then, among the remaining video
major processes are proposed 1) selecting benchmagources that have not joined any performance groups, the
sources (BSs) and 2) deciding a threshold of uploadingource with the worst uploading performance becomes a
performance differences between benchmark sourcesew benchmark source which chooses its performance group
and the video sources that can be assigned into thgiembers in the same fashion as til video source. The
performance groups of these BSs. procedure continues until all video sources join a performance
Efficient integrated architecture (EIA). EIA con-  9roup In the rest of the paper, we denote the benchmark source

structs the overall architecture of MSIM by forming ©f theith (i € [0,G —1]) performance group a85; and the
an integrated sub-architecture for each performanc8Umber of video sources in then performance group as.

group. A sub-architecture is a set of best-effort access

areas (BEAAs) that are interconnected by a multicast 1) AU: The value of AU decides the number of per-
wired network. The formation of BEAAs considers formance groups that will be formed for the applicatibn

the heterogeneity of WMN links as well as reduc- If the I video sources are assigned to a smaller number of
ing overlaps between BEAAs. This enables WMN performance groups, less overhead will be generated when
capacity to be efficiently utilized to extend video constructing the MSIM architecture as each performance group
wireless transmission range and hence reduce traffitequires a sub-architecture. However, a smaller number of
load introduced to the Internet. performance groups means that each performance group may
include more video sources which potentially have a larger
range of uploading performance. This will increase the usage
of Internet links while leaving WMN capacity underused.

) X : . In order to save Internet capacity, the value &t/ should
ciently controls multicast interference on single sub-pa1ance the above tradeoff so as to reduce the number of
architectures by building interference-controlled mul- performance groups while not exceeding the Internet capacity

ticast routes and applying channel d_|verS|ty, and muI-Ca additionally allocated to any session of the application
ticast interference between sub-architectures by studyg,, the purpose of sharing integrated architectures.
ing a new scheduling transmission scheme.

Interference-controlled Multicasting Tree (IMT).
IMT is the video multicasting strategy inside the
WMN of the overall MSIM architecture. It effi-

Our analysis employs the theoretical results in [12] to
model multimedia flows. Givewr > 0 and p > 0, for a

RESG groups thé video sources oV into G performance multimedia flow, if its transmission rate at tintds given by
groups based on the uploading performance costs of theske functionR(t), the following inequality exists if and only
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if y > forall z andy by a single session o¥ (in order to share integrated mul-
y ticasting paths) arises when the session is issued by a non-
/ R(t)dt <o+ p(y — ), benchmark source that has the largest uploading performance
z difference from that of its benchmark source among all non-

whereo andp are the burstiness and the average transmissiobenchmark sessions and the session has the highest trans-
rate of the multimedia flow. More specifically, if the multime- mission rate among all video sessions16f This additional

dia flow is fed to a node that works at ratgthe size of backlog Internet capacity is given by

will never be larger thawr. Namely,o is in spirit somewhat Ui—U+P o

related to the peakedness characterization of the multimedia J ¢ (e
flow. Ui

where 0., and p..... are the burstiness and the average
éransmission rate of the session with the highest transmission
rate. Furthermore, as this session has the largest uploading
performance difference from that of its benchmark source
gmong all non-benchmark sessions, ahd> P, we have

maz)a

Theorem 1 For a video applicationV with I sources

performance bound aB = Z, whereT and D are the end-to-
end throughput and delay goundsIOfrespectiver. In order to
guarantee the extra Internet capacity required by any sessio

of V not to exceed the allocated amount of capacitywhen Ui —U;+ P, 0max AU+ P 0pmas
the session shares an integrated architecture, the uploading U, ( - pmaz) = U, ( . pmaz)
performance difference threshold expressed as _

AU = P(5* - 1) D R
helps to form/ sources into a controlled number of perfor- We now consider the wired links involved in the video

mance groups, Wher® = 0,4z + Pmaz, @A Ormae aNd pryag applicationV. Assume a maximum of’, Internet capacity is
are the burstiness and the average transmission rate of thadditionally allocated to any single session of the application to
session that has the largest transmission rate among all videonplement shared integrated multicast. In order not to exceed
sessions of/. this allocated Internet capacity, we have

Proof. As we analyzed, after passing across the Inter-., AU, 0mae = Cyq
net, a session issued by a non-benchmark video source ?)( T tpmaz) < Co = AU < Plg o + Pmas 1.
performance group (i € [0,G —1]) should have more T
performance remaining (before reachi®) than the video For the value ofr, as a video application, we assume that
session ofBS;. As a result, the remaining performance of it is greater than one second. Hence, expression (2) holds if
the non-benchmark video session enables this session to g/ < P(% — 1) holds. LetA = omaz + Pmaz- IN
Wirelessly spread to more receivers. In other words, if the NONgrder to Coﬁlﬁfzolptﬁaex number of performance groups, we use
benchmark video session shares the integrated multicasting c
paths of BS;, it occupies extra Internet capacity as compared AU = P(=2 —1).
to using integrated multicasting paths built on its own. More A
specifically, for a non-benchmark video session (sayjtie Q.E.D

video Seﬁf‘,‘}i“ 61 [0, 7= 1})) in performance group, it will 2) The RESG Algorithm:We assume the existence of

require (77— — 1) times more Internet capacity than if the 5 group manager (GM)that generates an ID (denoted as
same session were to use the integrated multicast built 0§ jq) for the multicast applicatioi’ and maintains a list
its own basis. Sinc&/; € [U;,U; + AU], it is inferred that 5t members (i.e., senders and receivers)lof In order to
L=l 1< WZ. form performance groups based on Theorem 1, the following
: algorithm is implemented. Note that, in Algorithm 1, the
throughput field of an ACK is initially set by the gateway
/ _ U B [ Ry (tyat issuing the ACK with the value: x [, wherec and [ are
session during a period is /=5 “-——-——.Based on [12], the available capacity and the loss rate of the link that the
we have ' gateway transmits the ACK out. This field is updated by any

otT h . i - .
R;(t)dt < o; + pi, intermediate node if it sends the ACK with a lower throughput.

Denote the transmission rate of thth session at time
as R;(t). The Internet capacity additionally occupied by the

t
wherea; and p; are the burstiness and the average transmisAlgorithm 1 Resource-efficient Source Group
sion rate of thejth non-benchmark video session. This meandnput: I video sources o¥/, AU achieved by Theorem 1
that the additional Internet capacity requested by this sessid@utput: G performance groups

has an upper bound of - 1. Each source broadcasts a REGISTRATION messsigewn
Uj—P  oj by the black arrows in Fig. Athat includes the fields af_id
U, — P (7 + pj)- ands_time // s_timerecords the time that the source broadcasts
this REGISTRATION;

Among all {I — G) non-benchmark sources in i perfor- . On receiving a REGISTRATION packet, a node (either
mance groups, the greatest request for extra Internet capacity

U.—U.+P 3There are quite a few studies (e.g., RRAS multicast group manager)
< st roposed method GM
< 7, proposed methods to set up a .

2U;—P _U;—P-Ui+P _ U;-U;
U,—P = U,—P U,—

bl
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a mesh gateway or a WMN node) subtracts the value irmance for each video source based on which/tBeurces are

s_time from the receiving time of the packet; // The node

only calculates the delay of the first REGISTRATION packet

received from a source; -

3. If the calculated delayx the one-way delay bounf, the
node continues broadcasting this received REGISTRA
TION via WMN links; // The purpose of such broad-
cast is to search potential gateways that a source ca
reach with guaranteed delays;

packet éhown by the blue arrows in Fig) 4ia
the path on which it receives the REGISTRATION.
The ACK carries the calculated one-way delay as
well as collects the throughput of the path;
5. Among all gateways that reply a source with ACKs, the
source selects the one with the Iarg%st value as its UG;
(In Fig. 4, sourcesy and s; selectGg and G5 as their UGs
respectively.
6. The GM designates the first video sourcélothat contacts
the GM (.9.,Gy in Fig. 4) as the coordinator of RESG;
7. The UG of each non-coordinator source unicasts a GATE
WAY message to the coordinatahown by the red arrows in
Fig. 4), including the uploading performance cost and its IP
addres§
8. The coordinator sortd sources in decreasing order of
uploading performance costs to their UGs, sets0, G = 0;
9. Whilei < (I —1)

10. The ith source becomeBSg; 96 = ga +1; j = 1;

11. If (Uijtq) — Ui < AU), the (i + j)th source joins p-
erformance groug-, g¢ =g+ 1, =7+ 1;

12. Otherwisg the Gth performance groups;, s¢;41), .-,
S(i+j—1)} is formed;

13. The coordinator unicasts a GROUP message to
all members in thérth performance groupsh-
own by the green arrows in Fig.)4including the
performance group id7 and the IP addresses
of these members;

14. BS¢ starts constructing an integrated sub-archi-

tecture for video sessions belonging to thth
performance group by the algorithms in the next
sections;i =i+ j; G =G + 1,

compared with each other to form performance groups. These
steps have a complexity @#(7?2) for Algorithm 1, wherel is

the number of video sources that the applicafiomas. With
dynamic network conditions, a performance group (say gioup
{i € [0,G — 1])) may not remain the best for a video source as
the uploading performance of this source may change. In this
pase, the UG of this source informs the RESG coordinator of
the new uploading performané€g. By comparingU’'—Usgs,)

If the node is also a mesh gateway, it replies an ACKand AU, the RESG coordinator assigns the source a new

performance group, whetégs, is the uploading performance
of the ith benchmark source.

If this source is a benchmark source, the coordinator
selects a backup benchmark source at random from all
sources belonging to th&h performance group. The
UG of this backup benchmark source will be informed
of all AGs on its sub-architecture by the UG of the
original benchmark source. (The formation of a sub-
architecture will be introduced in the next section.)

e Otherwise, the UG of the video source is informed
of the AGs on the sub-architecture, established for
the performance group that the video source joins, by
the UG of either the benchmark source or the backup

benchmark source.

A video source may cache the AG information for each sub-
architecture that it has joined, helping it to change between
performance groups with greatly reduced control overhead.
However, if the video source cannot find an existing perfor-
mance group to join (because OF' — Upg,) > AU), it
invokes the procedure of establishing a new sub-architecture
as described in the next section.

B. Efficient Integrated Architecture

1) Best-effort Access Area Construction (BE-AA®QJhile
video sources discover their UGs (steps 1-5 in Algorithm 1)
and help to form performance groups (steps 6-14 in Algorithm
1), video receivers also issue their REGISTRATION messages
to search for plausible gateways. A plausible gatéwiaya
gateway that receives at least one receiver's REGISTRATION

Algorithm 1 selects a UG and calculates the uploading performessage within the one-way delay boubd Plausible gate-

GATEWAY (Uyy, IP_Add_s;)

GROUP (id, IP_Add
(delay, throughput) / (id, 1P_

GATEWAY
¥ (Usy, IP_Add_s,)

= S
ity /
) p// /4/4 AN / N 4 = (id,Glr;?::dsQ B
delay <D (i\ /Ddelayiﬁ Q :(? /
Sy
\\\ - delay <D \ s g | /Q
@—_ (== A
REGISTRATION - ‘@ -7
(g_id, s_time)

delay > D

Video sender and

RESG coordinator O Video sender

D Mesh gateway I:l Uploading gateway .

Fig. 4: An example of the RESG algorithm.

ways inform the GM of their existence and the receivers reg-
istered with them. Once thah (i € [0,G — 1]) performance
group is formed, by Algorithm 233.S; constructs the first best-
effort access area (BEAA) for performance grauplso called
the “benchmark source BEAA” of performance groip

Algorithm 2 Best-effort Access Area Construction
Input: BS;
Output: Performance groujs benchmark source BEAA

1. BS; broadcasts a HELLO messagas(illustrated by the
black arrows in Fig. 5 that records the performance group
ID (i.e., i), the BEAA ID 8, and the sending time of this
message;

2. Once a WMN node receives a HELLO message, it

50nly plausible gateways are eligible to be elected as an area gateway or
a corresponding gateway in the following algorithms.

4The unicast first reaches the coordinator's default gateway via wired links 5The BEAA ID is 0 as this is the first BEAA of performance groipThis

and then the coordinator via WMN links.

ID is increased by 1 every time a new BEAA is constructed.
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calculates the delay of the message; - an undesirable feature overlooked in previous studies. The
3. If the delay> D, this WMN node stops forwarding the H- consequence is not only overheads caused by forming more
ELLO message; access areas to cover all receivers but also the complicated

4. Otherwisg this node becomes a potential BEAA member interference topology between access areas. MSIM improves
of BS; and continues broadcasting the HELLO mes- AG selection by the following procedures.
sage to discover more potential members;

5. If the potential member is a gateway or receiveg/
Go, G1, 7o In Fig. 5), it replies an ACK message
to BS;. The message reserves entries for its for-
warders’ IP addresses and available throughput; thmughmﬂua lay

6. Once the HELLO message is issud@y; waits a period o kput

2D for receiving sufficient returned ACKs; - de]ayiﬁdﬁ/ dgy:ﬁ N . Q

7. If the throughput carried by an ACK messagel’, BS; throughput> T //,’/’ mrough}?utzf,Qielaym )

unicasts a MEMBER packet along the path (discovered A\ @:* hroughpy = N L /.
by the ACK message, shown by red arrows in Fig. 5) = - ‘ _ - ’”
to instruct nodes on the path to join the BEAA. delay<D | >

G, can select an AG

G, is an adjacent plausible gateways

< Al ///’Gs
el -
T, -~/ @

=
A
]
&
v | ]

/

v

V
=

delay > D

Benchmark Source
BEAA

Algorithm 2 enables a source or an AG to communicag " & E A suevey @ Banchmarksouee Q e @ Resiver
with nodes to select eligible ones (i.e., those nodes WHICh — (. i e 105 dimey " 4P add-swoughpuy > @ 1 1o
can carry out performance-guaranteed communications with (@)
the source or the AG) into its BEAA. Hence, the complexity — Source BEAA
of Algorithm 2 is O(m'), wherem’ (< N) is the number
of WMN nodes that exchange control packets wily;. In Recelved SEARCH with D delay <D
Algorithm 2, for those potential members who are not selected ﬁiclaym —— % 1% dely<D
to be BS;’s BEAA members, they become the adjacent nodes N ::‘:7 T *EZ/' Joox
of this BEAA. Adjacent nodes play an important role in select- Q deley <D %EARC\H\‘Qdclaysﬁ @
ing area gateways (in the next section) and avoiding multicast elay D de‘*‘nyQ\ (ime) 2 | |

AN - »
interference (in Section IV. C. 1). Unlike existing access area o-_ | . \ //",//d/el!ﬁ
construction algorithms (e.g., [10]) that form access areas g2 | | C — 7 ey < .
based on a threshold of wireless hop distances, the BE-AAC T deay =D T
algorithm takes the performance of throughput and delays on Benchmark Source Non-Source BEAA
individual WMN paths into account which ameliorates several [ yiem gueway [ Arca gateway @ Benchmark souree @) Non-benchmark @y piver
drawbacks of previous studies. The threshold of wireless hop (b) '

distances is normally derived based on the worst WMN link
conditions in the multicast system which ignores the fact that
most other WMN links are capable of carrying more video
data than the assigned load. The BE-AAC algorithm makes
full use of heterogeneous capacities on individual WMN links

to form wireless transmission paths. In addition, itis costly (in puring the benchmark source BEAA construction, the
terms of overheads) to use a threshold derived from the worg{djacent nodes of this BEAA are detected. If an adjacent node
WMN conditions globally, especially in a large WMN system, js 3 plausible gateway (e.gG- in Fig. 5), it informs UG;
while the BE-AAC algorithm only requires the collection of (je the UG ofBS;) of its existence via wired links. Among
local throughput and delays. all adjacent plausible gateway&,G; randomly chooses one

2) MSIM Sub-architectures And Overall Architectunale  (&;9~ G2 in Fig. 5) 10 seek an AG. In detall, the selected
refer) to the MSIM sub-architecture constructed for videoadjacem plausible gateway broadcasts a light-weight SEARCH

, . ) . ia WMN links) which records the sending time of
sessions in theth (i € [0,G — 1]) performance group as message (via o=
sub-architecturei. O(nce [the ben]czhr%ark source gBEAF,)A on this message, as shown by the black arrows in Fig. 5 (b). Any
sub-architecture is formed, B.S; informs the GM of those plausible gateways that receive the message Wit)_meport to
receivers that have been included in its BEAA. In order toUGi‘ Among all reported gateways, the one registered by the

establish more BEAASs (referred to as “non-source BEAA”) 1o Jreatest number of unallocated receivers will be selected as a

cover receivers located outside the benchmark source BE he\g/ ﬁgwl,rb]\c';: Ig‘i’k?e(a)e’v?/hXVGvnf(l))rymgsr?ieEfv:/r%\/g?i sl,(s)usrilgcéﬁb\ A

MSIM selects area gateways (AGs). In the literature, an A Al orithm'2 but with itself as the inputD — di) and

is the closest plausible gateway to the UG or the AG of the 3% 9 P u

latest established access areas (&&.,in Fig. 5 (a) once (77) as the one-way delay bound and the throughput bound

the benchmark source BEAA is formed). As delimited byrespectively in order to take the uploading detsy and the

black lines, the access area constructedchymay have a uploading throughpuf’; into account. As such, the BEAA

large overlap with the established benchmark source BEAAoONstructed by a farther gateway has much less overlap with

existing BEAAs - the non-source BEAA in Fig. 5 (b) does

TThis time period is used in order to collect routing paths with guaranteedOt Overlap with the benchmark source BEAA. While this non-

delays. source BEAA is constructing, the following two procedures are

Fig. 5: An example of the EIA algorithm.
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in progress in parallel in order to reduce the time consumedMT employs the LCRT algorithm to construct a multicast tree
in constructing an MSIM sub-architecture. within each BEAA.

1) Similarly, UG; selects more adjacent plausible gate- Between BEAAs, interference occurs when a multicast-
ways to seek new AGs to construct more non-sourcéng forwarder or receiver hears signals from nodes in other
BEAAs for sub-architecture. These selected ad- BEAAs. If these signals are unwanted which mostly happens
jacent plausible gateways should not have receivedetween adjacent BEAAson the same sub-architectures,
any SEARCH messages withi® from previously IMT emplo_ys chann_el diversity to cont_rol such mte_rference;
selected adjacent plausible gateways. When eacftherwise, if these signals are useful video data which mostly
receiver has been allocated to a benchmark sourcBertains to BEAAs on different sub-architectures, a new ses-
BEAA or a non-source BEAAI/G; stops seeking sion scheduling policy is studied to enhance the multicasting
new AGs. performance of multiple video sessions.

2)  For non-benchmark video sessions, (he— 1) non- 1) Channel Diversity:Suppose the multicasting system has

benchmark wd:ao sources for"m_ thelr_ own BEAAS 5 g6t off; orthogonal channelcy, c1, ..., cx—1}. IMT assigns
(referred to as "source BEAAS) in a similar fashion ,040nal channels to (benchmark) source BEAAs with pri-
as BS;. This enables non-benchmark sessions Gy This is because, as compared to a non-source BEAA that
be delivered via WMN-only paths (to save Intemet f\yarqs videos to a subset of receivers, the transmission per-
capacity) to as many receivers as WMN conditionssormance that a (benchmark) source BEAA can provide affects
and performance bounds allow. The blue lines ing)| myticast receivers. Recall that during BEAA construction
Fig. 5 (b) delimit the source BEAA of,. (benchmark) source BEAAs can detect that they are adjacent to
Within a BEAA, the video source or the AG of this others, i.e., that they have members that are the adjacent nodes
BEAA builds up an interference-controlled multicasting tree©f Other (benchmark) source BEAAs. With the information of

(IMT) (see the next section) to multicast videos to receiver&SEAA adjace.ncy, IMT employs _steps\ao in Algorithm 3
located in the BEAA. Between BEAAs, a shared receiver-€f€r to Section IV. C. 3) to assign channels to (benchmark)
driven distribution tree (say PIM-SM) is built up through SCUrce BEAAs on the MSIM overall architecture. For non-

wired links to connect UGs, AGs, and corresponding gateway§CUrce BEAAs on the MSIM overall architecture, as with
(CGs} in different BEAAs. At this stage, sub-architecture tN€ channel assignment _for (b_enchmark) source BEAAS, they
i is fully constructed. The overall architecture of MSIM choose channels to multicast if the channels are orthogonal to

includesG' sub-architectures which are constructed in parallef0S€ being used in their adjacent BEAAs. When the number

by the procedures similar to those employed to construct sutRf orthogonal channels is limited as compared to the number

architecturei. When the construction of! sub-architectures ©Of BEAAS on the overall architecture, IMT employs channels

concludes, the MSIM overall architecture is completed. with low overlaps to adj_acent BEAAs as the StL.’dy in [1] has
demonstrated the effectiveness of low overlapping channels in

C. Interference-controlled Multicasting Tree (IMT) controlling interference.

2) The Scheduling PolicyOn the overall architecture of

The IMT algorithm, run by the video source in a (benCh'MSIM, a forwarding or receiving node receivésessions via

mark) source BEAA or by the AG in a non-source BEAA, is different sub-architectures. Due to limited channel availability,

proposed_ to mul_tlcast video data so as to minimize the "Mihis node often connects to some sub-architectures by the same
pact of wireless interference. When multicasting fheource

video application via the MSIM overall architecture, thereChannel' Suppose the node receives tfgessions o via k

X . - = (1 < k < I) channels. Via theth (5 € [0,k — 1]) channel,
may be various sources of interference. Within a BEAA, if i(t re_ceivEsI) (I' < 1) sessionsqfror(é? (}«L <r) f]<>)rwarders
multicasting paths are in each other’s interference ranges at : - : S .
least one hop, video transmissions via these paths suffer fm@eanwhlle, the node receives néftraffic with the burstiness

interference. Such interference can be efficiently controlled b)Z and the average transmission rateom the,jth channel. We
the WMN multicasting algorithms in the literature. For exam- tudy the following scheduling policy to control interference

ple, the LCRT algorithm [11] controls such interference bycaused by these simultaneous transmissions ojtihehannel.

employing the minimum number of nodes that can contribute Theorem 2 In order to control interference on thgth
high transmission capacity to forward multicasting data. Ininput channel without sacrificing transmission performance,
detail, the selection of LCRT forwarders is based on the metrithe node’s forwarders on thgth channel should occupy the

7n to choose a node; (j € [0, N —1]) channel capacityC' in turn in such a fashion:
0=Dx 1 " FC1 , 3) o the_z’th (i € [O,F; 1]) vid_eo forwarderj{ansmits a
N oy period 7; = (%)T attime(nT +>,_;7) (n €
where D is the number of direct child nodes of;, NV is the OUN), and
number of nodes withim;'s interference range(’' is n;’'s e the forwarder(s) of nori# traffic transmits a period
transmission capacity;' is the number of existing data flows TE = (giﬁg)T at time (nT + ZIF:_Ol ),

atn;, andry is the transmission rate of thih flow. Owing to ]
LCRT's simple procedure yet efficient multicast performanceWwheres; and p; are the burstiness and the average rate of
video session(s) forwarded by thil video forwarder on the

8A CG, selected by the IMT algorithm, is a gateway that collaborates with
the AG and other CGs in its BEAA to deliver videos coming from wired links ~ °Adjacent BEAAs are those BEAAs that have adjacent multicasting for-
to receivers in the BEAA. warders or receivers.
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channelo = &+Zf:_01 Tiy p = ﬁ+2f:_01 Dis ande:0 T = By Theorem 2, the scheduling policy for the oth{ér— 1)
T = &%; is the schedule period. input channels at the node can be derived. The practical
P . . .
. implementation of the schedule policy should take the clock
. Proof. Denote th(_e accumulated transmission rate of N&yew between different nodes into account. A number of
video sessions received by the multicasting node from theygies have proposed useful schemes (e.g., the Network Time
ith forwarder (on thejth channel) ask; () and the trans-  pyoac0)) to distributively address the clock skew which helps
mission rate of the nof- traffic is R(¢). Then, during a the IMT algorithm to avoid asynchronous clocks at different
p?i'gd T, the tOEEall amount of input data at this node isnodes. Theorem 2 focuses on single-hop transmissions. In
. R(t)dt+>,_ [, Ri(t)dt. In order to guarantee the our multi-hop multicast system, forwarders at different hops
timely receiving of all application data at the node, we have experience different communication conditions (e.g., different
T Fol et traffic loads) which causes schedules at different hops to fall
7 _ out of synchronization. A simple but effective way to address
/t R(t)dt + ZO /t Ri(t)dt < CT, @) such desynchronization is to enable nodes to be consistent in
! the schedule plan that requires the longest schedule period
where C' is the available capacity of thith (j € [0,k —1])  (denoted a<l},..) in the system. This is because, if a node
input channel of the node. employs a schedule plan that has a shorter schedule period than
iés own schedule period, it cannot output all received data in
real time.

Leto; andp; be the accumulated burstiness and the averag
transmission rate of video session(s) multicasted byithe

video forwarder via theith input channel. Based on [12], we 3) The IMT Algorithm: The IMT algorithm systematically

have o Fol it combines the above proposed approaches to build up an
/ Rﬁt)dt + Z / R;(t)dt < interference-controlled multicasting strategy inside the WMN.
t i—o Jt
o1 Algorithm 3 Interference-controlled Multicasting Algo-
A _ _ rithm
(6 +pT) + Z(UZ +pil). Input: BEAAs and their members
=0 Output: The IMT multicasting strategy on the MSIM overall
Hence, expression (4) holds if architecture
F—-1 .
o 1. Fori=0to(G—-1)
(6+pT) + Y _(0i+ piT) < OT ®G) 2 For j = 0to (B; — 1) // B, is the number of BEAAs
=0 on sub-architecture

. . I o)+6 3. A video source (fBEAA; ; is a source BEAA)
holds. Expression (5) infefE > c_(zg:l 0i)—p" By schedul- or an AG (if BEAA; ; is a non-source BEAA) assigns a node

. , ) = 14 . , /
ing, the node’s forwarders on thi¢h channel transmit in turn  |evel (which equals to the shortest hop distance) to each node
which generates backlog data at these forwarders. In order g BEAA; ; and setd = L — 1; /| BEAA, ; represents the

transmit backlog data in a timely fashion, we use jth BEAA on sub-architecture, and L is the highest node
_ level in BEAA, ;
F-1 _ . 0]
Qg o) +6 4. While I > 0
C— (Zf;ol pi) —p 5. If there are receivers or forwarders at level
(I + 1) that haven't found upstream forwarders
The schedule period is split into (F + 1) time slots with 6. The source or the AG selectsidevel

the first F slots assigned to thé&' video forwarders and the noden’ that has the maximum value (see (3)) among a
last slot reserved for nobr-traffic. As for the length of a time  level non-forwarding nodes as/devel forwarder, and updates
slot, it refers to the traffic load required to transmit in the timethatn"’s direct child nodes have found their forwarder;

slot in order to guarantee the throughput performance of all- l=1-1 .
traffic on thejth input channel. Namely, within each, the 8. The source or the AG broadcasts a list of forwarders
time slot assigned to thah (i € [0, F — 1]) video forwarder ~Within BEAA, ; to inform forwarders of their roles;
is 9.Fori=0to (I —1)
_oitpT 6) 10. The ith source selects channels from the set

{co,c1,...,cx—1} for forwarders in its BEAA to multicast
video sessions. Channels that are orthogonal to those being

F—1 o F-1 o . L
whereo = (3, 0;) + 6 andp = (3_;_ pi) + p. For  ysed in the adjacent (benchmark) source BEAAs are selected
the length of the last time slot, i.e., the time slot reserved fokyith priority;

o+ pT

non-V traffic, it should be 11. Fori=0to (G —1)
6+ pT 12. The AG of a non-source BEAA selects channels
TF = from the set for forwarders in its BEAA to multicast video

o+ T sessions. Channels that are orthogonal to those being used in
In such a the round robin fashion, thith video forwarder the adjacent BEAAs are selected with priority;
should transmit at the timeT" + Z};é nn(ne0UN)fora 13.i=0;;j=0;
period of 7; and the nor¥ traffic can occupy thgth input 14, While i < (G — 1)
channel at the timeT"+ >, ! 7 for a period ofr. QE.D  15. While j < B;
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. . Source BEAA
16. Each forwarder or receiver i £ AA; ; encap-

sulates its schedule plan (calculated by Theorem 2) into a
SCHEDULE packet and sends this packet to the node that

L 'GS

forms BEAA, ; (i.e., a source or an AG); H: ] __ — =

17. jThe source or the AG encapsulates the - - f\// V\E@
scheduling plan with the longest schedule period into a@/ @ ’ @ #
BEAA_SCHEDULE packet which is unicasted 18G; via AN Q FAd | /J
Internet links; [, R PN ()
18 Among the B; received schedule plang/G; en- T ‘“ i _@ & -
capsulates the one with the longest schedule period into an

ARCHITECTURE_SCHEDULE packet. This packet is uni- Benchmark Source T

casted to the GM via Internet links; BEAA Non-Source BEAA

19 The GM encapsulates the SChedUIe plan W|th the |OngeSL LCRT tree via channel 0 — LCRT tree via channel 1 — LCRT tree via channel 2
schedule period into an APPLICATIQI$SCHEDULE packet

and multicast the packet to thevideo sources and all AGs via Fig. 6: An example of the IMT algorithm.

the shared receiver-driven distribution trees in the IntéPnet

Algorithm 3 constructs an LCRT tree and assigns channels

for each LCRT forwarder within a BEAA. Forwarders onthe 4  REBS: the multicast that employs only the RESG
LCRT tree inform the source or the AG that constructs this algorithm in the paper;

LCRT tree of their schedule plans in order to carry multiple ) ) o

video sessions. This means that the complexity of the algorithm ©  MSIM: the multicast which combining our RE-BSS,
follows O(m”), wherem” (< N) is the number of nodes in BE-AAC and SLCRT algorithms.

a BEAA. We use an example in Fig. 6 to illustrate the IMT
algorithm. Suppose the BEAAs delimited by the red and blu
lines belong to the same sub-architecture. As the benchmal

Our simulations focus on 1) average multicast delays (AMDS)
pat evaluate the real time multicast, for dpsource video
ke

source BEAA and the source BEAA overlap, based on stepdPplication. An AMD is expressed by===-77= =, where
2~3 in Algorithm 3, two different channels are used by thed:,; is video sessiori's multicast delay at thgt_h multlcas_tmg
LCRT trees in the two BEAAs (shown by the red arrows node andV/ represents the number of nodes in the multicast; 2)
and the green arrows respectively). For the non-source BEAAVerage multicast throughput (AMT) that evaluates the video
that is adjacent to the benchmark source BEAA and overlapiePresentation quality (e.g., resolution) for Aisource multi-

I—1¢M>1
i=0 Zj:() Tij

with the source BEAA, by steps~4% in Algorithm 3, shown cast. An AMT is expressed b i , WhereT; ; is

by the blue arrows, the employed channel is orthogonal t@ideo session’s multicast throughput at thgth multicasting

the channels used in the other two BEAAs. Now, supposeéiode. We list the major simulation parameters in Table II.
the black lines delimit a BEAA belonging to another sub-Performance curves in this section are plotted based on the
architecture. Node 3 ang, require to receive videos from average values of 20 simulation runs.

both sub-architectures - node 3 vi& and Gs, andry via

node 2 ands, respectively. In order to avoid interference, by

step 10 in Algorithm 3, node 3 ang calculate their schedule TABLE II: Simulation Parameters

plans and send their SCHEDULE packetsg (i.e., the AG

of their BEAA). If o requires a longer schedule period than [ Radio propagation model Nakagami

node 3, after steps #13 in Algorithm 3,7¢’s schedule plan [ MAC protocol __ 802.11 with 11Mbps data ratg

. Bandwidth of wired links at routers or gateways 1000Mbps

will be eventually adopted by node 3. As shown by the red—=ransmission range 100m

switching arrows, node 3 ang then receive videos from both [ Simufation time 500s

sub-architectures in turn without interference. Interference factorx) V2 _
Group size Around 30% of WMN sizes
Node distribution density 3 per transmission range

V. PERFORMANCEEVALUATION Link loss rate [0,0.2]

By conducting experimental studies with the discrete event
network simulator NS2.33 [13], we compare the following five _ .
multicasting schemes in this section. A. Evaluation using a small-scale WMN

1) Impact of the number of video sources on performance:
Fig. 7 (a) shows the topology of the simulated small-scale
e EM [9]: the multicast that uses Internet resources viawMN. There are 6 mesh gateways connecting to 6 wired

the closest gateway (in terms of IP address prefix) ofouters to provide Internet access for 50 mesh nodes. The

multicasting nodes; number of video sources varies from 1 to 5 in order to study

] L how this change impacts multicast performance. The video

* Is?.oﬁeg[oag[%?:or?gggr? r'gigji\?;s_WMN that uses thetransmission rate is 256Kbit/s. Based on [16], Skype video

P ’ calls require an upload speed 128Kbit/s. Hence, 256Kbit/s

10Recall that, in Section IV. B. 2, a shared receiver-driven distribution tree isIS realls_tlc VI(_:IeO rate in the Int.em.et' To create mterf.erence or
built up for each sub-architecture in order to connect different BEAAs throughcontention, disturbance transmissions are generated in the areas
wired links. close to the nearest gateways of several video sources. Each

e RAM: the two-tier integrated multicast in [11];
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Fig. 7: The topology and performance of small-scale WMN simulations.

©

proves the effectiveness of IMT in controlling interference.

®

| [ ] 2) Evaluation of MSIM architectureWe then investigate
S eokrite the complexity in constructing an MSIM architecture. We
6 |——1mbivs ] first observe the number of shareable architectures required

by MSIM to carry a multi-source video application in the
topology of Fig. 7 (a). The bottleneck Internet capacity is set
as 20Mbps. The number of video sources increases from 10
to 20 and the video transmission rates vary from 250Kbps to
1Mbps. Fig. 8 shows that, in the simulation with 250Kbps
- - - - . multicast rate, only one shareable architecture is constructed
Number of Video Sources when the number of sources is under 20. For a multicast with
a video rate larger than 250Kbps, it only needs a single archi-
tecture when the number of sources is under 12 but requires
additional shareable architectures when video sources grow.
MSIM requires 8 shareable architectures to support 20 video
sessions with the transmission rate of 1Mbps. Furthermore,
Theorem 1 says that the improvement of Internet capacity
of these disturbing transmissions has a constant rate chosgmﬁa{%ﬁ%rggglr\}ggoﬂgmmt:a%rt (t)r:i SSTﬁ;%?gtlia?rCnggﬂ;ges'eogur
uniformly in the range32 K bps, 256 Kbps|. multicasts with 1Mbps rate require 6 shareable architectures
Fig. 7 (b) presents a comparison of AMDs. EM experiencedvhen the bottleneck Internet capacity increases to 25Mbps -
the |0ngest AMDs as EM users connect to their phys|ca||y25% of the total bandwidth of a simulated wired |Ink Table IlI
closest gateways to transmit data - some receivers that réives the number of BEAAs on a shareable architecture when
ceive videos from their nearby WMN nodes in RAM, REBS, the multicast group size grows from 60 to 150. The number
and MSIM have to go all the way back to gateways toOf receivers is30% ~ 40% of the group size.
receive data. REBS has slightly longer AMDs than RAM i .
does mainly because REBSgarg;witect%res are constructed b-)I;ABLE lll: Number of BEAAs on a shareable architecture.
video sources with the worst uploading performance. MSIM

IS

w

N

Number of
Shareable Architectures

10

Fig. 8: Number of shareable architectures under differatgwi
rates.

: H No. of wire- | No. of No. of wire- | No. of No. of wire- No. of
ac;hleves shorter AMDs than RAM does. A major reason fo less nodes | BEAAs || 1ess nodes. | BEAAs || less nodes | BEAAS
this result is that the formulation of BEAAs enables more s 3 90 Z 120 5
WMN nodes to receive videos directly from closer WMN [ 70 4 100 5 130 6
forwarders instead of Internet routers. IR broadcasts videds®® 4 110 5 140 ’

without forming any architectures which allows it to achieve
the shortest AMDs. However, broadcast transmissions in IR
cause significant packet loss rates as evidenced by it AM
curve in Fig. 7 (c). This figure also shows that EM achieve
a lower AMT than those of RAM, REBS, and MSIM. This  |n this group of simulations, we evaluate EM, RAM, and
is not only because EM does not control interference betweegS|M that multicast the video StarWarslIV.dat in a large-scale
video sessions but also because EM does not consider gatewayMN 1L, The topology of wired connections (shown in Fig. 9
conditions. In the simulations, several gateways are busy wit{a)) has 35 domains (represented by 35 routers). The WMN
disturbance traffic. REBS runs fewer multicast architecturepart consists of mesh nodes distributed across 15 domains via
than RAM which reduces the interference probability between
architectures in REBS. MSIM overtakes REBS in AMTs which R is not evaluated as it is not practical to use IR in a large-scale WMN.

. Evaluation using a large scale WMN
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Fig. 9: The topology and performance of large-scale WMN simulations.

o
~

25 gateways. The video trace file StarWarslV.dat is composed
of I, B, P frames that have different sizes. We observe the
three schemes when the number of video sources increases,
the video transmission rates increase, or the WMN size grows.
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Fig. 10: Comparison of AMDs (a), and AMTs (b) when video
transmission rates increase (the x axis is logarithmic). MSIM overtakes RAM in AMDs mainly because RESG en-

ables more receivers to connect to nearby wireless forwarders
and the use of shareable multicasts reduces overheads and
1) Impact of the number of video sources on performancethe likelihood of interference. Fig. 9 (c) compares the AMT
There are 150 mesh nodes in the simulation. Video data afgerformance. MSIM achieves an obvious AMT improvement,
transmitted at 30 frames per second. We vary the number @jwing to the greatly controlled interference by IMT and
video sources (from 1 to 10) to observe video performancesharing multicast architectures.
According to Fig. 9 (b), as with the results from the small-scale
WMN simulations, EM has the longest AMDs as some EM  2) Impact of video transmission rates on performance:
receivers inefficiently receive videos via long-haul back pathsWe then vary video frame rates from 8 frames per second
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to 250 frames per second to evaluate the performance of thiacreasing the Internet availability. With modern Internet tech-
three schemes. Among the 150 mesh nodes, there are 5 videology (e.g., optical fibre Internet [14]), the cheap availability
sources. Based on Fig. 10 (a), the AMDs of the three schemed network bandwidth is promising to allow MSIM to run a
increase with the increasing video rates. Due to the similafew shareable architectures in parallel even when there are a
reasons for the AMD comparison in previous simulations,great many video sources in future applications.

MSIM achieves shorter AMDs than RAM and EM in this

simulation. Fig. 10 (b) shows that MSIM cannot have good REFERENCES
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