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Abstract 

Quantifying supraglacial debris thickness at local to regional scales 

Michael James McCarthy 

Supraglacial debris thickness is a key control on the surface energy balance of debris-covered glaciers, 

which are common in temperate mountain ranges around the world. As such, it is an important input 

variable to the sorts of models that are used to understand and predict glacier change, which are 

essential for determining future water supply in glacierised regions and glacier contributions to sea-

level rise. However, to quantify supraglacial debris thickness is difficult: making direct measurements 

is laborious and existing remote sensing approaches have not been thoroughly validated, so there is a 

general paucity of supraglacial debris thickness data. This thesis investigates methods of quantifying 

supraglacial debris thickness at local to regional scales. First, it makes in-situ field measurements of 

debris thickness at the local scale on glaciers in the Himalaya and the European Alps by manual 

excavation and by ground-penetrating radar (GPR). Second, it uses some of these field measurements 

to test and develop thermal remote sensing approaches to quantifying supraglacial debris thickness at 

the glacier scale. Third, it uses a dynamic energy-balance model in an inverse approach to quantify 

debris thickness on the glaciers of three watersheds in High Mountain Asia from thermal satellite 

imagery and high-resolution meteorological reanalysis data. 

At the local scale, GPR is found to be useful for measuring supraglacial debris thickness accurately 

and precisely, at least in the range 0.16-4.9 m. Debris thickness is highly variable over horizontal 

distances of < 10 m on individual glaciers due to gravitational reworking, which necessarily implies 

higher sub-debris ice melt rates than if debris thickness was spatially invariable. At the glacier scale, 

thermal remote sensing approaches can reproduce field measurements, and remote sensing estimates 

of supraglacial debris thickness can be used successfully to model sub-debris melting. If well-

distributed field measurements are available, supraglacial debris thickness should be extrapolated 

using remote sensing-derived pseudo daily mean surface temperatures. Otherwise, it should be 

determined iteratively by minimising the mismatch between remotely sensed surface temperatures, 

preferably from night-time thermal images, and surface temperatures determined using a dynamic 



energy-balance model. At the regional scale, thermal satellite imagery and high-resolution 

meteorological reanalysis data can be used to provide reasonable estimates of supraglacial debris 

thickness. However, modelled uncertainties are not always able to explain ground-truth measurements, 

and there is a tendency towards underestimation due to problems associated with supraglacial ponds 

and ice cliffs and the spatial resolution of input data. 

The findings of this thesis will lead to improvements in the quantification of supraglacial debris 

thickness at a range of scales and, therefore, in the understanding and prediction of glacier change in 

temperate mountain ranges. 
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1 Introduction 

1.1 Background and motivation 

Mountain glaciers play a central role in the Hydrological Cycle by storing water during cold, wet 

periods and releasing it during warm, dry periods (e.g. Kaser et al., 2010). As such, they are an 

important water resource, an indicator of climatic change, and an existential threat to low-lying island 

nations via sea-level rise. In the major river basins of South Asia, it is estimated that 800 million 

people rely on water from glaciers and snowmelt for both domestic and commercial purposes (Bolch 

et al., 2012; Immerzeel et al., 2010), while glacier length change records describe a trend towards 

global warming since the mid-1800s and a 0.5°C warming in the course of the 1900s (Oerlemans, 

2005; Leclercq and Oerlemans, 2012). Glaciers and ice caps contain ice volumes equivalent of 0.43 

+/- 0.06 m of sea-level rise (Huss and Farinotti, 2012), and are contributing 29 +/- 13% to sea-level 

rise in the present day (Gardner et al., 2013). Mountain glaciers sustain biodiversity and are often sites 

of cultural and historical significance (Jacobsen et al., 2012; Quincey et al., 2017). They can be sites of 

potential geomorphological hazards, such as Glacial Lake Outburst Floods (GLOFs) and, at the same 

time, they can provide ecosystem services such as flood prevention and provision of water for 

agriculture and hydropower (Dahlke et al., 2012; Milner et al., 2017). They are sites of recreation and 

tourism, sometimes significantly boosting local economies (Purdie, 2013), and they often straddle 

international boundaries, which means they are potential objects of political instability and interstate 

conflict, given that water scarcity is considered to be the largest global risk in terms of potential 

impact over the coming decade (World Economic Forum, 2015). 

Considering the above, and that the global climate is changing rapidly, with global warming likely to 

reach 1.5°C above pre-industrial levels between 2030 and 2052 (IPCC, 2018), it is important that we 

are able to predict glacier change as accurately as possible into the future and, in order to do this, that 

we are able to understand past and present glacier change, and the processes and variables that drive it. 
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Understanding1 and predicting glacier change is achieved using numerical models that are forced with 

either local, regional or global-scale climate data, depending on the scale at which they are being 

operated. When such models are being used to forecast change, they are often highly simplified, 

requiring only a few input variables such as air temperature, precipitation, glacier area and ice 

thickness (e.g. Marzeion et al., 2012; Radić et al., 2014; Huss and Hock, 2015). When they are being 

used to hindcast glacier change, more complex, fully-distributed energy balance approaches are more 

common (e.g. Oerlemans, 1992; Arnold et al., 1996; Mölg et al., 2014). Whatever the objective, it is 

important that models are able to realistically represent the key processes by which glacier change 

occurs. Such processes could include ice dynamics, frontal ablation or snow redistribution due to wind 

and avalanching. Omitting or overabstracting important processes will inevitably lead to increased 

uncertainty and model results that are inconsistent with observations. For example, if a glacier model 

does not include some representation of ice dynamics, it will not account for mass balance-dynamic 

feedbacks and may therefore under or overestimate mass balance during periods of advance and 

retreat, respectively (e.g. Oerlemans, 2001). If a model does not account for variations in incoming 

shortwave radiation due to shading, there will be too much energy available for melting and the model 

may overestimate summer mass loss and cause the spatial distribution of melt to be poorly represented 

(e.g. Arnold et al., 1996; Hock, 1999). 

A process that has received lots of attention in recent years, and one that is increasingly included in the 

sorts of glacier models described above, is modulation of the surface mass balance by supraglacial 

debris cover. This is because debris-covered glaciers, which are those whose surfaces are covered in a 

layer of supraglacial rock debris, are common in mountain ranges around the world, and because the 

effect of supraglacial debris on surface mass balance can be strong. In particular, the melt rate of ice 

below a layer of supraglacial debris may be either significantly reduced or significantly enhanced from 

the melt rate of debris-free ice in the same geographic location (e.g. Oestrem, 1959; Mattson et al., 

1993). As a result, the presence of supraglacial debris can affect ice dynamics, glacier hydrology and 

mountain meteorology. For example, in terms of dynamics, debris-covered glaciers have been found to 

respond quite differently from debris-free glaciers to the same climatic forcing: their fronts are 

typically stable while nearby debris-free glaciers advance and retreat (Scherler et al., 2011). In terms 

of hydrology, debris cover promotes the formation of extensive englacial drainage systems and supra 

and proglacial lakes and ponds, which in turn promote the formation of ice cliffs (e.g. Sakai et al., 

2000; Benn et al., 2012; Benn et al., 2017; Miles et al., 2017). In terms of meteorology, debris cover 

affects glacier-atmosphere interactions and has been found to cause daytime along-glacier winds to be 

                                                      
1 Often via hindcasting 
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anabatic rather than katabatic and to strongly alter environmental lapse rates and the conditions of the 

atmospheric surface layer (Collier et al., 2015; Steiner and Pellicciotti, 2016; Potter et al., 2018). 

There are a number of physical properties of a supraglacial debris layer that affect the extent to which 

it modulates surface mass balance, some or all of which may be included in a glacier model. Primarily, 

these include its albedo, surface roughness, thermal conductivity, emissivity, density and heat 

capacity. The albedo of a debris layer, for example affects how much incoming shortwave radiation is 

absorbed versus how much is reflected back into the atmosphere (e.g. Brock and Arnold, 2000). A 

debris layer’s surface roughness modulates the turbulent exchanges of sensible and latent heat (e.g. 

Reid and Brock, 2010; Miles et al., 2017; Quincey et al., 2017). However, one of the key physical 

properties of a debris layer, and the property that is included most in glacier models that include debris 

cover, is its thickness (e.g. Mihalcea et al., 2006; Juen et al., 2014; Carenzo et al., 2016). Supraglacial 

debris thickness is a strong control on the conductive heat flux to the ice below the debris, in 

accordance with Fourier’s law, where the conductive heat flux becomes increasingly negligible with 

increasing debris thickness, and increasingly important with decreasing debris thickness (Evatt et al., 

2015). Unfortunately, there are very few glaciers on which supraglacial debris thickness has been 

measured in situ because methods of measuring debris thickness in the field are physically difficult 

and time consuming. Various remote sensing methods have been proposed for mapping debris 

thickness over large areas but there are difficulties and uncertainties around these due to a lack of data 

for calibration and validation (Mihalcea et al., 2008; Foster et al., 2012; Rounce and McKinney, 

2014). Ultimately, there is a paucity of debris thickness data at all scales: from the local scale to the 

glacier scale to the regional and global scales. 

An important research question, then, in modern glaciology, is how can we quantify supraglacial 

debris thickness? Our current inability to quantify supraglacial debris thickness is a limiting factor in 

our ability to understand and predict glacier change. 

This question is particularly pertinent for glaciers in High Mountain Asia, where supraglacial debris 

cover is unusually prevalent, and where large downstream communities are socially and economically 

dependent on glacier-fed runoff and vulnerable to drought because of water stress (Pritchard, 2017). 

1.2 Aims and approach 

Section 1.1 outlines some of the effects of supraglacial debris cover on glacier surface mass balance 

and the importance of being able to quantify supraglacial debris thickness at a range of scales. 
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Specifically, it highlights the fact that there is a lack of in-situ measurements of debris thickness, and 

that there is considerable uncertainty associated with methods of quantifying debris thickness by 

remote sensing. The second of these two points follows naturally from the first because in-situ 

measurements are required to validate remote sensing methods. Therefore, this thesis begins by 

making in-situ field measurements of debris thickness at the local scale, then moves on to test and 

validate remote sensing methods of quantifying debris thickness over progressively larger areas. 

The broad aims of this thesis are: 

First, to make local-scale in-situ field measurements of debris thickness on a number of glaciers and, 

in doing this, to test the use of ground-penetrating radar as a method of measuring debris thickness. 

Second, to test and develop different thermal remote sensing approaches to quantifying debris 

thickness at glacier scale using some of the in-situ field measurements, and to develop an 

understanding of the limitations and sensitivities of these approaches. 

Third, to test the most appropriate thermal remote sensing approach identified above over some large 

areas of High Mountain Asia, again using the in-situ field measurements, in order to identify its wider 

transferability. 

1.3 This thesis 

In accordance with the three aims that are described above, three data chapters (Chapter 3, Chapter 4 

and Chapter 5) make up the bulk of this thesis. Before the data chapters, previous work is identified 

and reviewed (Chapter 2), while after the data chapters, the outcomes of the research are synthesised, 

conclusions are drawn and suggestions are outlined for future research (Chapter 6). The data and 

methods that were used are described in sections within the data chapters for ease of reading because 

different data and methods were used in each part of the research. The study sites that were chosen are 

also described in sections within the data chapters, although there is some crossover between the study 

sites of chapters 3 and 4, and chapters 3 and 5. 

Most numerical data are reported to two significant figures for readability, unless reporting to more 

significant figures was necessary for reproducibility. However, calculations were carried out to full 

precision. Temperatures are presented in degrees Celsius in the text, in figures and in tables because 

this is conceptually easier. However, the equations require temperature variables to be in kelvin. 
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2.1 Glaciology of High Mountain Asia 

High Mountain Asia, which encompasses, amongst others, the Himalaya, Karakoram, Hindu Kush, 

Pamir, Kunlun Shan and Tien Shan mountain ranges, comprises 96000 glaciers and has a total 

glacierised area of 98000 km2 (RGI v.5; Pfeffer et al., 2014). This makes it the largest glacierised area 

outside the Polar Regions. Stored within the glaciers of High Mountain Asia is an estimated ice mass 

of 4800 Gt (Kraaijenbrink et al., 2017). Via major rivers such as the Indus, the Ganges and the 

Brahmaputra, these glaciers provide water to an estimated 800 million people, which makes them an 

important water resource (Immerzeel et al., 2010; Bolch et al., 2012).  

Similar to glaciers in other parts of the world, most glaciers in High Mountain Asia are shrinking and 

losing mass (Bolch et al., 2012; Gardelle et al., 2013; Kääb et al., 2012) and since the 1960s, both 

mass loss and shrinkage rate have been increasing (Bolch et al., 2012). Brun et al. (2017) found that 

from 2000 to 2016, glaciers in High Mountain Asia underwent a net mass loss of 0.18 +/- 0.04 m w.e., 

or 16.3 +/- 3.5 Gt yr--1, but that while most regions are losing mass, some regions are gaining mass 

(Figure 2.1). Specifically, they found that mass loss is highest in southeast Tibet, while mass gain is 

highest in the Kunlun Shan. Consistent with the idea of a Karakoram or Pamir-Karakoram anomaly 

(e.g. Hewitt, 2011; Gardelle et al., 2013), they found that mass balance is near zero in the Pamirs and 

in the Karakoram. On the other hand, mass balance is moderately negative across the Himalaya and in 

the Tien Shan. Unsurprisingly, while there are clear trends in regional net mass balance, the net mass 

balance of individual glaciers in High Mountain Asia ranges widely, from -2 to 0.5 m w.e. yr-1 (Brun 

et al., 2017), with highest mass losses often occurring at lake-terminating glaciers (King et al., 2017; 

King et al., 2018). 

The different regions of High Mountain Asia exhibit different mass balance signals due to differences 

in their climates, which affect their sensitivity to changes in precipitation and temperature. For 

example, in the Pamir-Karakoram, the westerlies cause glaciers to be mostly winter-accumulation type 
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(e.g. Mayer et al., 2006), while in the Himalaya, precipitation is dominated by the Indian and 

Southeast Asian monsoons, meaning glaciers are mostly summer-accumulation type (Wagnon et al., 

2007). Increasing air temperature has more of an effect on summer-accumulation type glaciers 

because, in addition to increasing ice-melt rates, it causes precipitation to fall as rain rather than snow 

at lower elevations, reducing accumulation (Fujita, 2008). 

Figure 2.1 – High Mountain Asia mass balances from 2000 to 2016, taken from Brun et al (2017) and labelled 

with major mountain ranges. 

The dynamics of glaciers in High Mountain Asia are also changing: the surface and therefore the 

horizontal velocities of most glaciers are decreasing (Scherler et al., 2008; Quincey et al., 2009; 

Dehecq et al., 2016; Azam et al., 2018). It is likely that this is due to the above-described mass loss 

trend and an associated reduction in ice flux; as ice thicknesses, and sometimes surface slopes, 

decrease due to mass loss, ice fluxes and horizontal velocities must also decrease due to decreased 

driving stress (e.g. Hooke, 2005). However, in regions such as the Karakoram or Kunlun Shan, where 

mass balance is near zero or slightly positive, surface velocity is mostly stable or increasing. It has 

been suggested that this might be an artifact of the surging that is common in these regions (Heid and 

Kääb, 2012; Quincey et al., 2011; Chudley and Willis, 2018). On individual glaciers, surface velocities 

Himalaya

Kunlun Shan

Karakoram

Hindu Kush

Pamirs

Tien Shan

Tibetan Plateau

Figure showing HMA mass balances removed for copyright reasons. Copyright
holder is Springer Nature, 2017.
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range from 0 m yr-1 at ice divides and on stagnant, often debris-covered, glacier tongues, to 200 m yr-1 

at ice falls and areas of glacier with steep surface slope (Dehecq et al., 2015). As glacier dynamics 

have changed, there has also been a growth and proliferation of glacial lakes (Zhang et al., 2015; 

Azam et al., 2018), which can become potential hazards (Richardson and Reynolds, 2000).  

As mentioned above, one of the main features of glaciers in High Mountain Asia is their debris cover. 

As with mass balance and dynamics, debris-covered area varies significantly between regions of High 

Mountain Asia, ranging from around 30% in the Hindu Kush and 25 to 36% in the Everest region, to 

almost no debris cover in Inner Tibet and the Qilian Shan (Nuimura et al., 2012; Shea, Immerzeel, et 

al., 2015; Thakuri et al., 2014; Kraaijenbrink et al., 2017). However, the average debris-covered area 

of glaciers in High Mountain Asia is estimated to be 11% of total glacier area (i.e. 11000 km2; 

Kraaijenbrink et al., 2017). Considering that most of this debris cover occurs in ablation zones where 

ice thickness tends to be great, 18% of ice mass is stored under debris (i.e. 860 Gt). Further, as ice 

mass is lost, debris-covered area is increasing due to the melting out of englacial debris (Thakuri et al., 

2014; Bolch et al., 2008), and there are strong links between the existence of supraglacial debris cover 

and the occurrence of supraglacial ponds and ice cliffs. 

Current forecasts of glacier change indicate that 36% of the ice mass of High Mountain Asia’s glaciers 

(i.e. 1700 Gt) will be lost by 2100 if global warming is limited to 1.5°C in line with the aims of the 

Paris Agreement of 2015. 

2.2 Debris-covered glaciers 

2.2.1 Occurrence and characteristics 

Debris-covered glaciers are those whose surfaces are partly covered with a continuous layer of rock 

debris (Figure 2.2). They are common in temperate mountain ranges around the world, such as the 

Himalaya, the Caucasus, the European Alps, the Andes and the Alaska Range (Nakawo et al., 2000) 

and tend to form where debris supply rate is high and where accumulation rate is low (Benn et al., 

2003). They are often characterised by highly heterogeneous surface topography, which develops due 

to differential melting, and surface features such as lakes or ponds, ice cliffs and avalanche deposits. 

They are often slow-flowing with shallow surface slopes near their terminuses, and the insulating 

effect of a continuous debris covers can cause their ablation zones to become unusually large (Benn et 

al., 2003). When debris-covered glaciers retreat, they often leave moraine-dammed proglacial lakes, 



40 Previous work

which means they are more associated with the risk due to Glacial Lake Outburst Floods (GLOFs) 

than debris-free glaciers (e.g. Quincey et al., 2005). The relationship between debris cover, surface 

mass balance and glacier evolution is complex and one of the leading uncertainties in predicting the 

future of high-mountain glaciers (Bolch et al., 2012). 

Figure 2.2 – Photograph of Ngozumpa Glacier, Nepal, taken by Hamish Pritchard.  

2.2.2 Debris sources, sinks and transport 

Glacial debris is derived from a variety of sources. It is transported on, within or under a glacier by 

several distinct processes and deposited in a sink at the glacier’s margin or bed. The nature of a 

glacier’s debris sources and sinks, and of the mechanisms by which its debris is transported, determine 

whether or not it develops a layer of supraglacial debris, how that debris is distributed across the 

glacier’s surface, and how thick it becomes. 

Sources of glacial debris can be either supraglacial or subglacial (Bennett and Glasser, 2011). Primary 

supraglacial sources to the majority of temperate glaciers are their headwalls, valley sides and 

nunataks (Hambrey et al., 2008). Debris forms at these locations by erosion (mostly ‘frost-shattering’, 

where there is a large temperature range around freezing; Scherler et al., 2011) and is imported to the 

glacier by rock fall or within avalanches. Where lateral or medial moraines exist, debris can also be 

sourced from these, and import occurs by moraine failure or by debris flows. From elsewhere, 



2.2 Debris-covered glaciers 41

necessarily fine-grained debris, such as volcanic ash, dust and black carbon, is imported by the wind. 

In the Himalaya, black carbon is a particularly important form of wind-blown debris because it tends 

to enhance melting (Xu et al., 2009). The only subglacial debris source is the bed, from which debris is 

formed by erosion. Rocks and sediments at the bed are crushed, plucked, fractured and abraded by the 

overlying ice (Hambrey et al., 2008), then entrained either by pressure melting and regelation 

(refreezing) or by ice deformation processes such as thrusting and folding. However, neither pressure 

melting and regelation nor thrusting and folding are common in temperate glaciers, which do not 

typically freeze to the bed. Such processes are more often observed in cold-based glaciers, or those 

with a mixed thermal regime. 

Once imported, debris is distributed around a glacier englacially, supraglacially or subglacially. From 

a supraglacial position, debris is transported by advection or by the movement of meltwater. In terms 

of meltwater transport, high-discharge supraglacial streams should be expected to transport more 

debris than low-discharge supraglacial streams, so more debris should be transported during high-melt 

periods. On some glaciers, sub-aqueous transport in supraglacial lakes is a consideration (Mertes et al., 

2016), and slope processes may laterally redistribute debris if there are steep slopes and strong 

topographic variability. Debris buried in the accumulation zone by snowfall will be subsumed into the 

glacier and transported englacially downglacier by advection. The debris that falls into the 

accumulation zone becomes concentrated, initially, in layers parallel with the accumulation zone’s 

surface (Bennett and Glasser, 2011), although these layers will later deform according to patterns of 

ice flow and deformation (Wirbel et al., 2018). Debris that is transported englacially by meltwater is 

often deposited in englacial cavities, from which it later melts out at the surface in distinctive ‘dirt 

cones’ (Goodsell et al., 2005). From a subglacial position, debris is transported by advection in 

regelation layers up to a few metres thick (Bennett and Glasser, 2011).   

A glacier exports debris to its moraines, its bed and to the proglacial environment. The primary 

mechanisms of export are melting out and transport in meltwater, though it is also possible that some 

fine-grained glacial debris is removed by the wind. Debris is exported from the glacier to the 

proglacial environment primarily by the glacifluvial system; i.e. by water discharge from the glacier 

terminus (Benn et al., 2003). Efficient glacifluvial transport, usually in the form of powerful outwash 

rivers, delivers large volumes of debris to the proglacial environment and results in minimal moraine 

formation. If a glacier has an inefficient glacifluvial system, on the other hand, and there is not enough 

water to remove the debris that reaches its margins to the proglacial environment, its margins become 

‘choked’, large lateral and terminal moraines will form, and it may become debris covered. Debris can 
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also be exported to medial moraines, which occur where flow units meet, or to the bed, by basal 

melting or downward ice flow in areas of extension (Bennett and Glasser, 2011). 

The timescales of debris transport are poorly known. However, it is crucial that if import exceeds 

export, supraglacial debris will thicken with time and debris-covered area will increase (Gibson et al., 

2017; Bolch et al., 2008). Conversely, if export exceeds import, debris will thin with time and debris-

covered area will decrease. 

2.2.3 Debris cover distribution 

The spatial distribution of debris cover varies significantly between glaciers because of the location of 

debris sources in relation to the glacier surface. In the Himalaya, for example, debris cover is more 

common on south-facing glaciers because south-facing debris-supply slopes have high debris-

production rates (Nagai et al., 2013). South-facing glaciers tend to have continuous debris layers on 

their ablation zones, while north-facing glaciers tend to develop medial moraines instead. However, a 

debris distribution characteristic that is ubiquitous is the greater prevalence of debris in ablation zones 

than in accumulation zones (e.g. Frey et al., 2012). This is because the debris that falls onto an 

accumulation zone is quickly buried by snow, and because there is a higher sediment flux to the 

ablation zone via melting. As such, debris cover hypsometry is skewed towards lower elevations, 

while debris-free hypsometry is skewed towards higher elevations. 

Debris thickness varies spatially over the surface of a glacier depending on several factors: (1) on 

whether the debris layer is being extended or compressed by ice flow, (2) on how much debris is being 

transported to a particular location from upglacier, (3) on the extent of debris melt out from within the 

glacier, and (4) on rock fall and debris flows from valley sides and moraines. Key controls on debris 

thickness can include, therefore, englacial debris content, ice flow, glacier geometry, surface mass 

balance and the magnitude and frequency of rock fall, debris flow and avalanche events. Because of 

the way in which these controls interact, debris thickness distribution can be complex. However, 

existing data show that debris thickness usually increases downglacier, away from the equilibrium line 

and towards the margins (Nakawo et al., 1986; Kellerer-Pirklbauer, 2008; Figure 2.3). This is because 

ice flow tends to decrease in these directions and, in the case of increasing debris thickness 

downglacier, because melt rate and upward vertical (emergence) velocities tend to increase with 

decreasing elevation. Additionally, debris thickness tends to increase downglacier because glacier 

width decreases downglacier, and as glacier width decreases, the debris is compressed horizontally.  
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Figure 2.3 – Spatial distributions of supraglacial debris thickness from previous work. (a) Debris thickness on 

Rakhiot Glacier, Pakistan, Himalaya (taken from Owen et al. 2003). (b) Debris thickness on Khumbu Glacier, 

Nepal, Himalaya (taken from Nakawo et al. 1986). 

Three of the processes that cause spatial variations in debris thickness are described by Equation (2.1), 

which is the conservation of mass equation of a debris layer in one dimension, where the glacier has a 

uniform width and debris thickness is in steady state (i.e. debris thickness is not changing with time, 

e.g. Nakawo et al., 1986; Anderson and Anderson, 2016; also see Benn and Evans, 2014): 

ܯ
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ൌ ݄
ݑ݀
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൅ ݑ
݄݀
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(2.1)

Here, ݑ is surface velocity, ݄ is debris thickness, ݔ is distance downglacier, ܿௗ is concentration of 

debris in ice, ߩௗ is the density of the debris and ܯ is the surface melt rate. The first term on the right-

hand side is debris thickness change as a result of downglacier variations in horizontal surface 

velocity. If the velocity gradient ݀ݔ݀/ݑ is negative (surface velocity is decreasing), debris thickness 

increases due to compression, while if the velocity gradient is positive (velocity is increasing), debris 

thickness decreases due to extension. The second term is debris thickness change due to the advection 

of debris from upglacier along the glacier surface. Here, if the debris thickness gradient ݄݀/݀ݔ is 

positive, thick debris is being replaced by thin debris and the debris thins due to advection, while if the 

debris thickness gradient is negative, thin debris is replaced by thick debris and the debris thickens due 

a b

Figure showing debris thickness distribution on
Rakhiot Glacier removed for copyright reasons.
Copyright holder is Elsevier Science B.V., 2003.

Figure showing debris thickness
distribution on Khumbu Glacier
removed for copyright reasons.
Copyright holder is International
Glaciological Society, 1986.
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to advection. The term on the left-hand side is the addition of debris to the glacier surface by the 

melting out of englacial debris, which also depends on debris thickness, as discussed below. 

Effectively, high surface velocities and low debris supply rates (either by melting out or by advection) 

result in thin debris, while low surface velocities and high debris supply rates result in thick debris. A 

debris layer is not in steady state when the left-hand side does not balance the right-hand side, in 

which case debris thickness will vary both spatially and temporally (e.g. Gibson et al., 2017).  

In both ablation and accumulation zones, locally thick debris can exist due to rock fall or moraine 

failure, and debris thickness might change by small amounts due to the deposition of windblown 

sediments, debris advection in surface water, or debris input to the surface via thrusting and folding. 

2.2.4 Mass balance and dynamics 

The mass balance and dynamics of debris-covered glaciers are complex and somewhat different from 

those of debris-free glaciers. This is primarily because the surface mass balance of debris-covered 

glaciers is modified in a complex way by debris cover and by some of the features with which debris-

covered glaciers are often associated. This then has knock-on effects for the dynamics. 

In terms of mass balance, while the mass balance distribution of debris-free glaciers is controlled 

largely by the effects of elevation on air temperature, precipitation patterns and topographic 

variability, the mass balance distribution of debris-covered glaciers is controlled additionally by the 

spatial distribution of debris cover and debris thickness, of ice cliffs and ponds, and of avalanche 

occurrence. An extensive cover of thick debris, for example, can cause debris-covered glaciers to have 

mass balance gradients that are inverted in the lower ablation zone (Figure 2.4; Benn and Lehmkuhl, 

2000; Benn et al., 2012), while ponds and ice cliffs are typically sites of locally enhanced melting and 

can cause the mass balance distribution of debris-covered glaciers to be highly heterogeneous 

(Thompson et al., 2016; Nuimura et al., 2012; Pellicciotti et al., 2015; Miles et al., 2018). 

Avalanching, which is common on debris-covered glaciers because they tend to have shallow surface 

slopes in their ablation zones due to differential melting caused by debris thickness variability, means 

that debris-covered glaciers sometimes have mass balance gradients that are highly non-linear in the 

accumulation zone (Benn and Lehmkuhl, 2000), and the tendency of debris-covered glaciers to 

develop proglacial lakes means that frontal ablation can be a more important mechanism of mass loss 

for debris-covered glaciers than it might be for debris-free glaciers in similar locations (e.g. King et al. 

2018).  
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Interestingly, there is some debate over the effects of debris cover on glacier mass balance at larger 

scales. In some regions, debris-covered glaciers have a more negative mass balance than nearby 

debris-free glaciers (Vincent et al., 2016; Ragettli et al., 2015; Gardelle et al., 2013), as should be 

expected if the debris is predominantly thick enough to insulate the ice below it and reduce surface 

melt rates. However, in other regions, they exhibit similar or even more positive mass balances than 

nearby debris-free glaciers (Gardelle et al., 2013; Kääb et al., 2012), possibly due to the melt-

enhancing effects of ponds and ice cliffs (e.g. Buri et al., 2015; Miles et al., 2018), the presence of 

large areas of thin debris, or the fact that debris-covered glaciers are often out of equilibrium with their 

local climate (Banerjee et al., 2017). 

In terms of dynamics, debris-covered glaciers do not advance and retreat as much as debris-free 

glaciers, which is likely because their typically large moraines act as a physical barrier to advance, and 

because insulation due to thick debris at their margins prevents retreat (Scherler et al., 2011; Benn et 

al., 2003; Figure 2.4). Instead, they tend to thicken and thin in response to changes in mass balance 

and often have relatively stable termini. The horizontal velocities and velocity gradients of the of the 

lower ablation zones of debris-covered glaciers can be significantly reduced compared with those of 

debris-free glaciers due to reduced driving stress at the bed caused by shallow surface slopes, and 

many debris-covered glacier tongues are stagnant (Quincey et al., 2009; Benn et al., 2012). 

Additionally, because of the insulating effect of the debris, debris-covered glaciers, when compared to 

debris-free glaciers often extend to lower elevations and tend to have bottom-heavy hypsometries, 

which means they tend to have lower accumulation-area ratios (Benn and Lehmkuhl, 2000). 
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Figure 2.4 – (a) Modelled mass balance distribution of Ngozumpa Glacier, Nepal, taken from Benn et al (2012). 

(b) Advance and retreat characteristics of variably debris-covered glaciers in the Himalaya, taken from Scherler 

et al (2011). 

2.3 Effects of debris thickness on ice melt 

Many studies have explored the relationship between debris thickness and sub-debris ice-melt rate 

(e.g. Mattson et al., 1993; Kayastha et al., 2000). The first of these studies was carried out by Østrem 

(1959), so the graph that plots melt rate against debris thickness is often called the Østrem curve 

(Figure 2.5).  
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Figure showing Ngozumpa Glacier mass
balance distribution removed for copyright
reasons. Copyright holder is Elsevier
B.V., 2012.

Figure showing advance and retreat
characteristics of HMA glaciers
removed for copyright reasons.
Copyright holder is Springer Nature,
2011.



2.3 Effects of debris thickness on ice melt 47

Figure 2.5 – Showing the effects of supraglacial debris thickness on sub-debris melt rate, taken from Mattson et 

al (1993). 

The Østrem curve shows that increasing debris thickness from a debris-free ice surface causes sub-

debris melt rate to increase, initially, to a maximum value. Then, when a threshold thickness is 

reached, usually around one or two centimetres, it begins to decrease. At the ‘critical thickness’, 

typically around two or three centimetres, the sub-debris melt rate is the same as the debris-free melt 

rate. Then, from the critical thickness to around half a metre, melt rate initially drops rapidly before 

levelling out. Increasing debris thickness above half a metre has little effect on melt rate (Nicholson 

and Benn, 2006). Thus, sub-debris melt rate is high compared to debris-free melt rate if the debris is 

thinner than the critical thickness, and low if the debris is thicker than the critical thickness. Indeed, 

Figure 2.5 shows that sub-debris melt rate can vary by an order of magnitude depending on debris 

thickness. The dominant trend of the Østrem curve – that of decreasing melt rate with increasing 

debris thickness – occurs because thicker debris better insulates the ice from the radiative and 

turbulent heat fluxes at the debris surface. However, two mechanisms have been proposed to explain 

the curve’s peak or ‘turning point’. First, Mattson et al. (1993) suggested that the peak occurs because 

when the debris is thin it often only partially covers the ice below it. As the area of ice covered by 

debris increases, the albedo of that area decreases and the net shortwave radiation flux increases. 

Second, Evatt et al. (2015) suggested that the peak occurs because evaporation is suppressed as debris 

Critical thickness

Enhanced melting Reduced melting

Figure showing Østrem curve removed for copyright reasons. Copyright holder is
Springer Science+Business Media B.V., 2001.
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thickness increases, leaving more energy for melting, because the wind is more able to blow through 

pore spaces in the debris at its surface than it is at depth.  

2.4 Glacier models that include debris cover 

Supraglacial debris affects mass balance and dynamics primarily by modulating the melt rate of the ice 

it overlies. For this reason, mass balance models are typically modified for debris only in the way they 

calculate melt. Accumulation is dealt with as it is for debris-free glaciers (e.g. Fujita and Sakai, 2014; 

Shea et al., 2015; Kraaijenbrink et al., 2017), i.e. precipitation is assumed to be solid or liquid using a 

temperature threshold and may or may not be assumed to vary with elevation (e.g. Benn et al., 2012; 

Marzeion et al., 2012; Maussion et al., 2018). Dynamics are also dealt with as they are for debris-free 

glaciers, i.e. some sort of ice-flow model is used, usually with a parameterisation for basal sliding (e.g. 

Huss et al., 2007). A large number of models exist to calculate melt below debris and, as with melt 

models for debris-free glaciers, these vary in complexity, from simple temperature-index models, or 

degree-day models, to more sophisticated energy-balance models, depending on the scope of their 

intended use and on the completeness and quality of the meteorological data with which they are 

forced. All of the below-mentioned sub-debris melt models, except for the model of Shea et al. (2015), 

require debris thickness as an input variable in some form or other. Because of the strong effect of 

debris thickness on melt rate, debris thickness input data should to be as accurate as possible, 

otherwise melt will be over or underestimated. 

2.4.1 Temperature-index and enhanced temperature-index models 

Despite their simplicity, temperature-index and enhanced temperature-index models are often used for 

large-scale, long-duration and future-predictive studies of glacier mass balance, where there is limited 

or no on-glacier meteorological data available for forcing. They tend to be computationally 

inexpensive. 

For debris-free glaciers, temperature-index models calculate melt on the assumption that melt rate 

varies linearly with air temperature as long as air temperature is greater than some threshold near 0°C 

(Braithwaite and Olesen, 1989; Hock, 2003). Air temperature is usually assumed to vary linearly with 

elevation according to a given lapse rate. As such, temperature-index models require hypsometry, and 

time-series air temperature and precipitation data as input variables, along with a degree-day factor for 

ice, and sometimes for snow. They are not usually spatially distributed, but altitudinally distributed. 
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Degree-day factors vary significantly between sites due to differences in the relative importance of 

different energy sources for melt, and with albedo and elevation (Hock, 2003).  They also vary 

seasonally due to, e.g. changes in solar radiation and albedo, and are often calibrated or tuned by 

minimising the differences between model results and historic data. 

When applied to debris-covered glaciers, temperature-index models usually require, as additional 

input variables, altitudinally-distributed debris thickness data and degree-day melt factors for the 

debris thickness range that exists within the study area (e.g. Kayastha et al., 2000; Kraaijenbrink et al., 

2017). They are then used in much the same way as for debris-free glaciers. Studies that have used 

temperature-index models to calculate melt under debris include those of Juen et al. (2014), Lambrecht 

et al. (2011), Douglas et al. (2016), Shea et al. (2015), and Kraaijenbrink et al. (2017).  

Temperature-index models often reproduce melt quite successfully at large spatial scales and over 

time periods of longer than a day. However, incoming shortwave radiation can vary considerably both 

spatially and temporally on glacier surfaces due to topographic effects such as slope, aspect and 

shading, and is an important source of energy to be used in melting. For this reason, enhanced 

temperature-index models, which calculate melt from incoming shortwave radiation as well as air 

temperature, were developed (Hock, 1999; Pellicciotti et al., 2005). In these models, which are often 

used in a distributed manner, melt is calculated taking topographic effects, as well as elevation, and 

sometimes albedo into account (e.g. Pellicciotti et al., 2005). Here, in addition to the input data 

required for temperature index models, radiation factors for snow and ice, an elevation model for 

topographic effects, and incoming shortwave radiation (either measured or potential) data are often 

required.  

Enhanced temperature-index modelling is more complex for debris-covered glaciers than it is for 

debris-free glaciers because heat conduction through the debris needs to be accounted for. However, 

Carenzo et al. (2016) developed an enhanced temperature-index model for sub-debris melting, which 

includes lag parameters to deal with this problem. In addition to the required input data for debris-free 

enhanced temperature-index models, the Carenzo et al. (2016) model requires both temperature factors 

and solar-radiation factors for the debris thickness range that exists within the study area, a lag factor, 

and distributed debris thickness data. 

2.4.2 Energy-balance models 

Energy-balance models are typically used to calculate melt accurately at the scale of individual 

glaciers where there is high quality on-glacier meteorological data (e.g. Arnold et al., 1996), often for 



50 Previous work

 

hindcasting, process understanding and sensitivity analyses. They are not usually used for studies of 

future mass balance, or for mass balance studies at larger scales, because bias correction and 

downscaling to individual glaciers is difficult for GCM and reanalysis outputs other than temperature 

and precipitation (Radić and Hock, 2006; Rye et al., 2010).  

For debris-free glaciers, energy-balance models usually calculate the radiative and turbulent heat 

fluxes at the glacier surface using meteorological data, finding the energy available for melting as a 

residual assuming conservation of energy. Sometimes heat conduction into the ice is considered as 

well (e.g. Pellicciotti et al., 2009). Melt rates are calculated by dividing the energy available for 

melting by the product of the density of water and the latent heat of fusion of water. Energy-balance 

models typically require a relatively full meteorological dataset as input, including incoming 

shortwave radiation, incoming longwave radiation, air temperature, wind speed and humidity. They 

also require knowledge of glacier surface properties including surface albedo, roughness length and 

emissivity, plus an elevation model for topographic effects. 

For debris-covered glaciers, energy-balance models usually calculate heat fluxes at the debris surface 

instead of at the ice surface (e.g. Nicholson and Benn, 2006; Reid and Brock, 2010). As such, they 

consider there to be a conductive heat flux through the debris as well as radiative and turbulent heat 

fluxes, and the heat fluxes are calculated by iteratively solving for debris surface temperature such that 

energy is conserved, assuming that the ice surface below the debris is melting at 0°C. Using daily time 

steps or longer, heat conduction through the debris is often assumed to be steady state and the 

temperature gradient through the debris is assumed to be linear. Using sub-daily time steps, heat 

conduction is assumed to be transient and the debris layer is split into layers so the temperature 

gradient can be nonlinear. In the first case, the conductive heat flux is assumed equal to the energy 

available for melting, which is then used to calculate melt rate. In the second case, the conductive heat 

flux of the debris layer adjacent to the ice surface is the energy available for melting. Studies that have 

used energy-balance models to calculate melt under debris include those of Han et al. (2006), 

Mihalcea et al. (2008), Nicholson and Benn (2006), Reid and Brock (2010), Rounce et al. (2015), 

Lejeune et al. (2013), Evatt et al. (2015), Collier et al. (2014), Collier et al. (2015), Fyffe et al. (2014), 

Shaw et al. (2016). 
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2.5 Methods of quantifying debris thickness 

Various methods of quantifying supraglacial debris thickness have been used or developed over recent 

years. Some of these methods are field-based and can only realistically be applied at the scale of 

individual glaciers, or parts of individual glaciers. Others use remote sensing techniques and have been 

designed for implementation at the scale of individual or multiple glaciers. Between field- and remote 

sensing-based methods, there is a trade-off of accuracy and practicability. An assessment is made of 

the advantages and disadvantages of the various methods in Chapter 6. Since work on this thesis was 

begun, there has been significant progress in the development of methods of quantifying supraglacial 

debris thickness. 

2.5.1 Manual excavation 

Where debris is thin, its thickness can often most easily be measured manually by digging pits from 

the debris surface to the ice surface. Once a pit has been dug, an ice axe or some other item of field 

equipment is usually placed across its opening to mark the debris surface and a tape measure is used to 

measure straight down from the debris surface to the ice surface. Because pits provide only point 

measurements, they are usually dug at intervals along transects of the debris surface in order to 

achieve good spatial coverage. 

2.5.2 Surveying exposures above ice cliffs 

Debris thickness can also be measured in the field by surveying debris exposures above ice cliffs. This 

can be done using a tape measure from the top of an ice cliff, using a theodolite, or by 

photogrammetry. Using a theodolite, the distance and angle from the theodolite to a point on the debris 

surface above an ice cliff are measured. This is repeated for a point on the ice surface below the first 

point, and the vertical distance between the two points is calculated trigonometrically (Nicholson and 

Benn, 2012). Using photogrammetry, a DEM of the glacier surface is created and vertical distances 

between points on the debris surface and points on the ice surface below it are calculated (Nicholson 

and Mertes, 2017).  
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2.5.3 Ground-penetrating radar 

Ground-penetrating radar (GPR) is a geophysical method of imaging the subsurface using radio 

waves. Pulses of radio waves are transmitted into the ground and the power and timing of their return 

from subsurface reflectors is recorded. If the speed of the radio waves is known, the depth to 

subsurface reflectors can be determined. GPR has been used to image ice below debris in the 

proglacial environment (Moorman and Michel, 2000) and in terminal moraines (Hambrey et al., 

2008), and to estimate the thickness of thick debris on the tongue of a debris-covered glacier (Wu and 

Liu, 2012). GPR profiles are usually collected in transects, and wave speed is typically determined by 

carrying out common mid-point surveys. 

2.5.4 Thermal remote sensing 

The surface temperature of a debris layer is controlled, at least in part, by debris thickness, on the basis 

that debris thickness modifies the debris surface energy balance. Therefore, several studies have used 

thermal-band satellite images to quantify debris thickness. Mihalcea et al. (2008), Mihalcea et al. 

(2008) and Gibson et al. (2017) used in-situ field measurements of debris thickness with satellite 

image-derived surface temperatures to develop an empirical relationship between the two. They then 

extrapolated debris thickness to the rest of the glacier using the satellite image surface temperatures. 

Foster et al. (2012) and Rounce and McKinney (2014) used satellite image surface temperatures with 

distributed local meteorological data to solve static debris-surface energy balances for debris 

thickness. They took broadly similar approaches, except in the way they approximated the conductive 

heat flux at the debris surface. Schauwecker et al. (2015) used satellite image surface temperatures 

with a combination of local and NCEP/NCAR reanalysis meteorological data to quantify debris 

thickness by the static energy-balance approach, developing further the Foster et al. (2012) method of 

approximating the conductive heat flux. Finally, Kraaijenbrink et al. (2017) developed an ‘exponential 

scaling’ approach, whereby debris thickness is calculated as a function only of surface temperature. 

Thermal remote sensing approaches are described in more detail in Section 4.4.1. 

Variations of the thermal remote sensing approaches outlined above have been used to estimate debris 

thermal resistance (Rana et al., 1998; Nakawo and Rana, 1999; Suzuki et al., 2007; Zhang et al., 

2011), which has sometimes been used in place of debris thickness in surface mass balance models. 
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2.5.5 Elevation change remote sensing 

It is also possible to estimate debris thickness using digital elevation models (DEMs) and a sub-debris 

melt model (Rounce et al., 2018). Here, surface mass balance ‘observations’ are made from surface 

lowering and ice flux divergence fields, which are generated from a pair of elevation models, and 

remotely sensed surface velocities and modelled ice thicknesses, respectively. A sub-debris melt 

model is then used, forced with local meteorological data, to model surface mass balance for each 

pixel of the ‘observed’ surface mass balance field under a range of debris thickness values. The debris 

thickness value that minimises the mismatch between modelled and ‘observed’ surface mass balance 

for each pixel of the surface mass balance field is taken as the ‘correct’ debris thickness. Ragettli et al. 

(2015) used a similar but slightly less sophisticated approach, having developed an empirical 

relationship between sub-debris melt rate and debris thickness. 

2.5.6 Synthetic-aperture radar remote sensing 

Synthetic-aperture radar (SAR) is a remote sensing technology that uses a (typically satellite-mounted) 

radar system to transmit pulses of radio waves towards target scenes of Earth’s surface. A variety of 

information is recorded about the radio waves that are reflected from these target scenes in order to 

make images. SAR polarimetry is concerned with the polarisation of the returned radio waves, and 

polarimetric synthetic-aperture radar images have been used to estimate debris thickness remotely via 

a decomposition process (Huang et al., 2017; Huang et al., 2018). This is done on the principle that the 

return power for each pixel of a SAR image is determined by the amount of surface scattering, double 

bounce and volume scattering that takes place in its target scene, and that the radar power returned by 

volume scattering depends, amongst other things, on debris thickness. Images are decomposed to 

derive volume scattering power, then debris thickness is calculated using knowledge of the debris’ 

dielectric properties, the wavelength of the radio wave pulses, the radio wave’s angle of incidence 

with the debris surface, and the shape of the debris’ grains. Huang et al. (2017) used L-band Phased 

Array type L-band Synthetic Aperture Radar (PALSAR) images, the penetration depth of which, in 

debris, is limited to around 0.5 m. 

2.6 Existing debris thickness data 

Despite the prevalence of debris-covered glaciers in temperate mountain ranges around the world, 

globally there is a paucity of in-situ-collected debris thickness data. This is because glaciers are often 
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difficult to access and debris thickness data are physically difficult to collect. The data that do exist are 

concentrated in the European Alps, the Himalaya and the Tien Shan, were mostly collected by digging 

pits, and are likely biased towards thinner debris, which is easier than thicker debris to excavate 

manually. They often cover only a small portion of the total debris-covered area of each glacier. Table 

2.1 provides details of studies that have collected debris thickness data worldwide. The debris 

thickness range column shows that debris thickness can be highly variable on an individual glacier. 

 

Table 2.1 – A summary of in-situ debris thickness measurements in previous work. NR is not reported. 

Study Glacier, country 
No. of 

measurements 
Thickness 
range (m) 

Glacier coverage, method, 
sampling strategy 

Nakawo et al. 
(1986) 

Khumbu, Nepal > 100 0 - 2 Complete, NR, NR 

Nicholson and 
Benn (2012) 

Ngozumpa, 
Nepal 

218 < 0.5 - > 4 Partial, ice cliff survey, NR 

Mihalcea et al. 
(2006) 

Baltoro, Pakistan 56 0 - 0.4 Complete, NR, transects 

Wu and Liu (2012) Koxkar, China NR 1 - 3.4 Partial, GPR, transects 

Zhang et al. (2011) Haluogou, China 300 0 - 1 Complete, pits, transects 

Hagg et al. (2008) 
Inylchek, 

Kyrgyzstan 
22 0 - 0.35 Partial, pits, transects 

Wang et al. (2011) 72, China > 100 0 - 0.7 Complete, NR, transects 

Wang et al. (2011) 74, China > 100 0 - 1 Complete, NR, transects 

Wang et al. (2011) Tuomer, China > 100 NR Partial, NR, transects 

Wei et al. (2010) 24K, Tibet 14 0.1 - 0.7 Complete, pits, transects 

Nakawo (1979) G2, Nepal 50 0 - > 2 Complete, ice cliff survey, NR 

Pratap et al. (2015) Dokriani, India 30 0.01 - 0.4 Complete, pits, NR 
Mihalcea et al. 

(2008) 
Miage, Italy 40 0 - 0.55 Complete, pits, transects 

Lambrecht et al. 
(2011) 

Djankuat, Russia 11 0 - 0.61 Complete, pits, NR 

Lambrecht et al. 
(2011) 

Zopkhito, Russia 13 0 - 0.17 Partial, pits, NR 

Kellerer-Pirklbauer 
(2008) 

Pasterze, Austria 317 0.075 – 0.47 Complete, pits, transects 

Reid et al. (2012) 
Haut d'Arolla, 
Switzerland 

1058 0 - > 0.5 Complete, pits, NR 

Richardson and 
Brook (2010) 

Mt Ruapehu, 
New Zealand 

12 0 - 4 Partial, pits, NR 

Diolaiuti et al. 
(2003) 

Belvedere, Italy 260 0.04 - 0.8 Complete, pits, NR 

Owen et al. (2003) Rakhiot, Pakistan 210 < 0.01 - > 1 Complete, pits, NR 
Shroder et al. 

(2000) 
Shaigiri, Pakistan 15 0.38 - 1.5 

Partial, pits and ice cliff 
survey, Transect 

 



 

 

3 Local-scale in-situ field measurements 

3.1 Context 

There is a paucity of in-situ field measurements of supraglacial debris thickness on glaciers worldwide 

(see Section 2.6), which is largely due to difficulties of data collection. Making field measurements of 

debris thickness can be both physically difficult and time consuming, partly because glaciers tend to 

exist in remote geographic locations. This is problematic for three main reasons. 

First, in lieu of reliable remote sensing-derived debris thickness estimates, field measurements of 

debris thickness are necessary to accurately model the surface mass balance of debris-covered glaciers 

(e.g. Reid et al., 2012). In addition, they are necessary to test and develop distributed surface mass 

balance models for debris-covered glaciers (e.g. Fyffe et al., 2014; Rounce et al. 2015; Reid et al., 

2012). Second, field measurements of debris thickness are necessary to validate remote sensing 

methods of quantifying debris thickness and, more fundamentally, to identify which remote sensing 

quantities debris thickness may best be quantified from. Without robust remote sensing methods of 

quantifying debris thickness, it is impossible to accurately model the surface mass balance of debris-

covered glaciers at scales larger than a few glaciers. Third, field measurements of debris thickness are 

necessary to understand processes, such as those that distribute debris over the surfaces of debris-

covered glaciers, and their effect on surface mass balance (Kirkbride and Deline, 2013; Kellerer-

Pirklbauer, 2008; Nakawo et al., 1986; Moore, 2018). 

Therefore, it is important to make field measurements of debris thickness on as many glaciers as 

possible, and to develop new methods of measuring supraglacial debris thickness in the field that are 

less difficult than those that exist currently. 
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3.1.1 Aims and objectives 

This chapter makes in-situ field measurements of debris thickness on Suldenferner Glacier, Italy, and 

Lirung and Ngozumpa glaciers, Nepal, then uses them to address some of the problems outlined 

above. Some of its contents are included in recently published papers (McCarthy et al. 2017; 

Nicholson et al. 2018). The aims of this chapter are: 

 To make ground-truth measurements of debris thickness against which to test remote sensing 

methods of quantifying debris thickness in chapters 4 and 5, and, in the process, to investigate how 

debris thickness varies between glaciers and on individual glaciers. 

 To test the use of ground-penetrating radar (GPR) for measuring debris thickness by investigating 

the strength and continuity of the ice surface reflection through a debris layer in radargrams 

collected on debris-covered glaciers, by investigating the different radar facies of debris and ice, 

and by comparing GPR measurements of debris thickness to pit measurements of debris thickness.  

 To investigate the relationships of debris thickness with surface velocity, elevation, elevation 

change rate and surface temperature (i.e. physical properties that can be measured remotely). 

 To examine how debris thickness relates to local surface topography, and to investigate the 

processes of gravitational reworking of supraglacial debris. 

3.2 Study sites 

3.2.1 Suldenferner Glacier, Italy 

Suldenferner Glacier is a valley glacier in the Central Eastern Alps, South Tyrol, on the Italian side of 

the Italy-Austria border. It is around 3 km long and its tongue, which is debris-covered, is around 0.7 

km wide (Figure 3.1c, g). It has a total area of 2.6 km2 and a debris-covered area of around 1.1 km2. It 

is fed by Payerferner icefall from between Monte Zebrù and Königspitze in the south, and by 

avalanching from snowfields on Ortler and Monte Zebrù to the west. The debris-covered tongue has a 

gentle slope of around 10° and is slow-flowing. There are scattered ponds and ice cliffs and the glacier 

surface is irregular and crevassed in places. While length change records show that glaciers in the 

region underwent a period of advance in the decades prior to 1920, in which Suldenferner may have 

surged, the mid-1900s were characterised by retreat (Kuhn et al., 1997). Glacier inventory and 

airborne laser-scanner data show that Suldenferner and other valley glaciers in South Tyrol have 

undergone a major decrease in area and volume in recent decades (Knoll and Kerschner, 2009). 
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Suldenferner is now much smaller than it was during early surveys and paintings (Finsterwalder et al., 

1887). The dominant rock types are dolomite, limestone and metapelite (Finsterwalder et al., 1887; 

Figure 3.2f). 

3.2.2 Lirung Glacier, Nepal 

Lirung Glacier is a mostly avalanche-fed valley glacier in the Nepal Himalaya near the border between 

Nepal and Tibet (Figure 3.1a, e). It has a total area of 6.3 km2 and a debris-covered area of 1.7 km2. 

The debris-covered part of the glacier spans 4000-5300 m elevation and is dominated by a detached, 

debris-covered tongue, which has a low surface gradient of < 10° (Pellicciotti et al., 2015). The tongue 

is largely stagnant (Kraaijenbrink et al., 2016) and has a highly heterogeneous, locally complex 

topography with numerous supraglacial ponds and ice cliffs (Sakai et al., 2000; Steiner et al., 2015; 

Miles et al., 2016). Satellite images and elevation change data indicate that in the last quarter of the 

1900s, Lirung Glacier retreated, decreased in area and lost mass (Pellicciotti et al., 2015). Gades et al. 

(2000) reported a debris thickness range of ∼0.5 m on the upper ablation zone to ∼3 m near the 

terminus. The debris cover is predominantly granitic (Reddy et al., 1993) and has a grain size range of 

< 0.001- > 5 m (Figure 3.2e).  

3.2.3 Ngozumpa Glacier, Nepal 

Ngozumpa Glacier is a valley glacier in the Everest region of the Nepal Himalaya. It originates on the 

southeast face of Cho Oyu and the southwest face of Gyachung Kang (Figure 3.1b, f). It has a total 

area of 61 km2 and a debris-covered area of 21 km2. It is 18 km long and its lower 15 km are almost 

entirely debris-covered. Its lower 6.5 km are largely stagnant (Quincey et al., 2009), and there is a 

large moraine-dammed lake at its terminus (Thompson et al., 2012). Similar to the debris-covered part 

of Lirung Glacier, the debris-covered part of Ngozumpa Glacier has a highly variable, ‘hummocky’ 

surface topography with lots of ponds and ice cliffs. In recent decades, Ngozumpa Glacier has both 

lost mass, particularly at high-altitude where the ice is debris-free, and decreased in surface area 

(Thakuri et al., 2014; King et al., 2017). Nicholson and Benn (2012) made observations of debris 

thickness that suggest an increase down-glacier, from a modal thickness of < 0.5 m at 7 km from the 

terminus to a modal thickness of 1-1.5 m at 1 km from the terminus. The dominant rock types are 

schist and leucogranite (Nicholson and Benn, 2012), and grain size ranges from < 0.001 to > 5 m 

(Figure 3.2c, d). 
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Figure 3.1 – Study sites at which in-situ field measurements of debris thickness were made. (a) Lirung Glacier, 

(b) Ngozumpa Glacier, (c) Suldenferner Glacier. Debris-covered ice is shown in dark grey. Debris-free ice is 

shown in light grey. Lirung and Ngozumpa outlines are from the Randolph Glacier Inventory v.6 (RGI 

Consortium, 2017). Elevation data are from the SRTM (Jarvis et al., 2008). Coordinate systems are WGS84 

UTM. UTM zones are 45N, 45N and 32N for Lirung, Ngozumpa and Suldenferner, respectively. (d) Study site 

locations on a Google Earth image. (e), (f), (g) Photos of Lirung, Ngozumpa and Suldenferner, respectively, 

taken during fieldwork. 
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3.3 Data 

In addition to the debris thickness measurements that were made in the field (sections 3.4.1 and 3.4.2), 

a number of existing datasets were used to carry out the analyses of this chapter.2 For Suldenferner 

Glacier, two elevation models were used, one surface temperature satellite image and a glacier outline 

shapefile, which was delineated manually. The elevation models – one from summer 2013 and the 

other from summer 2016 – were both generated from airborne-laser scanner data at 1-m spatial 

resolution. The surface temperature satellite image was an ASTER image from 26-Aug-2016 10:22:29 

UTC (see Section 4.3.2). For Ngozumpa Glacier, some meteorological data were used along with an 

elevation model (and associated orthophoto), some additional debris thickness data, and some sub-

debris melt rate data. The meteorological data were from the nearby Pyramid Station, which is 

maintained by the Ev-K2-CNR Association.3 The elevation model was generated from Pleiades optical 

tri-stereo imagery from April 2016, at 5-m spatial resolution. The additional debris thickness data were 

from Nicholson and Benn (2012) and were made from debris exposures above ice cliffs using a 

theodolite. The sub-debris melt rate data were generated following Evatt et al. (2015), using the 

Pyramid Station meteorological data. 

3.4 Methods 

3.4.1 Measuring debris thickness by manual excavation 

3.4.1.1 Data collection 

134 measurements of debris thickness were made on Suldenferner Glacier in August 2015 and August 

2017, by manual excavation.4 To make each measurement, an ice axe was used to dig a pit from the 

debris surface to the ice surface, and a tape measure was used to measure the vertical distance between 

the two. To mark the location of the debris surface, the ice axe was placed across the top of each pit 

                                                      
2 The elevation models for both Suldenferner and Ngzoumpa glaciers, the Ngozumpa orthophoto, the additional 
debris thickness data, the sub-debris melt rate data and the Suldenferner Glacier outline shapefile were provided 
by Lindsey Nicholson. The Suldenferner elevation models were generated as part of the Multitemporal Airborne 
Laserscanning Südtirol project (PI Rudolf Sailer). The Ngozumpa elevation model and orthophoto were 
generated by Christoph Klug.  
3 http://www.evk2cnr.org/cms/en/home.html  
4 I made 21 of these measurements. The rest were provided by Lindsey Nicholson. 
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before its depth was measured (Figure 3.2b). Measurements were made on a 100-m grid over the 

whole debris-covered area of the glacier. 

 

Figure 3.2 – (a) Making a pit measurement of debris thickness on Lirung Glacier. (b) Collecting GPR data on 

Ngozumpa Glacier (photograph taken and provided by Mohan Chand). (c), (d), (e), (f) Examples of different 

types of debris cover on Ngozumpa, Ngozumpa, Lirung and Suldenferner glaciers. 

3.4.2 Measuring debris thickness using GPR 

In-situ field measurements of debris thickness are typically made by digging pits to the ice surface, or 

by surveying exposures above ice cliffs. However, digging pits can be time consuming, physically 

difficult, biased towards smaller thicknesses, and yields only spatially discrete, single point 

measurements. Debris thickness measurements made at exposures above ice cliffs are likely to be 

biased because ice cliffs occur in atypical glacier surface settings. Achieving adequate sampling is 

difficult by both methods, and inaccuracies result from interpolating between sparse measurement 

points. 

Radar is commonly used in glaciology to determine the ice thickness, internal structure and basal 

conditions of glaciers (Plewes and Hubbard, 2001; Nobes et al., 1994; Gades et al., 2000). 

Commercially available GPR systems have been used to measure snow depth and permafrost active 

layer thickness at shallow depths, and have been used to investigate at wide variety of frozen materials 
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and glacial sediments, including those of rock glaciers, ice-cored moraines and talus deposits (Sinisalo 

et al., 2003; Booth et al., 2013; Moorman et al., 2003; Bradford et al., 2005; Gusmeroli et al., 2015; 

Neal, 2004; Woodward and Burke, 2007; Degenhardt et al., 2003; Lønne and Lauritsen, 1996; 

Hambrey et al., 2008; Sass and Wollny, 2001; Sass, 2006; Dallimore and Davis, 1992; Brandt et al., 

2007). Wu and Liu (2012) used GPR to estimate the thickness of thick debris on Koxkar Glacier, 

China. 

3.4.2.1 Data collection 

On Lirung Glacier, fieldwork was carried out in March and April 2015. GPR data were collected using 

a Sensors and Software pulseEKKO 1000 with 225, 450, 900 and 1200 MHz antennas. 29 radargrams 

were collected along 15 transects near the glacier terminus. Nine common midpoint (CMP) surveys 

were carried out following Jol and Bristow (2003), to measure the radar wave speed of the debris . The 

lengths and locations of both the transects and the CMP surveys were limited by the existence of 

patches of wet snow on the glacier surface. On the basis that attenuation and range resolution typically 

decrease with decreasing operating frequency (Davis and Annan, 1989), operating frequency was 

varied by switching antennas until the ice surface had been successfully imaged. The 15 transects 

crossed each other in 11 places, giving 11 tie points. To ensure good ground coupling and to allow 

GPR measurements at individual traces to be compared with pit measurements, both radargrams and 

CMPs were collected in ‘step-mode’. The step sizes that were used were those recommended by the 

manufacturer (Sensors and Software, 1999), traces were stacked 64 times, and the digitisation interval 

(sample rate; 0.1-0.4 ns) and time window (up to 100 ns) were varied depending on operating 

frequency and expected debris thickness. The GPR transects were geolocated at 0.25 m intervals by 

differential global positioning system (DGPS), achieving 0.2 m vertical accuracy and 0.1 m horizontal 

accuracy. To validate the GPR measurements of debris thickness, 34 pits were dug through the debris 

to the ice surface (as described in Section 2.5.1), ranging from 0.16-0.58 m deep, along seven of the 15 

transects. A total of 6200 radar measurements were made. 

On Ngozumpa Glacier, fieldwork was carried out in March and April 2016. GPR data were collected 

using a dual-frequency IDS RIS One with 200 and 600 MHz antennas (Figure 3.2b). 72 radargrams 

were collected along 36 transects – one 200 MHz radargram and one 600 MHz radargram per transect, 
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again near the glacier terminus (Figure 3.1).5 Radargrams were collected in ‘continuous-mode’, with a 

time window of 100 ns and a digitisation interval of 0.024 ns. The transects were geolocated every 

second using both a low-precision GPS, achieving ~3 m accuracy, and a high-precision DGPS, 

achieving < 0.05 m after post-processing.6 Where both GPS and DGPS locations were collected, 

DGPS locations were used. In instances where DGPS locations were not able to be collected, GPS 

locations were used. In order to determine debris wave speed, a steel bar was dug into the debris, over 

which additional radargrams were collected, in two different locations. These transects crossed each 

other in 40 places, giving 40 tie points. A total of 140000 measurements were made. 

3.4.2.2 Data quality 

On both glaciers, data quality was found to be largely dependent on the acquisition parameters, 

particularly operating frequency, used during data collection (see Section 3.5.2.1). Poor quality 

radargrams collected using inappropriate acquisition parameters were discarded. All the radargrams 

were checked for artefacts and noise and slight trace-to-trace variations in direct wave arrival were 

identified prior to processing. These were probably due to variable ground coupling. First breaks were 

found to represent the arrival of the air wave by fitting straight lines of gradient 0.3 m ns−1 to direct 

waves in the Lirung Glacier CMP plots. 

3.4.2.3 Processing 

The radargrams were processed using the software REFLEXW (Sandmeier Software) according to the 

following steps (after Cassidy, 2009): trace editing, plateau declipping, DC shift, align first breaks at 

ݐ ൌ 0 (where ݐ is two-way travel time, TWTT), dewow, align first breaks at ݐ ൌ  ௟ (timezeroݒ/ܽ	

correction, where ܽ is antenna separation and ݒ௟ is speed of light 0.3 m ns-1), background removal, 

bandpass filter, gain correction. Dewow was applied after aligning first breaks at ݐ ൌ 0 because it 

causes a zero-phase filter precursor if applied before (Sensors and Software, 1999) and the dewow 

time window was set to the same length as the period of the signal of each operating frequency: 4.44, 

2.22, 1.11 and 0.83 ns, for 225, 450, 900 and 1200 MHz antennas, respectively. For the bandpass 

filter, lower cut-off, lower plateau, higher plateau and higher cut-off were set to 0.25, 0.5, 1.5 and 3 

times peak returned frequency, respectively, in order that the width of the plateau pass was similar to 

                                                      
5 The field team that helped collect the GPR data was Ursula Blumthaler, Mohan Chand, Costanza del Gobbo, 
Anna Sinisalo, Hamish Pritchard, Lorenzo Rieg, Anna Wirbel and Lindsey Nicholson. Some of the radargrams 
were collected before I arrived in the field. 
6 Ngozumpa Glacier DGPS data were post-processed by Lindsey Nicholson and Christoph Mayer. 
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the bandwidth (Davis and Annan, 1989) and the taper slope was gentle (Bristow and Jol, 2003). 

Topographic correction was not applied as part of the processing flow because the amplitude of 

topographic change on both glaciers is typically much greater than the amplitude of debris thickness 

change, and this was found to make interpretation of the ice surface more difficult. In the case of the 

Lirung data, the top of each radargram was desaturated by applying a linear negative vertical gain 

from first breaks (−20 dB) to 1.5 times the pulse width from first breaks (0 dB). Horizontal gain was 

applied in some cases to counter variable penetration depth. In the case of the Ngozumpa data, a 

divergence compensation gain function was applied, with a scaling factor of 0.1ݐ. 

CMP data were processed similarly to the radargrams but timezero was found by fitting a straight line 

(0.3 m ns−1) to the air wave onset, and no background removal or gain correction was applied.  

Processing significantly aided interpretation of the ice surface in both the radargrams and the CMPs. 

In particular, background removal helped to counteract ‘transmitter blanking’ at the top of the 

radargrams due to the high-energy direct wave, and bandpass filtering effectively removed high-

frequency noise. However, the choice of dewow time window was possibly not optimal because the 

period of the received signal is often different from that of the transmitted signal. Using a longer time 

window may have yielded better results. 

All GPR data are presented visually as ‘trace normalised’, to account for differences in ground 

coupling. Ngozumpa Glacier GPR radargrams were topographically corrected for visual presentation 

(using a wave speed of 0.16 m ns-1, as calculated for the debris in Section 3.4.2.5) in order that the 

relationships between debris thickness and surface topography could be seen. 

3.4.2.4 Picking reflectors 

First break picks were made using the REFLEXW function autopick, with an amplitude threshold of 

0.2, and autocorrected back in time to zero amplitude. They were made after applying the DC shift 

filter in order that they were not affected by DC bias. The ice surface was picked manually at the onset 

of the first continuous high-amplitude reflection at depth, i.e. the first reflection below the direct wave 

reflection, in each radargram (Figure 3.3). Picking was carried out blind, i.e. without reference to pit 

measurements, to avoid interpreter bias. Ice surface picks were corrected to zero amplitude using the 

REFLEXW function autocorrect, and their positions were extracted as TWTTs. In each radargram, the 

debris layer manifests as a high-scatter radar facies and the ice below manifests as a low-scatter radar 

facies (see Section 3.5.2.1). This contrast was used as a quality check on picks of the ice surface. The 
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ice surface was only picked where it was clearly identifiable and was not picked where it was 

indistinct. 

 

Figure 3.3 – An idealised trace through a debris layer showing first break and ice surface onset picks in relation 

to timezero. Debris is to the left of the ice surface onset and ice is to the right, i.e. downwards is to the right. 

3.4.2.5 Wave speed analysis 

On Lirung Glacier, debris wave speed was calculated from CMPs by way of coherence analysis and 

backshifting (Booth et al., 2010). Coherence analysis, which is similar to semblance analysis but uses 

a time window of the same length as the digitisation interval, facilitates assessment of the coherence of 

reflected waveforms across each CMP and therefore allowed the waveform associated with the ice 

surface to be picked confidently. Backshifting was necessary because GPR-derived depth 

measurements require root-mean-square wave speed rather than stacking wave speed, which is what is 

given by coherence analyses, especially for short-spread conditions, where antenna separation exceeds 

the depth of the reflector (Booth et al., 2010). First, ice surface waveform half-cycles were picked 

from coherence plots (produced in REFLEXW) using corresponding radargrams as a guide (Figure 

3.4). These picks provided zero-offset TWTT ݐ଴ and stacking wave speed ݒ௦. Second, ݐ଴ and ݒ௦ were 

substituted, with values of antenna separation ܽ, into the normal moveout (NMO) equation (Yilmaz, 

2001), to define ice surface waveform half cycle hyperbolas:  

 
௔ݐ 	ൌ ටݐ଴

ଶ ൅ ܽଶ ⁄௦ଶݒ  (3.1)

where ݐ௔ is the TWTT at some antenna separation or ‘offset’. Third, a chosen hyperbola of each CMP 

was backshifted, according to the method outlined by Booth et al. (2010), by  
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ܶ
4
൅
ሺܥܪ௡ െ 1ሻܶ

2
 (3.2)

where ܶ is the period of the waveform and ܥܪ௡ is the index number of a chosen half-cycle. Lastly, 

debris wave speed ݒ was calculated from backshifted hyperbolas by rearranging the NMO equation 

and substituting in new values of ݐ଴ and ݐ௔ (Yilmaz, 2001):  

 
ݒ ൌ ටܽଶ ሺݐ௔ଶ െ ଴ݐ

ଶሻ⁄  (3.3)

Analysis of three CMPs gave debris wave speeds of 0.11, 0.12 and 0.13 m ns−1 (Figure 3.4). The mean 

these three wave speeds is 0.12 m ns−1, which is similar to wave speeds found for other glacial 

sediments (e.g. 0.12 m ns−1; Degenhardt et al., 2003). The remaining six CMPs were not used in wave 

speed analysis either because a coherent ice surface waveform was not observed or because another 

CMP taken in the same place with a different operating frequency produced a more coherent 

reflection. 

On Ngozumpa Glacier, debris wave speed was calculated by rearranging Equation (3.4) for wave 

speed ݒ, where ݐ and ݄ are the TWTT to and known depth of the steel bar buried within the debris, 

respectively. In one of the locations, the debris was fine grained and wave speed was calculated to be 

0.15 m ns-1. In the other of the locations, the debris was coarse grained and wave speed was calculated 

to be 0.16 m ns-1. The mean of these two wave speeds was calculated to be 0.16 m ns-1. 
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Figure 3.4 – Debris wave speed measurements. (a) Made by CMP survey on Lirung Glacier. (b) Made by 

digging a steel bar into the debris cover on Ngozumpa Glacier. 

3.4.2.6 Calculating debris thickness 

Debris thickness ݄ was calculated from ice surface TWTT ݐ, debris wave speed ݒ and antenna 

separation ܽ, thus taking system geometry into account, as such:  

 
݄	 ൌ

1
2
ඥݐଶݒଶ െ ܽଶ (3.4)

For Lirung and Ngozumpa glaciers, debris thickness calculations were made using wave speeds of 

0.12 m ns−1 and 0.16 m ns-1, respectively, i.e. the means of the measured wave speed values. It was 

found that correcting for system geometry is important in order to derive realistic debris thickness 

measurements.  

In order to produce consistent debris thickness datasets from the GPR data, where multiple debris 

thickness measurements were made at a single location, e.g. because radargrams had been collected 

using multiple operating frequencies, the measurement made using the highest operating frequency, or 

with the strongest ice surface reflection, was retained, while other measurements were discarded. 
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3.4.2.7 Estimating uncertainty 

Uncertainty was assigned to the GPR measurements of debris thickness by propagating uncertainties 

assigned to Equation (3.4) variables, assuming negligible uncertainty associated with ܽ, because the 

antenna separations of both GPR systems are fixed and therefore subject only to manufacturing 

tolerances, as follows:  

 
௛ߪ ൎ

௧ߪଶݒඥݐݒ ൅ ௩ߪଶݐ
ଶݒଶݐ√2 െ ܽଶ

 (3.5)

where ߪ௛ is debris thickness uncertainty, ߪ௧ is TWTT uncertainty and ߪ௩ is wave speed uncertainty. 

 ௧ was attributed to two main sources: (1) misinterpretation of the ice surface due to poor data qualityߪ

(we assumed the air wave was interpreted well), and (2) the uncertainty introduced by the digitisation 

interval on picking first break and ice surface onsets. It was assumed that the ice surface was not 

misinterpreted by more than one period either way (equivalent of ߣ 2⁄  in terms of thickness or range 

resolution; cf. Lapazaran et al., 2016) and that ice surface and first break onsets were each picked 

within 1 times the digitisation interval. Because these two sources of uncertainty could occur in the 

same instance and in the same direction, ߪ௧ was calculated as:  

௧ߪ  ൌ ܶ ൅ (3.6) ܦ2

where ܦ is the digitisation interval.  

 ,௩ was attributed to the inhomogeneity, i.e. the variable electromagnetic composition, of the debrisߪ

which is largely controlled by rock type, porosity and pore space filler (water/air/ice). Debris wave 

speed must vary with time and space across the glacier due to variable water content and debris 

composition. Debris wave speed was assumed to vary by 10% (after Booth et al., 2010), which 

captures the range of wave speeds determined by the three CMPs. This value would have to be much 

bigger if wave speed tests had not been carried out because the theoretical wave speed range is great. 

In the case of Lirung Glacier, it was assumed there was no covariance between TWTT and wave speed 

because TWTTs were found using radargrams and wave speeds were found by CMP, i.e. by 

independent means (Pellikka and Rees, 2009). In the case of Ngozumpa Glacier, the same assumption 

was made by way of simplification. 



68 Local-scale in-situ field measurements

 

3.4.2.8 Calculating reflection power 

In order to assess the different electromagnetic responses of ice and debris in the Lirung Glacier GPR 

data, reflection power was calculated for sections of some of the radargrams following Wilson et al. 

(2014):  

 

௥ܲ 	 ∝
1

ଵݐ െ ଴ݐ ൅ 1
෍ ௜ܣ

ଶ

௧మ

௜ୀ௧భ

 (3.7)

where ௥ܲ is reflection power, ݐଶ and ݐଵ are the sample numbers that define the time window being 

analysed, and ܣ is trace-normalised sample amplitude. Because ܣ was calculated using trace-

normalised amplitudes, ௥ܲ has no units and can range from 0-1. 

3.4.2.9 Validation of GPR measurements 

The Lirung GPR measurements of debris thickness were validated by comparing them to the pit 

measurements and by comparing them to each other at tie points. Ngozumpa GPR measurements were 

validated by comparing them to each other at tie points and by comparing them to each other where 

two measurements had been made at the same location using the two different operating frequencies. 

The correlation coefficient, r, and root-mean-square error, RMSE, were used as statistical measures of 

performance. 

3.4.3 Estimating debris thickness variability 

As a measure of debris thickness variability on the three glaciers, the horizontal distance and the 

debris thickness difference between every conceivable pair of debris thickness measurements on each 

glacier was determined. The maximum debris thickness difference to occur over horizontal distances 

of 10-100 m was then recorded.  

3.4.4 Comparison to remote sensing quantities 

In order to assess the relationship between debris thickness and physical quantities that can be 

remotely sensed, pit measurements of debris thickness collected on Suldenferner Glacier were 

compared to remotely sensed surface temperature, surface velocity, elevation change rate and 

elevation data. For each pit measurement, the four remote sensing quantities were interpolated by the 



3.4 Methods 69

 

nearest neighbour method at the native resolution of the remote sensing data. Pearson correlation 

coefficients were determined using the MATLAB function corr. For elevation, the 2016 Suldenferner 

elevation model was used directly. For surface temperature, the 26-Aug-2016 AST08 image was used 

directly. However, surface velocity and elevation change rate had to be calculated. 

Surface velocity was calculated using the two Suldenferner elevation models (see Section 3.3). 

Hillshade images were created from the elevation models using the ArcMap Hillshade tool, then 

topographic features occurring in both of the hillshade images were picked out manually. The distance 

per year by which each recurring feature had moved was determined from its start and end location, 

then the MATLAB function IDW (Fatichi, 2009) was used to extrapolate surface velocity from 

recurring feature midpoint locations to the rest of the glacier by the inverse distance weighting 

method. Inverse distance weighting was performed using the three nearest neighbour midpoint 

locations and a power setting of one. In total, 129 features were picked, both on and off glacier. 

Surface elevation change rate was calculated simply by subtracting the second from the first elevation 

model and dividing by the time interval that separated their collection. 

3.4.5 Comparison to topographic parameters 

In order to investigate the relationship between debris thickness and topography, Ngozumpa Glacier 

radargrams were visually inspected and measurements of debris thickness were compared to key 

topographic parameters. The topographic parameters that were investigated were slope, aspect and 

curvature. These were derived from the Ngozumpa elevation model using ArcGIS. If there were 

multiple debris thickness measurements within an individual pixel of the elevation model, the mean of 

those debris thickness measurements was taken. Measurements were excluded from the analysis if 

they were located within 5 m of ice cliffs or if DGPS locations were not available. Because debris 

thickness was found to be slope and aspect-dependent (see Section 3.5.4), the slope- and aspect-

dependency of incoming shortwave radiation was also calculated, for comparison, using the Pyramid 

Station meteorological data. Incoming shortwave radiation was calculated according to the method 

outlined in Section 4.4.3. 

3.4.6 Slope stability modelling 

To examine the extent to which debris cover can undergo gravitational reworking, some slope stability 

modelling was carried out using the Ngozumpa Glacier GPR measurements of debris thickness, 

additional debris thickness data, elevation model, and melt rate data. This slope stability modelling 
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was carried out following Moore (2018), for three discrete areas of the debris surface in which the 

debris thickness measurements were concentrated: Area 1, Area 2 and Area 3 (Figure 3.1). 

The debris was classified as being either stable or unstable, and then was further classified as being 

unstable due to oversteepening, saturation excess or meltwater weakening (after Moore, 2018). 

Oversteepening occurs where surface slope is great enough to cause the debris to slide regardless of its 

water content. Saturation excess occurs where the water table height of the debris is greater than the 

thickness of the debris. Meltwater weakening occurs where the water table height of the debris is 

lesser than the thickness of the debris but water in the debris causes debris pore pressures to be high, 

which causes instability. Following Moore (2018): 

Debris was considered unstable due to meltwater weakening if: 

 
	ܨ ൌ ቆ1 െ

௪ߩܷܯ
ௗܭ݄ sin ௗ௪ߩ′ܼ

ቇ
ߤ

tan ܼ′
൑ 1 (3.8)

where ܨ is the factor of safety, ܯ is the melt rate, ܷ is the upstream catchment area, ߩ௪ is the density 

of water, ݄ is debris thickness, ܭௗ is debris hydraulic conductivity, ܼ’ is surface slope, ߩௗ௪ is the 

density of wet debris, and ߤ is the debris-ice interface friction coefficient. 

Debris was considered unstable due to saturation excess if: 

 
݀	 ൌ

ܷܯ
ௗܭ sin ܼ′

൐ ݄ (3.9)

where ݀ is the height of the water table of the debris. 

Debris was considered unstable due to oversteepening if: 

 tan ܼ′ ൒ (3.10) ߤ

The debris thickness values that were used were the means of the debris thickness measurements in the 

three study areas, and are provided with the melt rate data in Figure 3.14. A value of 0.5 was used for 

the debris-ice interface friction coefficient (Barrette and Timco, 2008). Values of 1000 and 2190 kg m-

3 were used for the densities of water and wet debris, respectively, where wet debris was assumed to 

have a porosity of 0.3 (Conway and Rasmussen, 2000), and the density of rock was assumed to be 

2700 kg m-3 (Nicholson and Benn, 2006).  
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The saturated hydraulic conductivity of the debris, which is the variable around which there is most 

uncertainty, was determined using the GPR data. On the basis of its morphology, the debris cover in 

the radargrams and its corresponding elevation model pixels were defined, by visual inspection, as 

being either stable or unstable. Thin debris on steep slopes was considered to be unstable, while thick 

debris on shallow slopes was considered to be stable. Debris stability was then modelled using a wide 

range of saturated hydraulic conductivity values, and the conductivity value that best identified stable 

and unstable elevation model pixels, compared to those identified as stable and unstable in the 

radargrams, was considered to be optimal. This calibration procedure was carried out using ROC 

(receiver operating characteristic) analysis performance statistics, as described in Section 5.4.9. An 

optimal hydraulic conductivity of 40 m d-1 was determined, which is well within the expected range of 

10-7-103 m d-1 (Fetter, 2018), and which is consistent with the debris being well-drained (Figure 3.5).  

Slope was calculated as in Section 3.4.5, and upstream catchment area was determined from the 

elevation model using the ArcGIS Flow Direction and Flow Accumulation tools. Sinks in the 

elevation model were filled if they were less than 3 m deep (Miles et al., 2017), using the ArcGIS Sink 

and Fill tools. To see how slope stability might be related to glacier surface hydrology, surface-water 

flow paths were determined using the Stream to Feature tool. 

 

Figure 3.5 – Hydraulic conductivity of debris cover on Ngozumpa Glacier, as calibrated by ROC analysis from 

GPR data. 

Areal-percentage debris instability was calculated for each of the three study areas, both including and 

excluding ice cliffs and ponds, which were digitised manually from an orthophoto associated with the 

elevation model. 



72 Local-scale in-situ field measurements

 

3.5 Results 

3.5.1 In-situ measurements of debris thickness 

On Suldenferner Glacier, pits were dug to depths of 0.01-1.5 m. However, the maximum depth to 

which the ice surface was reached within the glacier outline was 1 m, therefore the measured debris 

thickness range is 0.01-1 m (Figure 3.6). GPR measurements of debris thickness made on Lirung 

Glacier range from 0.11 +/- 0.23 to 2.3 +/- 0.39 m (Figure 3.6), and GPR measurements of debris 

thickness made on Ngozumpa Glacier range from 0.18 +/- 0.14 to 7.3 +/- 0.83 m (Figure 3.6). There 

are clear spatial patterns of debris thickness on all three glaciers (Figure 3.6). For example, on 

Suldenferner Glacier, the debris cover is particularly thick near the margins (particularly the northern 

margin), near the terminus and around the confluence between the Payerferner icefall and 

Suldenferner Glacier proper. The debris is particularly thin upglacier and towards the centreline. On 

Lirung Glacier, the debris cover further upglacier is considerably thinner than the debris cover 

downglacier, and on Ngozumpa Glacier, the debris is particularly thick in Area 1, near the eastern 

margin, and notably thin on steeply sloping surfaces in Area 2. 
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Figure 3.6 – Debris thickness measurements made on Lirung, Suldenferner and Ngozumpa glaciers, shown with 

glacier outlines. The Lirung and Ngozumpa measurements were made using GPR, while the Suldenferner 

measurements were made by digging pits. Bottom right is zoomed in from bottom left, and the coloured boxes 

on the satellite images show the study sites in the context of their broader catchments. Coordinate systems are 

WGS84 UTM. UTM zones are 45N, 45N and 32N for Lirung, Ngozumpa and Suldenferner, respectively. 

In terms of debris thickness variability, Figure 3.7 shows that debris thickness can vary by several 

metres over short spatial scales of < 10 m, and that debris thickness is particularly variable on Lirung 

and Ngozumpa glaciers. 
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Figure 3.7 – Maximum measured debris thickness range against horizontal distance for the three glaciers. 

3.5.2 Using GPR to measure debris thickness 

3.5.2.1 Ice surface reflection 

A strong, continuous reflection occurs below the direct wave in 16 of the 29 radargrams that were 

collected on Lirung Glacier. Above this reflection, there is typically a high-scatter radar facies, and 

below it there is typically a low-scatter radar facies. Strong, continuous reflections were interpreted as 

the ice surface (see Section 3.4.2.4), while high- and low-scatter radar facies were interpreted as debris 

and ice, respectively (Figure 3.8). Four radargrams, each showing a strong continuous reflection at the 

ice surface, and each collected using a different operating frequency, are presented in Figure 3.8. Ice 

surface reflection power varies with distance along each of these radargrams. For example, the 

reflection power is 0.03 at the ‘weak reflection’ label and 0.39 at the ‘strong reflection’ label in Figure 

3.8a. Reflection power within the debris is typically high, while reflection power within the ice is 

typically low. For example, reflection power is 0.24 in Box (i) and 0.04 in Box (ii) in Figure 3.8d. The 

polarity of the ice surface reflection is predominantly – + –, although it is sometimes reversed to + − +. 

Before processing, the direct wave was seen in all radargrams as a continuous, high amplitude, − + − 

reflection. 

In the other 13 of the 29 radargrams, a strong, continuous reflection is not always evident. Strong 

reflections occur in parts of these radargrams but show little continuity (e.g. Figure 3.8e, f). In places 
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there are strong reflections at multiple depths, and some radargrams, such as the radargram shown in 

Figure 3.8e, which was collected using an operating frequency of 1200 MHz, are dominated by noise.  

 

Figure 3.8 – Lirung Glacier radargrams with ice surface reflection picks (blue). In (a) to (d), the ice surface was 

clearly identifiable, while in (e) to (f) it was not. Boxes on the right show direct wave and ice surface wavelets 

and the different radar facies of debris and ice. 

As in the Lirung Glacier radargrams, in most of the Ngozumpa Glacier radargrams, there is a strong 

continuous reflection below a high-scatter radar facies (Figure 3.9), which was interpreted as the ice 

surface. In some sections of some of the radargrams, usually where the debris was very thick, the ice 

surface is indistinct. This can be seen in the thicker debris towards the glacier margin and in the 
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section labelled ‘meltwater incision’, in the radargram shown in Figure 3.9f. Greater depth penetration 

was achieved using the 200 MHz antennas than using the 600 MHz antennas. 

 

Figure 3.9 – Ngozumpa Glacier radargrams (200 MHz) in the context of their topography as given by the 

Ngozumpa Glacier elevation model.  

Figure 3.10 shows the minimum, maximum and mean uncertainty of all the Lirung Glacier debris 

thickness measurements that were made using each operating frequency, and, as such, describes the 

measurable debris thickness range of each operating frequency. Using all four operating frequencies 

(225-1200 MHz), debris thickness measurements could be made through 0.08 ± 0.29 to 2.30 ± 0.39 m 

of debris cover. However, in general, a strong ice surface reflection can only be observed through 

thick debris if a low operating frequency was used and through thin debris if a high operating 

frequency was used. Therefore, penetration depth, measurable debris thickness range and uncertainty 

(ranging from 0.07 to 0.39 m) are each large for low operating frequencies and small for high 

operating frequencies. 
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Figure 3.10 – Penetration depth, measurable debris thickness range and mean uncertainty against operating 

frequency for the Lirung Glacier GPR measurements. The shaded region is measurable debris thickness range. 

3.5.2.2 Validation of GPR measurements 

On Lirung Glacier, debris thickness measurements made by GPR agree well with those made by 

digging pits to the ice surface (RMSE = 0.042 m and correlation coefficient r = 0.91; Figure 3.11a). 

There is also good agreement between GPR measurements of debris thickness at tie points, which are 

the locations where the transects crossed each other (r = 0.97; Figure 3.11b). On Ngozumpa Glacier, 

GPR measurements of debris thickness made using the 200 MHz antennas agree closely with those 

made using the 600 MHz antennas (r = 0.99; Figure 3.11c) and, again, there is good agreement 

between GPR measurements of debris thickness at tie points (r = 0.96; Figure 3.11d). In all four plots 

of Figure 3.11, data points are both close to and centred around the line of equality, and the estimated 

uncertainties are able to explain the majority of the errors. 
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Figure 3.11 – GPR validation plots. (a) and (b) show measurements made on Lirung Glacier. (c) and (d) show 

measurements made on Ngozumpa Glacier. GPR-derived debris thicknesses in (a), (b) and (c) were calculated 

from data collected using antennas of several different operating frequencies. 

3.5.3 Comparison to remote sensing quantities 

Suldenferner Glacier debris thickness was found to vary nonlinearly with surface temperature, surface 

velocity, elevation change rate and elevation (Figure 3.12). Thin debris has a relatively low surface 

temperature while thick debris tends to have a relatively high surface temperature, and the surface 

temperature-debris thickness relationship has a steep positive gradient at low values of debris 

thickness and a shallow positive gradient at high values of debris thickness. Conversely, thin debris 

maps to high surface velocity and thick debris maps to low surface velocity, while the surface 

velocity-debris thickness relationship has a steep negative gradient at smaller debris thicknesses and a 

shallow negative gradient at larger debris thicknesses. Elevation change rate shows a more complex 

relationship with debris thickness, whereby thick debris maps to moderately negative elevation change 

rates and thin debris maps to both negative and moderate positive elevation change rates. Elevation 
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has a relationship with debris thickness similar to that of surface velocity, whereby thin debris maps to 

high elevations, thick debris maps to low elevations, and the gradient of the elevation-debris thickness 

relationship is steeply negative at low values of debris thickness and shallowly negative at high values 

of debris thickness. Pearson correlation coefficients indicate the strongest linear relationship exists 

between debris thickness and surface temperature (r = 0.43), followed by surface velocity (r = -0.4), 

elevation (r = 0.1) and elevation change rate (r = -0.3). 
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Figure 3.12 – Comparison of Suldenferner Glacier pit measurements of debris thickness to remote sensing 

quantities. (a), (c), (e) and (g) are the surface temperature, surface velocity, elevation change rate and elevation 

of the debris-covered part of the glacier. (b), (d), (f) and (h) are the same variables against debris thickness. 

Coordinate system is WGS84 UTM. UTM zone is 32N. 

3.5.4 Topography and gravitational reworking 

The radargrams collected on Ngozumpa Glacier reveal diverse debris thicknesses on different 

topographic features. In particular, thin debris occurs on steep slopes (e.g. Figure 3.9a, b) and thick 
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debris occurs at the base of steep slopes. Thick debris occurs where there are depressions in the ice 

surface (e.g. Figure 3.9a, c, f) and where debris surface topography is convex (e.g. Figure 3.9a, d). The 

debris surface tends to be almost parallel to the ice surface on steep slopes (Figure 3.9a, c, d), while on 

slightly shallower slopes, talus deposits develop behind pinning points of the underlying ice (Figure 

3.9c). It is particularly noticeable that the ice surface is highly variable compared to the debris surface 

above it.  

Thick debris in ice surface depressions tends to coincide with the occurrence of modelled surface-

water flow paths (e.g. Figure 3.9a, b, c, f, g). In Figure 3.9a and c, there appears, further, to be a 

correlation between the occurrence of thin debris on steep slopes and the occurrence of modelled 

surface flow paths, whereby thin debris occurs on steep slopes above modelled surface flow paths. 

Additionally, the debris cover is thick in the location of a former supraglacial pond (Figure 3.9e, h) 

and towards the glacier margin (Figure 3.9f).  

Comparing individual GPR measurements of debris thickness with their surface slope, aspect and 

curvature values indicates that there are no clear relationships (Figure 3.13a, b, c). However, if the 

data are binned it becomes apparent that debris is thinner on slopes steeper than around 20-23°, and on 

aspects of around 50-150°. Plotting debris thickness against slope and aspect simultaneously indicates 

that debris cover is particularly thin on steep slopes of, moving clockwise, northeast- to southwest-

facing aspect (Figure 3.13e), and particularly thick on shallow, northwest facing slopes. However, this 

relationship is poorly resolved and would benefit from a larger sample of observations across all 

slopes and aspects. In particular, the existence of thick debris on northwest-facing slopes is indicated 

largely by only two data points. Further, there appears to be some correspondence between the pattern 

of debris thickness variability with slope and aspect and the pattern of incoming shortwave radiation 

variability with slope and aspect (Figure 3.13f). 



82 Local-scale in-situ field measurements

 

 

Figure 3.13 – Comparison of debris thickness to topographic parameters (a) slope, (b) aspect, (c) curvature on 

Ngozumpa Glacier. (d) Incoming shortwave radiation as given by Pyramid Station meteorological data. (e) 

Debris thickness against slope and aspect. (f) Incoming shortwave radiation on different slopes and aspects. 

The slope stability modelling that was carried out indicates that potentially unstable debris cover exists 

on relatively large areas of the surface of Ngozumpa Glacier (Figure 3.14). If ponds and ice cliffs 

within the study areas are considered to be debris covered, 13, 29 and 34% of the debris cover within 

areas 1, 2 and 3, respectively, is estimated to be potentially unstable (under the prescribed conditions). 

If ponds and ice cliffs are not considered to be debris-covered, 13, 26 and 32% of the debris cover 

within areas 1, 2 and 3, respectively, is estimated to be potentially unstable. The areal percentage of 

debris cover that is potentially unstable increases upglacier as debris thickness decreases and melt rate 

increases. In all three areas, oversteepening is the dominant cause of potential instability, followed by 

saturation excess, and then meltwater weakening. Oversteepening occurs where surface slope is 

greater than the inverse tangent of the debris-ice interface friction coefficient, which, given a debris-

ice interface friction coefficient of 0.5, is 27°. It is notable that there is good overlap between where 

oversteepening is predicted and where ice cliffs have been delineated, and that there is also overlap 

between where saturation excess is predicted and where surface ponds have been delineated. 
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Figure 3.14 – Slope stability modelling outputs for areas 1, 2 and 3 on Ngozumpa Glacier. (a) corresponds to 

(d), (b) to (e) and (c) to (f). ݄ is debris thickness and ܯ is melt rate. Percentage stabilities are given including 

ponds and ice cliffs without brackets and excluding ponds and ice cliffs with brackets. Coordinate system is 

WGS84 UTM. UTM zone is 45N. 

3.6 Discussion 

3.6.1 In-situ measurements of debris thickness 

Data presented in Section 3.5.1 show that debris thickness can be highly variable between glaciers in 

different geographic locations. This confirms what is shown in Table 2.1, and highlights the need for 

robust remote sensing methods of quantifying supraglacial debris thickness. It is particularly 

noticeable that the debris thickness measurements made on Suldenferner Glacier are thinner than those 

made on the Nepalese glaciers. This is probably a reflection of the different climatic and topographic 

settings of the different glaciers and of where the measurements were made on each glacier. As low-

latitude glaciers (both 28° N), Lirung and Ngozumpa might be subject to high debris supply rates due 

to high rates of mechanical weathering, which is correlated to mean annual temperature (Hales and 

Roering, 2007). Further, these glaciers have steep catchments that encompass large vertical expanses 

of exposed rock, and debris thickness measurements were made where ice flow is slow or nearly 

stagnant (Quincey et al., 2009; Kraaijenbrink et al., 2016). Slow ice flow combined with high debris 
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supply will result in a thicker debris layer (see Section 2.2.3). The catchment of Suldenferner Glacier 

has less extreme relief and is located at a higher latitude (46° N), where debris supply rates are likely 

to be lower. Additionally, many of the Suldenferner debris thickness measurements were made where 

ice flow is relatively fast (see Figure 3.12). Fast ice flow combined with low debris supply rates will 

result in a thinner debris layer. 

Data presented in Section 3.5.1 also show that debris thickness can be highly variable over short 

spatial scales of < 10 m on individual glaciers. This is particularly notable for Lirung and Ngozumpa 

glaciers but also for Suldenferner Glacier. The implications of this are that debris thickness should be 

treated as being non-uniform over glacier surfaces when modelling surface mass balance, and that 

debris thickness should be input to surface mass balance models as a probability density function or 

frequency distribution (e.g. Reid et al., 2012; Nicholson and Benn, 2012). Because there is 

considerable debris thickness variability within narrow elevation ranges, surface mass balance models 

for debris-covered glaciers that are altitudinally distributed (e.g. Kraaijenbrink et al., 2017) may not 

perform as well as those that are spatially distributed (Reid et al., 2012; Fyffe et al., 2014). 

The measurements that were made on Lirung and Ngozumpa glaciers are too sparsely distributed to 

infer the potential response of these glaciers to future climatic forcing. However, it is notable that thin 

debris, below which melt rates will be relatively high, exists to low elevations. The existence of thin 

debris at low elevations may partly explain observations of highly variable surface lowering on Lirung 

and Ngozumpa glaciers (Immerzeel et al., 2014; Pellicciotti et al., 2015; Thompson et al., 2016). In the 

case of Suldenferner Glacier, there is a clear increase in debris thickness downglacier and with 

decreasing elevation, which will result in differential melting, and which will ultimately cause surface 

slope shallowing and stagnation due to reduced driving stress (Benn et al., 2012).   

3.6.2 Using GPR to measure debris thickness 

The results presented in Section 3.5.2 confirm that GPR is a useful tool with which to measure 

supraglacial debris thickness at local scales. 

3.6.2.1 Ice surface reflection 

For each of the GPR transects completed on Lirung Glacier, at least one operating frequency produced 

a radargram showing a strong, continuous ice surface reflection. This shows that GPR can be used to 

image the ice surface through a debris layer, even at shallow depths (cf. Lønne and Lauritsen, 1996; 
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Moorman and Michel, 2000; Wu and Liu, 2012). It was also possible to make debris thickness 

measurements from the majority of the radargrams collected on Ngozumpa Glacier. However, 

measurable debris thickness ranges shown in Figure 3.10 indicate that choice of operating frequency is 

crucial. For example, if the operating frequency is too high, attenuation prevents detection of the ice 

surface, e.g. Figure 3.8f (cf. Annan, 2009), while if the operating frequency that is used is too low, the 

ice surface reflection is ambiguous because it coincides with the high-energy direct wave, which is 

usually wider (longer lasting) at lower operating frequencies. The second of these phenomena has 

been referred to as ‘transmitter blanking’ (Annan, 2009). Plotting maximum debris thickness against 

operating frequency (Figure 3.10) suggests penetration depth is approximately proportional to ݂ି଴.ଽ, 

where ݂ is operating frequency, as described by Cook (1975). Plotting minimum debris thickness 

against operating frequency indicates minimum debris thickness ݄	 ൌ ݒ	 ݂⁄ , where ݒ is debris wave 

speed 0.12 m ns−1, suggesting transmitter blanking is limited to one wavelength below the debris 

surface. Measurable debris thickness range is wide for low operating frequencies and narrow for high 

operating frequencies, and uncertainty increases (largely because range resolution decreases) with 

decreasing operating frequency. Therefore, a three-way trade-off exists between penetration depth, 

measurable debris thickness range and uncertainty (cf. Davis and Annan, 1989). An additional 

complication could be that if the wavelength of the GPR signal is similar to debris grain size, 

scattering is likely to inhibit interpretation of the ice surface, as is shown in Figure 3.8e. 

Reflection strength is a function of the difference in relative permittivity (and therefore wave speed) of 

the materials either side of a reflector, where a large difference in relative permittivity results in a 

strong reflection (Reynolds, 2011). Reflection strength is also controlled by the attenuation of a signal 

as it travels to and from a reflector. As such, the variable strength of the ice surface reflection observed 

in the radargrams, both on Lirung and Ngozumpa glaciers, could represent lateral changes in: (1) 

debris composition, which would cause changes in both the relative permittivity contrast at the ice 

surface (e.g. due to a change from wet to dry debris or vice versa) and the rate of attenuation in the 

debris (e.g. due to variable clay content or large point-scatterers), or (2) ice surface properties (e.g. 

melt water, emerging englacial debris, or frozen debris on the ice surface, as opposed to a sharp 

debris-ice interface), which would also cause changes in the relative permittivity contrast at the ice 

surface. In particular, a high debris clay or water content should result in a weaker ice surface 

reflection due to increased attenuation, while a layer of meltwater at the ice surface should give a 

stronger reflection due to an increased relative permittivity contrast. The ice surface reflection can 

often be interpreted confidently due to its continuity, despite its variable strength in some radargrams. 

The continuity of the reflection from any non-horizontal subsurface reflector is largely determined by 
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step size between traces, with small steps giving a more continuous reflection than large steps (Jol and 

Bristow, 2003). Lirung Glacier GPR data were collected in ‘step-mode’ in order that individual traces 

could be matched to pit measurements of debris thickness. The step size that was used was generally 

small enough to result in a continuous ice surface reflection. However, the Ngozumpa Glacier GPR 

data were collected at higher spatial resolution, in ‘continuous-mode’, and the continuity of the ice 

surface reflection is better in the Ngozumpa GPR data. 

Penetration depth was limited on both glaciers, but much more so on Lirung Glacier than Ngozumpa 

Glacier. Given the geology of the debris on both glaciers and that there was considerable snow cover 

on Lirung Glacier during data collection, it is likely that this was because the debris cover on Lirung 

Glacier had higher water and clay contents than the debris cover on Ngozumpa Glacier. On Lirung 

Glacier, the thickest debris that was encountered was 2.30 ± 0.39 m. The ice surface here produced a 

strong reflection at 225 MHz frequency. On Ngozumpa Glacier, the thickest debris that was 

encountered was 7.3 +/- 0.83 m, beyond which the ice surface could not be easily identified. 

Debris and ice are apparent in all radargrams as distinctly different radar facies, where debris is seen 

as a high-scatter radar facies and ice is seen as a low-scatter radar facies. This is likely due to the 

different electromagnetic properties of the different materials and was helpful with regard to 

interpreting the ice surface. Specifically, debris is comprised largely of heterogeneous point-scatterers, 

while ice is relatively homogenous. 

3.6.2.2 Validation of GPR measurements 

The pit measurements of debris thickness show a good fit to GPR measurements in Figure 3.11a, 

indicating that the ice surface can be reliably interpreted as distinct from processing artefacts or 

multiples of the debris surface and that GPR can be used to measure debris thickness accurately, at 

least in the range 0.16-0.58 m. Here, the spread of data around the equality line likely represents a 

combination of picking imprecision and spatiotemporal wave speed variability, and outliers are 

assumed to be mispicks of the ice surface, where the reflections picked are artefacts of processing or 

the physical expressions of other, possibly off-nadir, subsurface features. The calculated correlation 

coefficient r = 0.91 is similar to that of other GPR method validation studies in similar environments 

(e.g. Machguth et al., 2006; r = 0.92), and the good fit of the data suggests that both CMP-derived 

debris wave speeds and uncertainty estimates are realistic. In Figure 3.11b, c and d, the close fits of tie 

points to the equality line indicate consistent interpretation of the ice surface and an absence of 



3.6 Discussion 87

 

processing artefacts or multiples of the debris surface. They suggest that GPR can be used to measure 

debris thickness with a useful degree of precision, at least in the range 0.18‐4.9 m.  

Together, the four validation plots of Figure 3.11 suggest that GPR is a useful tool for measuring 

debris thickness at least in the range 0.16-4.9 m (the combined range of all validation measurements). 

In all these plots, errors on individual measurements of debris thickness are largely accounted for by 

calculated uncertainties, suggesting the uncertainties assigned to the GPR measurements of debris 

thickness are appropriate. 

3.6.2.3 Technical issues and recommendations 

The highly variable topography and rough surfaces of debris-covered glaciers can make carrying out 

GPR surveys physically difficult and time consuming. However, GPR offers certain benefits over 

alternative methods of measuring debris thickness. For example, GPR is quicker than digging pits if 

the debris is relatively thick, less biased than measuring debris thickness at ice cliffs and allows a wide 

debris thickness range to be measured at high spatial resolution. Jol and Bristow (2003) make general 

recommendations for a successful GPR survey, many of which were found to be very useful in 

carrying out the work in this chapter. With respect to measuring debris thickness, it is recommended 

that: 

 Surveys should be carried out in snow-free conditions to permit a strong ice surface reflection. 

Long transects should be set up where possible, in order to make the ice surface easier to interpret. 

 An appropriate multi-frequency GPR can be used to cover most debris thickness eventualities, 

significantly reducing survey time. The dual-frequency 200-600 MHz GPR used on Ngozumpa 

Glacier was very effective, and Figure 3.10 can be used as a guide to choosing acquisition 

parameters. Collecting GPR data in ‘continuous-mode’ results in a clearer reflection at the ice 

surface than collecting GPR data in step-mode. 

 GPR should be used in conjunction with pits or CMPs in order to determine debris wave speed to 

make realistic debris thickness calculations. Topographic correction using DGPS measurements 

does not significantly improve ice surface interpretability. 

 Transmitter blanking limits the use of GPR for measuring the thickness of thin debris (< 0.1 m), in 

which case digging pits is more appropriate. 
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3.6.3 Comparison to remote sensing quantities 

The results of the comparison of debris thickness to remote sensing quantities show that there are clear 

relationships between debris thickness and surface temperature, debris thickness and elevation, debris 

thickness and elevation change rate, and debris thickness and surface velocity. In the case of debris 

thickness and surface temperature, surface temperature asymptotes towards a maximum value as 

debris thickness increases because the conductive heat flux at the debris surface becomes negligible as 

debris thickness increases (Evatt et al., 2015). Here, debris thickness variability is a cause of the 

observed surface temperature variability. In the case of debris thickness and elevation change rate, the 

observed relationship is more complex. This is because elevation change rate is controlled both by 

surface mass balance and by ice flow, and because debris thickness exerts a direct control on surface 

mass balance but not on ice flow. The sign of the elevation change rate at a given location on the 

glacier then depends on whether surface mass balance, as a function of debris thickness, or flux 

divergence is dominating at that location (e.g. Hooke, 2005). In the case of debris thickness and 

surface velocity, the debris cover is thick where surface velocity is slow due to compression and 

advection effects associated with ice flow (see Section 2.2.3). Here, ice flow is a cause of variations in 

debris thickness. Finally, in the case of debris thickness and elevation, there is no direct, causal 

relationship. The debris cover is thicker at lower elevations because of the effects of ice flow.  

Efforts have been made to estimate debris thickness from both remotely sensed surface temperature 

and elevation change rate (see Section 2.5), and surface velocity could be used to this end as well. 

However, the relationships between surface velocity and debris thickness and elevation change rate 

and debris thickness are considerably more complex than the relationship between surface temperature 

and debris thickness, as is evidenced by calculated Pearson correlation coefficients, so surface 

temperature is possibly the most appealing remote sensing quantity from which to quantify debris 

thickness. 

3.6.4 Topography and gravitational reworking 

Radargrams showing thin debris on steep slopes above thick debris at the base of steep slopes provide 

visual evidence of gravitational reworking of supraglacial debris by slope processes such as those 

described by Moore (2018). Because debris sliding was often experienced while collecting the 

Ngozumpa Glacier GPR data, and because the ice surface is parallel to the debris surface where the 

debris on steep slopes is thin, indicating debris transport by failure-plane parallel motion (Varnes, 

1978), it is assumed that these slope processes occur, at least sometimes, in the form of shallow sliding 
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events (Lawson, 1979; Heimsath et al., 2012). Other slope processes that have been observed on 

debris-covered glaciers include topples, flows, slumps and falls (e.g. Lawson, 1979). 

That debris thickness varies with surface slope and aspect indicates that topography is a control on 

debris thickness, presumably via such slope processes as those evidenced by the radargrams. Where 

slope processes are initiated, the debris become will become thin, while where they are terminated, the 

debris will become thick. Slope processes are initiated, causing debris to be thin, on steep slopes 

because increasing slope angle increases the shear stress on a potential failure plane. There is a 

possible connection with southeast-facing slopes because these slopes receive the most incoming 

shortwave radiation in the Himalaya due to monsoonal afternoon cloud-cover (e.g. Figure 3.13d; cf. 

Buri and Pellicciotti, 2018), which should cause high melt rates, and which should, in turn, cause the 

ice surface to be more slippery and debris pore pressures to be increased.  

The occurrence of modelled surface flow paths and the former pond in relation to the morphology of 

the debris in the radargrams indicates that surface hydrological processes are also a control on local 

debris thickness. For example, it is likely that the debris in the location of the former pond is thick 

because debris is transported to and deposited in ponds by meltwater movement, and that the debris 

cover around sites of modelled surface flow paths is thick because meltwater incision creates hollows 

in which debris can accumulate. Further, the fact that modelled surface flow paths occur below areas 

of thin debris on steep slopes suggests that surface-water flow may act to trigger certain slope 

processes by increasing slope angles and by undercutting slopes on which there is the potential for 

failure. 

The results of the slope stability modelling imply that large areas of the surfaces of debris-covered 

glaciers like Ngozumpa can experience enhanced sub-debris melt rates due to slope processes, even if 

their debris cover is mostly thick. This is because sub-debris melt rate has a highly non-linear 

relationship with debris thickness, whereby melt rates under thin debris are much higher than those 

under thick debris (Section 2.3), and because slope processes act to increase debris thickness 

variability, which increases the amount of thin debris. Figure 3.15 shows a conceptual model of the 

process of shallow sliding as it might occur on a debris-covered glacier, and how sub-debris melt rates 

might be affected. Via differential melting, with locally high melt rates where the debris is thin, the 

effects of slope processes on debris thickness may have a considerable effect on the evolution of 

debris-covered glacier surfaces, enhancing topographic variability, and, in turn, encouraging the 

occurrence of slope processes in a positive feedback (Sharp, 1949; Nicholson and Benn, 2012; Reid et 

al., 2012). 
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Finally, it seems likely that the thick debris on convex topography observed in the radargrams is the 

result of topographic inversion by differential melting, and that thick debris near the margin of 

Ngozumpa Glacier is likely the result of slow ice flow at the margin and debris falling or flowing from 

the moraines on to the glacier surface as the glacier thins. The fact that modelled surface flow paths 

occur in the same locations as ice surface depressions observed in the radargrams indicates that 

meltwater is probably transported in sub-debris supraglacial streams, the existence of which is 

described by Miles et al. (2017). 

 

Figure 3.15 – Schematic of gravitational reworking of supraglacial debris by shallow sliding.  

3.7 Summary 

In-situ field measurements of debris thickness were made on three glaciers: Suldenferner Glacier, 

Italy, and Lirung and Ngozumpa glaciers, Nepal. The Suldenferner Glacier measurements were made 

by digging pits through the debris to the ice, while the Lirung and Ngozumpa glacier measurements 

were made using GPR (supplemented by pit measurements for validation and wave speed tests). The 

measurements were used with an elevation model to investigate the relationship between debris 

thickness and topographic parameters, with a slope stability model to investigate the processes of 

gravitational reworking of supraglacial debris, and with various satellite products to explore the 

relationships between debris thickness and a number of remote sensing quantities. In making the GPR 

measurements, GPR was tested or validated as a method of measuring supraglacial debris thickness. 

The key findings are as follows: 

Thick debris, 
moderately reduced melting

compared to surrounding
debris

Thin debris, 
considerably enhanced 
melting compared to 
surrounding debris

Ice

Unstable

Stable
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 Supraglacial debris thickness is highly variable between glaciers and over short spatial scales on 

individual glaciers. The total debris thickness range on all three glaciers was found to be 0.01-7.3 

m, and debris thickness can be expected to vary by several metres within 10 m horizontal distance. 

High inter-glacier debris thickness variability highlights the need for suitable remote sensing 

methods of quantifying supraglacial debris thickness, and high intra-glacier debris thickness 

variability has implications both for how sub-debris melting is modelled and for how debris 

thickness is remotely sensed. 

 Debris thickness patterns are broadly as expected at the glacier scale (cf. Nakawo et al., 1986). 

However, GPR data from Ngozumpa Glacier show that topography is an important additional 

control on debris thickness at local scales through the action of slope and hydrological processes. 

Specifically, radargrams provide evidence that slope processes and gravitational reworking can 

take the form of shallow sliding events, and that there is a correlation between debris thickness, 

slope and aspect, whereby thinner debris is likely to occur on steep, southeast-facing slopes and 

thicker debris is likely to occur on shallow, northwest-facing slopes. 

 Slope stability modelling indicates that the debris cover on large areas of the surface of Ngozumpa 

Glacier is potentially unstable. Because slope processes act to increase debris thickness variability, 

and because of the highly nonlinear relationship between debris thickness and sub-debris melt 

rate, debris instability must cause surface mass balance to be more negative. Therefore, 

gravitational reworking provides a mechanism by which large areas of debris-covered glaciers are 

subject to relatively high melt rates. Effectively, thin patches of debris due to gravitational 

reworking will increase melt rates on debris-covered glaciers in a similar way to ponds and ice 

cliffs (e.g. Thompson et al., 2016).  

 Relationships between debris thickness and remote sensing quantities indicate that surface 

temperature and elevation change rate are both potentially useful quantities with which to quantify 

debris thickness by remote sensing, but that the relationship between debris thickness and 

elevation change is more complex. 

 GPR can be used successfully to measure debris thickness at least in the range 0.16-4.9 m (the 

range covered by the validation plots) and could be a valuable tool with which to make extensive 

in-situ debris thickness measurements. As such, the use of GPR in this capacity could lead to 

improved surface mass balance modelling of debris-covered glaciers at local scales. Radargrams 

often show a strong, continuous reflection at the ice surface, and debris is easily distinguishable 

from ice because it presents as a high-scatter radar facies while ice presents as a low-scatter radar 

facies. GPR measurements of debris thickness correlate well with pit measurements and show 
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good agreement at tie-points and when made using different operating frequencies. Uncertainties 

can be estimated successfully using Equation (3.5). 

 In order to derive accurate debris thickness measurements by GPR, measuring debris wave speed 

is important, as is taking account of system geometry, particularly if the debris is thin and the 

antenna separation is large. Additionally, there exists a three-way trade-off exists between 

penetration depth, measurable debris thickness range and uncertainty. It is recommended that GPR 

should be used to measure debris thickness if the debris is relatively thick (more than 10-20 

centimetres), but that pits should be dug if the debris is relatively thin. 

The debris thickness measurements that were reported here are used as ground-truth against which 

thermal remote sensing methods of quantifying debris thickness are tested in the following chapters, 4 

and 5. 



 

 

4 Glacier-scale thermal remote sensing 

4.1 Context 

It can be exceedingly challenging to make in-situ field measurements of supraglacial debris thickness 

that are representative of debris thickness at the glacier scale. Individual glaciers can be large and 

methods of measuring debris thickness in the field can be physically demanding and time consuming. 

For example, to make pit measurements of debris thickness on Ngozumpa Glacier, Nepal, on a 100-m 

grid would require 2100 individual pits to be dug. At a rate of 20 measurements per day, this would 

take 105 days. Using GPR would be faster, but the challenge would still be substantial. However, 

being able to quantify supraglacial debris thickness at such a scale is a prerequisite for forecasting 

surface mass balance and therefore runoff volumes from debris-covered glaciers, and for 

understanding the processes that occur at their surfaces. For these reasons, remote sensing methods of 

quantifying debris thickness should be explored. 

Unfortunately, there are no remote sensing methods capable of measuring supraglacial debris 

thickness directly, and debris thickness cannot be determined accurately by forward modelling 

because the processes that distribute debris on a glacier are varied and occur over long time periods 

(Rowan et al., 2015; Konrad and Humphrey, 2000; Anderson and Anderson, 2016, Section 2.2.3). As 

a result, quantifying debris thickness at the glacier scale by remote sensing must be treated as an 

inverse problem, whereby remote sensing observations are made of a physical quantity that can be 

measured remotely and whose magnitudinal variations are, at least in part, caused by debris thickness. 

Examples of such physical quantities include surface temperature, SAR backscatter and surface 

elevation change (Section 2.5). Section 3.5.3 shows that there is a strong relationship between debris 

thickness and surface temperature and between debris thickness and surface elevation change, and 

Huang et al. (2017) show that the same is true for debris thickness and SAR backscatter. Given an 

understanding of the physical processes by which debris thickness causes variations in these physical 

quantities, it follows that it should be possible to determine debris thickness from them. Effectively, 
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the cause (i.e. debris thickness) can be determined from the results (e.g. surface temperature). 

Unfortunately, variations in the three physical quantities listed above have additional causes other than 

debris thickness, which complicates matters. Surface temperature varies as a result of air temperature, 

wind speed and humidity, for example; SAR backscatter varies due to surface roughness, the incidence 

angle of the radar signal and debris moisture content; and surface elevation varies as a result of ice 

flow.  

Of the possible remote sensing approaches to quantifying supraglacial debris thickness, thermal 

remote sensing approaches, i.e. those that use surface temperature as the physical quantity from which 

to determine debris thickness, have received the most attention in the literature (see Section 2.5.4). 

This is probably because thermal satellite imagery is readily available at relatively high spatial 

resolution and no cost; two of the reasons they are the focus of this chapter. For similar reasons, there 

is a long history of using thermal remote sensing to quantify, for example, soil moisture and 

evapotranspiration in vegetation and agricultural studies (Carlson et al., 1995; Bastiaanssen et al., 

1998; Bastiaanssen et al., 1998; Courault et al., 2005; Petropoulos et al., 2009). 

The principle behind thermal remote sensing approaches to quantifying debris thickness is that if the 

ice below the debris is melting, increasing debris thickness reduces the conductive heat flux at the 

debris surface in accordance with Fourier’s law, causing surface temperature also to increase. 

Effectively, thick debris is a better insulator than thin debris. Previous work suggests that this principle 

is valid, and that thermal remote sensing shows promise towards the goal of quantifying debris 

thickness (Mihalcea et al., 2008; Foster et al., 2012; Rounce and McKinney, 2014; Schauwecker et al., 

2015). However, while various studies have developed approaches to quantifying debris thickness by 

thermal remote sensing, none have been rigorously validated. This is understandable because, as is 

discussed above, making in-situ measurements of debris thickness is difficult. However, it means we 

can have little confidence in their results. Additionally, existing approaches have not been compared 

with each other, so it is difficult to know which approach should be used or is most appropriate. 

4.1.1 Aims and objectives 

This chapter develops and tests nine thermal remote sensing approaches to quantifying supraglacial 

debris thickness against each other and against pit measurements of debris thickness made on 

Suldenferner Glacier, Italy. The aims of this chapter are to answer the following questions: 

 Can thermal remote sensing methods of quantifying debris thickness reproduce debris thickness 

values measured in the field at the glacier scale? 
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 If so, what is the best way of doing this, i.e. what are the best approaches and what are their 

limitations? Can night-time thermal imagery be used to quantify debris thickness? 

 How sensitive are the different approaches to changes in their input data and, therefore, how 

transferable are they?  

 Can remote sensing estimates of debris thickness, as opposed to field measurements, be used to 

model sub-debris melting on debris-covered glaciers? 

4.2 Study site 

The study site for this chapter is Suldenferner Glacier, Italy (see Section 3.2.1). While Suldenferner 

Glacier is not in High Mountain Asia, the primary geographical focus of this thesis, it was deemed to 

be a good choice of study site for this work for a number of reasons. First, it is small, meaning debris 

thickness could be measured over the entire debris-covered part of the glacier. Second, it is easily 

accessible, making fieldwork straightforward. Third, there are few supraglacial ponds and ice cliffs, 

which are problematic because they cause a skew towards lower surface temperatures. Finally, a good 

meteorological record was available for forcing the debris thickness quantification approaches.  

4.3 Data 

4.3.1 Ground-truth debris thickness data 

In order to test and validate the different remote sensing approaches, ground-truth debris thickness 

data were collected by manual excavation, as described in section 2.5.1 and 3.4.1.1. A total of 134 

debris thickness measurements were made in a 100-m grid, covering the majority of the debris surface. 

Measurements were made in summer 2015 and summer 2017, and debris thickness was found to range 

from 0.01 to > 1.5 m. 

4.3.2 Satellite imagery and elevation models 

Glacier surface temperature and emissivity, which were used as input to the debris thickness models 

tested in this study, were derived from ASTER higher-level data products. For surface temperature, 

the L2 Surface Temperature V003 (AST08) product was used. For emissivity, the L2 Surface 

Emissivity V003 (AST05) product was used. These products are generated on request by NASA LP 
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DAAC, using the ASTER temperature/emissivity separation (TES) algorithm, which uses all five of 

ASTER’s thermal bands in an inverse approach centred on Planck’s and Kirchoff’s laws (Gillespie et 

al., 1998). Atmospheric and ozone correction options were set to ‘climatology’7, while the moisture, 

temperature and pressure correction option was set to ‘NOAA/NCEP GDAS model’8. The accuracy of 

the surface temperature product is typically within 1.5°C, while precision is typically within 0.4°C. 

For the emissivity product, accuracy and precision are typically within 0.015 and 0.006, respectively 

(Gillespie et al., 1998). The spatial resolution of the ASTER thermal bands (B10 to B14) is 90 m, and 

the spectral range is 8.125 to 11.650 μm. While both products are georectified, neither is 

orthorectified.9 The ASTER instrument is deployed on the Terra satellite platform, which has a near-

polar, sun-synchronous orbit. Daytime imagery is collected during the Terra satellite’s descending 

orbits (crossing the equator at around 10:30:00 UTC), while night time imagery is collected during 

ascending orbits (crossing the equator at around 22:30:00 UTC). The satellite’s repeat time is every 16 

days. Contemporaneous surface temperature and emissivity and products are created for each pass 

where image quality is sufficient. Associated metadata files were used to get the time and date of each 

satellite pass.  

After filtering, five surface temperature-emissivity image sets were ordered from NASA’s Earthdata 

Search website10 in hdf format. Four of these image sets consisted of daytime images and one set 

consisted of night time images. Because clouds obscure the land surface, and because the debris 

thickness quantification approaches tested here require the ice to be melting, image sets were filtered 

using a cloud cover of < 10% and an acquisition date of June 01 to September 30, which was deemed 

to represent the melt season. Image sets were also filtered by year, from 2013 to 2017, around the time 

the ground-truth debris thickness measurements were made. The hdf files were converted to geotiff 

files using NASA’s Hdf-EoS to GIS conversion tool (HEG). During conversion, the tool performs a 

nearest neighbour resampling because ASTER images are not north-oriented. However, 90-m spatial 

resolution is maintained. To ensure the quality of the input data, the image sets were visually inspected 

for snow cover, clouds and accurate georeferencing. Two daytime image sets were deemed unsuitable 

for further analysis and were discarded, leaving two daytime image sets and one night-time image set. 

Visual inspection was carried out using contemporaneous optical L3 Orthorectified Radiance at the 

Sensor V003 images (AST14DMO), B1, B2 and B3N.  

                                                      
7 Aerosol and ozone climatology are monthly average products produced by the Naval Research Laboratory 
8 The NOAA/NCEP GDAS model provides a 4 times daily assimilation of meteorological observations. 
9 Orthorectifying the images may have moderately improved the results. However, the debris-covered part of 
Suldenferner is relatively flat, so orthorectification was not considered to be a major concern. 
10 https://search.earthdata.nasa.gov/ 
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For surface elevation, the ALOS Global Digital Surface Model v.2.1 was used (AW3D30). This 

product is supplied by JAXA and was generated from satellite-collected optical stereo pairs collected 

between 2006 and 2011. Its spatial resolution is 30 m, although it was resampled to 90 m to match the 

resolution of the thermal images. The height accuracy of the AW3D30 product has been found to be 

better than 6 m RMSE (Santillan and Makinano-Santillan, 2016). Initially, the AST14DMO elevation 

product was used for elevation but the quality of the georectification of this product was found to be 

poor. 

Details of all the satellite data products that were used are given in Table 4.1. 

ASTER rather than Landsat products were used for surface temperature for a number of reasons. First, 

ASTER has a longer record than either Landsat 7 or Landsat 8, and is still in operation unlike Landsat 

5. Second, ASTER thermal bands have no known problems, while Landsat 7 has a fault in its scan-line 

corrector, causing its images to be incomplete and Landsat 8 has a far out-of-field stray light problem 

in its second thermal band (Band 11), causing large brightness temperature offsets. Third, the ASTER 

surface temperature product is provided at native resolution, while the Landsat thermal bands (5, 7 and 

8) are all resampled to 30 m, which is problematic for comparison with pit measurements.  

Examples of the satellite data products that were used in this study are shown in Figure 4.1. 

Table 4.1 – Overview of the satellite data products that were used in this study. 

Product(s) Time and date (UTC) 
ASTER AST08 surface 

temperature, ASTER AST05 
surface emissivity, ASTER 

AST14DMO optical 

02-Aug-2013 10:22:02 (day) 
26-Aug-2016 10:22:29 (day) 

02-Jul-2015 21:13:02 (night) 

ALOS AW3D30 elevation  2006-2011 
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Figure 4.1 – Examples of the satellite data products used in this chapter. (a) AST08 surface temperature. (b) 

AST05 surface emissivity. (c) ALOS AW3D30 elevation, resampled to 90-m resolution. (d) ASTDMO14 

optical composite. Coordinate system is WGS84 UTM. UTM zone is 32N. 

4.3.3 Meteorological data 

Five of the debris thickness quantification approaches tested require meteorological data as input. 

Meteorological data were provided from two automatic weather stations (AWSs): one on-glacier AWS 

and one off-glacier AWS (referred to from here as the Suldenferner AWS and the Madritsch AWS, 

respectively). The Suldenferner AWS is operated and maintained by Lindsey Nicholson, while the 

Madritsch AWS is operated and maintained by the Autonomous Province of Bozen Weather Service 

team.11 

The Suldenferner AWS is located on debris cover near the upper limit of the glacier’s debris cover. It 

has been in operation since July 2014. The Madritsch AWS is located on the other side of the valley, 

                                                      
11 Suldenferner AWS data were provided by Lindsey Nicholson and Madritsch AWS data were provided by the 
Autonomous Province of Bozen Weather Service team. 
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around 2.7 km from the terminus of Suldenferner Glacier, and has been in operation since January 

1999. AWS metadata (measurement height, altitude and location) are provided in Table 4.2.  

Both weather stations collect shortwave radiation, air temperature, wind speed and relative humidity 

data. The Suldenferner AWS also collects longwave radiation data but does not collect snow depth or 

precipitation data. The Madritsch AWS does collect snow depth and precipitation data but does not 

collect longwave radiation data. To complete the Suldenferner AWS dataset, snow depth and 

precipitation data were added from the Madritsch AWS dataset. To complete the Madritsch dataset, 

incoming longwave radiation was parameterised, as discussed in Section 4.4.5.  The Madritsch AWS 

collects data in Central European Time, using a 10-minute time step, while the Suldenferner AWS 

collects data in UTC using a 30-minute time step. For consistency, Madritsch data were converted to 

UTC and downsampled to a 30-minute time step.  

As a result of instrument failure, or due to insufficient power, particularly in winter, when solar panels 

are often obscured by snow cover, both datasets contain gaps. However, the longest gap in the data 

that were used to force the models tested in this study was a few hours. Therefore, all gaps were filled 

by linear interpolation. To ensure their quality, meteorological data were quality checked using the 

World Meteorological Organization Guidelines12 as a guide. 

The 26-Aug-2016 daytime and 02-Jul-2015 night-time image sets were contemporaneous with 

meteorological data from both the Suldenferner and the Madritsch AWSs. The 02-Aug-2013 image set 

was contemporaneous only with the Madritsch AWS data. 

                                                      
12 https://www.wmo.int/pages/prog/www/OSY/Meetings/ET-AWS3/Doc4(1).pdf  

Table 4.2 – AWS metadata. Superscripts describe: (1) the height of the AWS measurements at time of 2016 

images, (2) the height of the AWS measurements at time of 2015 images, (3) the height of the AWS 

measurements during surface roughness length calibration period. 

 Suldenferner AWS Madritsch AWS 
Location (WGS84 32 N) 620417 5150345 623889 5150181 

Altitude (m a.s.l) 2725 2825 
Measurement height (m) 4.131, 2.422, 2.833 2 

Slope (°) 0 0 
Aspect (°) 0 0 

Debris thickness (m) 0.09 NA 
Time step (s) 1800 1800 
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An example of some meteorological data collected at the Suldenferner AWS is shown in Figure 4.2. 

 

Figure 4.2 – Meteorological data collected at the Suldenferner AWS for the two weeks in advance of the 26-

Aug-2016 satellite pass. The time of the satellite pass is shown by the dotted, black vertical line.  

4.3.4 Geospatial data 

The glacier outline was provided by Lindsey Nicholson. It was manually digitised using elevation 

differences determined from successive high-resolution elevation models; areas in which there was no 

elevation change were deemed not to be glacier. Debris-covered parts of the glacier surface were 

delineated manually in ArcGIS using high-resolution WorldView satellite imagery.  



4.4 Methods 101

 

4.4 Methods 

In order to meet the aims set out in Section 4.1.1, and to use all the available data, the bulk of this 

chapter is centred around 29 model runs, which were carried out as part of five ‘experiments’. Each 

model run consisted of using one of the nine debris thickness quantification approaches (see Section 

4.4.1) with one of the three image sets and meteorological data from one of the two weather stations. 

Each experiment tested some or all of the approaches using a specific combination of images and 

meteorological data. The five experiments are detailed in Table 4.3. The dynamic energy-balance 

approach (DEB1) was the only approach that could produce realistic debris thickness estimates using 

the night-time satellite images and is therefore the only model included in experiments 4 and 5. A 

further 169 model runs were carried out to test the sensitivities of the different approaches. 

4.4.1 Quantifying debris thickness 

There are six published approaches to quantifying debris thickness by thermal remote sensing. Three 

further approaches or variations are presented in this thesis. The approaches fall into four categories: 

(1) scaling approaches, which calculate debris thickness in terms of surface temperature and a number 

of parameters, (2) static energy-balance approaches, which solve the debris surface energy balance at 

the time of a thermal satellite image by making an assumption about the temperature gradient in the 

debris at that time, (3) dynamic energy-balance approaches, which model debris surface temperature 

over a spin-up period in advance of a thermal satellite image under different values of debris thickness 

until modelled surface temperature at the time of the satellite image matches satellite image surface 

temperature, and (4) extrapolation approaches, which use observations of debris thickness to define 

the parameters of a function that relates debris thickness to surface temperature. The different 

approaches tend to have different input data requirements, depending on their complexity.  

Table 4.3 – Experimental setup, detailing the model runs, satellite images, approaches AWS data associated 

with each of the five experiments. 

Exp’t Model 
runs 

Temperature-emissivity 
images 

Approach(es) Corresponding AWS 

1 1-9 26-Aug-2016 10:22:29 (day) All Suldenferner (on-glacier) 
2 10-18 26-Aug-2016 10:22:29 (day) All Madritsch (off-glacier) 
3 19-27 02-Aug-2013 10:22:02 (day) All Madritsch (off-glacier) 
4 28 02-Jul-2015 21:13:02 (night) DEB1 Suldenferner (on-glacier) 
5 29 02-Jul-2015 21:13:02 (night) DEB1 Madritsch (off-glacier) 
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For all the approaches to quantifying debris thickness, modelled debris thicknesses greater than the 

maximum pixel-mean pit depth, which was 0.67 m, were fixed at that value. This was done on the 

basis that surface temperature sensitivity to debris thickness is very low for thick debris because 

surface temperature approaches an asymptotic limit with increasing debris thickness as the conductive 

heat flux becomes negligible. In this chapter, values of 0.67 m should therefore be seen as a lower 

limit. In terms of the melt modelling that is carried out, this is not a major concern because melt rate is 

Table 4.4 – Values of constants and variables used. The debris emissivity value of 0.94 was only used when 

calculating the heat storage factor for the SEB2 approach and when optimising surface roughness length, 

otherwise satellite-image emissivity was used. The density of air value was only used when calculating debris 

volumetric heat capacity, otherwise it was calculated.  

Constant or variable Value  Reference (if applicable) 
Albedo of debris () 0.16 - 

Atmospheric clear-sky transmissivity () 0.82 - 
Debris porosity () 0.33 Nicholson and Benn (2012) 

Density of air (kg m-3) 1.2 - 
Density of debris (kg m-3) 1.8423 x 103 - 

Density of ice (kg m-3) 915 Reid and Brock (2010) 
Density of rock (kg m-3) 2700 Nicholson and Benn (2012) 
Density of water (kg m-3) 999.7 Reid and Brock (2010) 
Diffuse radiation factor () 0.15 Konzelmann and Ohmura (1995) 

Duration of a Julian year (s) 31557600 - 
Emissivity of debris () 0.94 Brock et al. (2010) 

Environmental air temperature lapse rate (K m-3) 0.0065 - 
Gas constant (J mol-1 K-1) 8.31447 - 
Grain size of debris (m) 0.006624 - 

Gravitational acceleration (m s-2) 9.81 - 
Latent heat of fusion of water (J kg-1) 334000 Reid and Brock (2010) 

Latent heat of vaporisation of water (J kg-1) 2476000 Reid and Brock (2010) 
Melting point of ice (K) 273.15 - 

Molar mass of dry air (kg mol-1) 0.0289644 - 
Solar constant (W m-2) 1368 - 

Specific heat capacity of air (J kg-1 K-1) 1005 Brock et al. (2010) 
Specific heat capacity of debris (J kg-1 K-1) 811.49 - 
Specific heat capacity of rock (J kg-1 K-1) 750 Nicholson and Benn (2012) 
Specific heat capacity of water (J kg-1 K-1) 4181.3 Reid and Brock (2010) 

Standard sea level pressure (Pa) 101325 - 
Standard sea-level temperature (K) 288.15 - 

Stefan-Boltzmann constant (W m-2 K-4) 5.67 x 10-8 - 
Surface roughness length of debris (m) 0.003560 - 

Temperature of melting ice (K) 273.15 - 
Thermal conductivity of debris (W m-1 K-1) 0.6949 - 

Thermal diffusivity of debris (m2 s-1) 4.65 x 10-7 - 
Volumetric heat capacity of debris (J m-3 K-1) 1.495 x 106 - 

Von Karman’s constant () 0.41 - 
Water content of debris pore spaces () 0.1 Nicholson and Benn (2012) 
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insensitive to debris thickness for thick debris. However, there are also implications of fixing 

maximum debris thickness for the performance statistics that were used to assess the various 

approaches. These implications are discussed in Section 4.4.6. Additionally, modelled debris 

thicknesses less than the grain size, i.e. 0.0066 m (see Section 4.4.4.3), were fixed at the grain size. 

This was done on the assumption that the minimum debris thickness on the glacier is the grain size of 

the debris. 

It should be noted that while a number of the approaches tested here are based on approaches 

published in the literature, they are not necessarily exactly the same as those approaches. In these 

cases, differences are highlighted in the text. 

All modelling and calculations were carried out using MATLAB. The values of the constants and 

variables that were used are provided in Table 4.4. 

4.4.1.1 A scaling approach 

This approach assumes that debris thickness is the dominant control on debris surface temperature and 

therefore that debris thickness can be described as a function of surface temperature. It requires no 

meteorological data, so spatial variations in air temperature and wind speed, for example, are assumed 

to be relatively unimportant. It effectively assumes that a full debris thickness range (i.e. from thin to 

thick debris) exists on the glacier surface and that this must be reflected in the surface temperature 

range. This is perhaps not unreasonable, as debris tends to be thin upglacier where ice-flow is fast, and 

thick downglacier, near the terminus, where it piles up due to advection and where ice-flow is slow 

(see Section 2.2.3). The main appeal of this approach is that, because it requires little in the way of 

input data, it can be applied relatively easily and over large areas (Kraaijenbrink et al., 2017).  

4.4.1.1.1 SCA1 

Debris thickness was calculated broadly following the empirical ‘exponential scaling’ approach of 

(Kraaijenbrink et al., 2017), which assumes that the minimum surface temperature of the debris-

covered part of the glacier corresponds to a minimum debris thickness value, that the 95th percentile 

surface temperature corresponds to a maximum debris thickness value, and that debris thickness 

increases exponentially with surface temperature between the two: 

 
݄ ൌ ݄௠௜௡݁

ቈ
ೞ்ି ೞ்೘೔೙

ೞ்ುవఱି ೞ்೘೔೙
୪୬ቀ

௛೘ೌೣ
௛೘೔೙

ቁ቉
 

(4.1)
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where ݄௠௜௡ and ݄௠௔௫ are minimum and maximum debris thickness, and ௦ܶ௠௜௡ and ௦ܶ௉ଽହ are 

minimum and 95th percentile surface temperatures. The equation was modified here to include ݄௠௜௡ 

explicitly, in order that sensitivity to ݄௠௜௡ could be tested, and so the units of ݄௠௜௡ and ݄௠௔௫ can be 

metres rather than centimetres. Minimum and 95th percentile surface temperatures were found by 

generating a debris cover mask and using the MATLAB min and prctile functions. Following 

Kraaijenbrink et al. (2017), a value of 0.5 m was used for ݄௠௔௫. However, whereas Kraaijenbrink et 

al. (2017) used a value of 0.01 m for ݄௠௜௡, here the grain size of the debris was used. Additionally, 

Kraaijenbrink et al. (2017) used a ‘brightest pixel’ method to produce a cloud-free surface temperature 

composite (i.e. from all available satellite images) from which to calculate debris thickness. Here, on 

the other hand, individual surface temperature images were used in order to make the different 

approaches more comparable and because cloudy images had already been excluded. Kraaijenbrink et 

al (2017) developed their approach from the approach of Mihalcea et al. (2008). Calculated values of 

௦ܶ௠௜௡ and ௦ܶ௉ଽହ are presented in Table 4.6. 

4.4.1.2 Static energy-balance approaches 

These approaches use satellite image-derived surface temperature combined with meteorological data 

and varying amounts of in-situ data, such as in-situ surface temperature or thermistor string data, to 

solve a debris surface energy balance for debris thickness. They are ‘static’ because they solve the 

energy balance only at the time of the satellite image, when there is glacier-wide surface temperature 

information available. The appeal of these approaches is that computing time is minimal on a desktop 

computer, e.g. using a GIS, and that they are simple. The downside is that, in being static, they have to 

make an approximation of the conductive heat flux at the debris surface. This is because the 

temperature gradient at the debris surface is unknown (the debris is usually heating up at the time of a 

satellite pass, so debris temperature profiles are typically non-linear e.g. Figure 4.5)13, and the 

temperature gradient is needed to calculate the conductive heat flux. The temperature gradient at the 

debris surface is controlled by past as well as present meteorology and by debris properties, including 

debris thickness. However, these approaches assume no spatiotemporal meteorological variability14 

and either no variation in the nonlinearity of the debris temperature profile with debris thickness 

(Foster et al., 2012; Rounce and McKinney, 2014) or a variation in the nonlinearity of the debris 

temperature profile with debris thickness that is defined empirically (Schauwecker et al., 2015). They 

                                                      
13 The thicker the debris, the more non-linear the temperature profile and the less likely the debris is in thermal 
equilibrium/steady state. Very thin debris may be effectively in steady state. 
14 Although they do assume meteorological spatial variability. 
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also typically assume that debris properties other than debris thickness (e.g. albedo and surface 

roughness length) are spatially invariable. 

The four approaches of this type are similar in the way they solve the energy balance. However, they 

account for the nonlinearity of the temperature profile within the debris in different ways. Heat fluxes 

were calculated as in Section 4.4.2. All of the approaches were prevented from outputting negative 

debris thicknesses and very large debris thicknesses by applying a minimum net heat flux rule, after 

Rounce and McKinney (2014), where if the net heat flux (ܵ ൅ ܮ ൅ ܧܮ ൅  towards the debris surface (ܪ

was less than or equal to 0 W m-2, debris thickness was set to the maximum debris thickness that was 

recorded on the glacier.  Meteorological data were determined by linear interpolation at the time of 

each set of satellite images. 

Figure 4.3 is a schematic of the debris surface energy balance as discussed in this thesis. Energy is 

conserved at the debris surface in accordance with the First Law of Thermodynamics.15 

 

Figure 4.3 – Schematic of debris surface energy balance, modified from Oke (2002), where ܵ and ܮ are the 

shortwave and longwave radiative heat fluxes, ܪ and ܧܮ are the sensible and latent heat fluxes, ܩ is the 

conductive heat flux, and ܲ is the heat flux due to precipitation. 

4.4.1.2.1 SEB1 

Debris thickness was calculated by solving the debris surface energy balance assuming that the debris 

was in thermal equilibrium, or steady state, at the time of each satellite image, where the energy 

balance was defined as: 

                                                      
15 Which states that the energy added to a system must be equal to the change in internal energy of the system 
plus or minus the work extracted from the system. 
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 ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ ൅ ܩ ൌ 0 (4.2)

Here, ܵ is the shortwave radiative heat flux, ܮ is the longwave radiative heat flux, ܪ is the (turbulent) 

sensible heat flux, ܧܮ is the (turbulent) latent heat flux, and ܩ is the conductive heat flux through the 

debris (e.g. Nakawo and Young, 1982). There was assumed to be no heat flux due to precipitation 

because the satellite images that were used have < 10% cloud cover. Given the assumption of steady-

state heat conduction, the conductive heat flux was calculated assuming a linear temperature gradient 

within the debris (a special case of Fourier’s law): 

where ௦ܶ is the surface temperature at the time of the satellite image and ݄ is debris thickness, ௜ܶ is the 

temperature of melting ice and ݇ௗ is debris thermal conductivity. Substituting Equation (4.3) into 

Equation (4.2) means debris thickness can be found according to:  

 
݄ ൌ ݇ௗ

௦ܶ െ ௜ܶ

ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ
 (4.4)

Rounce and McKinney (2014) used a similar approach to this in the development of their nonlinear 

static energy-balance approach to quantifying debris thickness. 

4.4.1.2.2 SEB2 

Debris thickness was calculated broadly following Foster et al. (2012). The debris surface energy 

balance was defined as follows: 

 ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ ൅ ܩ ൅ ܦ∆ ൌ 0 (4.5)

where the heat fluxes are the same as for the SEB1 approach except for an additional heat flux ∆ܦ. 

Foster et al. (2012) described this additional heat flux as a flux due to change in heat storage, and 

defined it as being proportional to the conductive heat flux:16 

                                                      
16 Brutsaert (1982) suggests the conductive heat flux into soil can be approximated by assuming it is proportional 
to, e.g. sensible or radiative heat fluxes. 

 
	ܩ ൌ െ݇ௗ

௦ܶ െ ௜ܶ

݄
 (4.3)
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ܦ∆  ൌ ܿଵ(4.6) ܩ

Where ܿଵ is a free parameter, described as a heat storage factor. Using Equation (4.3) for the 

conductive heat flux, the debris surface energy balance was solved for debris thickness as such: 

 
݄ ൌ ሺ1 ൅ ܿଵሻ݇ௗ

௦ܶ െ ௜ܶ

ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ
 (4.7)

where ܿଵ was found by calculating mean daily cycles of ∆ܦ and ܩ for melt-season months June to 

September and interpolating for the time of day of each satellite image, following Foster et al. (2012), 

using Suldenferner AWS data. ∆ܦ was calculated following Brock et al. (2010): 

 
ܦ∆ ൌ െܥௗ

߲ ௗܶ

ݐ߲
݄ (4.8)

where ݄ is debris thickness at the weather station, ܥௗ is the volumetric heat capacity of the debris, and 

ௗܶ is mean debris temperature at the weather station: ௗܶ ൌ ሺ ௦ܶ െ ௜ܶሻ/2. ௦ܶ at the Suldenferner weather 

station was calculated by rearranging the Stefan-Boltzmann law: 

 

௦ܶ ൌ ൬
ܮ ↑
ௗߝߪ

൰

ଵ
ସ
 (4.9)

where ܮ ↑ is outgoing longwave radiation, ߝௗ is debris surface emissivity (a value of 0.94 was used for 

the weather station, after Brock et al., 2010) and ߪ is the Stefan-Boltzmann constant. Mean daily 

cycles of the conductive heat flux at the weather station were calculated as in Equation (4.3), again 

using ௦ܶ calculated from outgoing longwave radiation. Here, the value of ܿଵ was consistently 

calculated to be around 0.1 (Table 4.6). Foster et al. (2012) calculated ܿଵ to be 0.64 for Miage Glacier, 

Italy. Mean daily cycles of the conductive and ‘change in heat storage’ fluxes are shown in Figure 4.4, 

along with a calculated value of the heat storage factor ܿଵ. 
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Figure 4.4 – Mean daily cycles of the heat storage factor, according to the SEB2 approach. The heat storage 

factor is labelled ܿଵ at the time of the 26-Aug-2016 satellite pass. 

4.4.1.2.3 SEB3 

Debris thickness was calculated following Rounce and McKinney (2014), with the debris surface 

energy balance defined as in Equation (4.2). Rounce and McKinney (2014) accounted for the fact that 

heat conduction through the debris is not steady state by attaching a coefficient (ܿଵ, described as G-

ratio) to the conductive heat flux like so: 

Equation (4.2) was combined with Equation (4.10) and debris thickness was calculated as such: 

 
݄ ൌ ܿଵ݇ௗ

ሺ ௦ܶ െ ௜ܶሻ

ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ
 (4.11)

ܿଵ was calculated, following Rounce and McKinney (2014), using thermistor strings deployed in the 

debris (see Section 4.4.4.1), as the ratio of the temperature gradient in the top 0.1 m of the debris to the 

temperature gradient in the whole debris layer, as such: 

 
ܿଵ ൌ ݄

ሺ ௦ܶ െ ଴ܶ.ଵሻ

0.1ሺ ௦ܶ െ ௜ܶሻ
 (4.12)
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	ܩ ൌ െܿଵ݇ௗ

௦ܶ െ ௜ܶ

݄
 (4.10)
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Because three thermistor strings were installed on the glacier, the mean of the three values of the 

coefficient ܿଵ was used. Here, ݄ is debris thickness at the location of the thermistor string, and ଴ܶ.ଵ is 

the debris temperature at a depth of 0.1 m. Similar to Rounce and McKinney (2014), the thermistor 

strings were only installed for a short period of time, during which no satellite passes occurred. 

Therefore, ܿଵ was calculated for the time of day, not the exact time and date, of each surface 

temperature image. Figure 4.5 shows debris temperature profiles at the time of the August 2016 

images, along with calculated values of ܿଵ. Here, the value of ܿଵ was consistently calculated to be 

around 1.3 (Table 4.6). Rounce and McKinney (2014) calculated a value of ܿଵ of 2.7 for Imja-Lhotse 

Shar Glacier, Nepal. It is notable that Equation (4.11) is very similar to Equation (4.7) and, therefore, 

that the SEB2 and SEB3 approaches are similar except in the way they calculate the values of their 

coefficients. It is also notable that Rounce and McKinney (2014) calculated the sensible and latent 

heat fluxes in a different way from how they were calculated here. 

 

Figure 4.5 – Temperature profiles within the debris, as measured at the three thermistor strings at the same time 

of day as the 26-Aug-2016 satellite pass. ܿଵ values were calculated according to the SEB3 approach. 

4.4.1.2.4 SEB4 

Debris thickness was calculated following Schauwecker et al. (2015), who extended the Foster et al. 

(2012) approach (SEB2) by redefining its ‘heat storage factor’, such that its value increases linearly 

with debris thickness, and multiplying the net heat flux by 0.5 to give the following two equations: 

 
݄ ൌ ሺ1 ൅ ܿଵሻ݇ௗ

௦ܶ െ ௜ܶ

0.5ሺܵ ൅ ܮ ൅ ܪ ൅ ሻܧܮ
 

(4.13)

 ܿଵ ൌ 6.71݄ ൅ 1 (4.14)

Schauwecker et al. (2015) solve these equations numerically by iteration. However, here they were 

solved analytically by substituting one into the other and rearranging as such: 
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݄ ൌ 2 ൤

ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ
0.5݇ௗሺ ௦ܶ െ ௜ܶሻ

െ 6.17൨
ିଵ

 (4.15)

This approach recognises that the nonlinearity of the debris temperature profile must vary with debris 

thickness. However, there seems to be no physical justification for multiplying the net heat flux by 0.5, 

other than to increase modelled debris thickness. 

4.4.1.3 A dynamic energy-balance approach 

Similar to the static energy-balance approaches, this approach uses satellite-image derived surface 

temperature, meteorological data, and knowledge of debris properties, to solve the debris surface 

energy balance for debris thickness. However, unlike the static approaches, it solves the energy 

balance through time for a period in advance of each satellite image, i.e. it is dynamic. The advantage 

of this approach is that it is physically realistic in the way it solves heat conduction through the debris. 

The temperature gradient at the debris surface, and the temperature history of the debris, which are 

required to solve the debris surface energy balance, are known; the conductive heat flux does not need 

to be approximated, it can be calculated. The disadvantages are that it more complex than the other 

approaches presented, and that it is more computationally expensive.  

4.4.1.3.1 DEB1 

Debris thickness was calculated by modelling debris surface temperature at the time of each satellite 

image using a dynamic debris surface energy-balance model, then minimising the mismatch between 

that modelled surface temperature and the measured surface temperature of the satellite image, by 

iteratively varying debris thickness. Effectively, when modelled surface temperature matches 

measured surface temperature, an appropriate debris thickness value is deemed to have been 

determined. This was done on a pixel-by-pixel basis over the debris-covered area of the glacier. Egli et 

al. (2016) presented a similar approach, though this is as yet unpublished. The dynamic energy-

balance model that was used was a modified version of the DEB model, which was written by Reid 

and Brock (2010).17 

                                                      
17 Unmodified DEB model code was provided by Tim Reid. 
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The DEB model solves heat conduction through the debris using the one-dimensional heat equation:18 

 
ௗܿௗߩ

߲ ௗܶ

ݐ߲
ൌ

߲
ݖ߲
൬݇ௗ

߲ ௗܶ

ݖ߲
൰ (4.16)

where ௗܶ is the temperature of the debris, ݖ is depth in the debris, ݐ is time, ܿௗ is debris specific heat 

capacity and ߩௗ is debris density. The boundary condition at the debris surface is the debris surface 

energy balance, given as: 

 ܵ ൅ ܮ ൅ ܪ ൅ ܧܮ ൅ ܲ ൅ ܩ ൌ 0 (4.17)

where ܲ is the heat flux due to precipitation. The boundary condition at the ice surface is the 

temperature of melting ice ௜ܶ (0°C). The debris is split into layers: one layer per 0.01 m of debris or 10 

layers if debris thickness is less than 0.1 m, and the conductive heat flux is calculated according to: 

 
ܩ ൌ െ݇ௗ

߲ ௗܶ

ݖ߲
 (4.18)

where the temperature gradient is linear in each debris layer. Because surface temperature is required 

by multiple heat fluxes, the DEB model solves the debris surface energy balance for surface 

temperature using the Newton-Raphson method. In order to do this, it calculates debris internal 

temperatures, because these are used to calculate the conductive heat flux. Debris internal 

temperatures are calculated using the Crank-Nicolson method. The model effectively makes sure that 

the change in internal energy of the debris with time (i.e. the change over a time step) is equal to the 

change in internal energy of the debris with depth, i.e. energy is conserved at the surface of each 

debris layer. The initial temperature profile was set to be linear between satellite image ௦ܶ and ௜ܶ (i.e. 

this is how the model was kick-started).  

The mismatch between modelled and measured surface temperature was minimised by bisection. As a 

root-finding method, bisection is slow to converge, but was chosen because it is simple and robust. 

Upper and lower debris thickness limits were defined (0.67 and 0.0066 m, respectively), then a first 

estimate of debris thickness was taken as the midpoint of those two limits: 
                                                      
18 This says that the change in temperature of the debris with time must be equal to the change in temperature 
with depth (heat is conserved). The problem is transient. There are two boundary conditions, both of which are 
of the first-type (i.e. Dirichlet): the temperature of the boundary conditions, rather than e.g. the heat flux, is 
prescribed. The ice surface boundary condition is a temperature of 0°C, while the debris surface boundary 
condition is the temperature that the energy balance and the one dimensional heat conduction equations are 
solved for. 
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݄௡௘௪ ൌ

݄௟௢௪௘௥ ൅ ݄௨௣௣௘௥
2

 (4.19)

and the modified DEB model was run using this value. Here, ݄௡௘௪ is the new estimate of debris 

thickness and ݄௟௢௪௘௥ and ݄௨௣௣௘௥ are the lower and upper limits respectively. If the modelled surface 

temperature that was calculated for the time of the satellite image using this new debris thickness 

value was less than the measured surface temperature, the lower debris thickness limit was set to the 

midpoint debris thickness and a new midpoint debris thickness was calculated. If the modelled surface 

temperature was greater than the measured surface temperature, the upper debris thickness limit was 

set to the midpoint debris thickness and a new midpoint was calculated. The DEB model was then run 

again and the process was repeated iteratively until successive iterations caused debris thickness to 

vary by less than a given tolerance (0.001 m). At this stage, an appropriate debris thickness value was 

deemed to have been determined. This process is described by Figure 4.6. For each iteration, modelled 

surface temperature was interpolated linearly at the time of the satellite image using the time step 

before and the time step after the satellite image.  

 

Figure 4.6 – Schematic illustrating bisection, the root-finding method used to determine debris thickness from 

surface temperature according to the DEB1 approach. Red crosses are modelled surface temperature solutions 

for successive iterations (i) using different values of debris thickness. The green star is observed surface 

temperature vs. ‘true’ debris thickness. The blue line is the relationship between surface temperature and debris 

thickness for the given pixel and meteorological conditions. 
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In order to get a realistic value for modelled surface temperature, and in order to be sure the initial 

condition was not influencing the results, the DEB1 approach was run using a spin-up time of 14 days 

before each satellite image. Plotting debris thickness against spin-up time (Figure 4.7) shows that 

debris thickness does not change with increasing spin-up time after around 9 days, indicating that this 

is the time required for the model to reach statistical equilibrium under the applied meteorological 

forcing. It is notable here that a longer spin-up time is required for thicker debris. If there was snow on 

the debris during the spin-up period, surface temperature was set to the temperature of melting snow 

(0°C), and the debris temperature profile was updated accordingly. Heat fluxes were calculated as in 

4.4.2, with topographic shading determined through time and meteorological data distributed for each 

time step of the model. 

 

Figure 4.7 – Debris thickness versus spin-up time for the DEB1 approach using Experiment 1 data. Each line 

represents the evolution of modelled debris thickness with spin-up time for a single pixel of the debris field. The 

debris thickness of every pixel is fixed after 9 days of spin-up time. 

4.4.1.4 Extrapolation approaches 

These approaches are based on that of Mihalcea et al. (2008), who used pit measurements of debris 

thickness to define an empirical relationship between debris thickness and satellite image-derived 

surface temperature on Baltoro Glacier, Pakistan, then extrapolated this relationship to the rest of the 

debris-covered area of the glacier. They require only a sample of debris thickness measurements and 

surface temperature images as inputs. However, the debris thickness measurements ideally need to be 

representative of the debris thickness of the pixel of the satellite image they fall within and cover a 
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range of debris thicknesses across the glacier surface. Similar to the scaling approach, these 

approaches assume that debris thickness is the dominant control on surface temperature, and do not 

consider e.g. meteorological variability. The advantages of these approaches are that they are very 

simple to implement, and that previous work suggests they are robust (Gibson et al., 2017). The main 

disadvantage is that debris thickness measurements are required, which, as discussed above, can be 

difficult to make in the field, especially in remote places. 

4.4.1.4.1 EXT1 

Debris thickness was calculated following Mihalcea et al. (2008), and Gibson et al. (2017) by fitting, 

to each surface temperature image and a random sample of 20 of the ground-truth pit measurements of 

debris thickness, a curve of the form: 

 ݄ ൌ ݁௖భ ೞ்ି௖మ (4.20)

where ܿଵ and ܿଶ are free parameters. Fitting was carried out using the MATLAB function fit. Random 

sampling was carried out using the MATLAB function randsample. Debris thickness was then 

extrapolated, using the fitted curve, to the rest of the debris-covered area of the glacier. Mihalcea et al. 

(2008) got an optimal fit for Baltoro Glacier using ܿଵ ൌ 0.019 and ܿଶ ൌ 58. In this study, values of ܿଵ 

were 0.44 and 0.28, and values of ܿଶ were 130 and 86 (Table 4.6). 

4.4.1.4.2 EXT2 

Averaged over daily timescales, debris temperature profiles are approximately linear, so heat 

conduction through the debris can be assumed to be steady state (Nicholson and Benn, 2006; 

Nicholson and Benn, 2012). On this basis, by collecting the surface temperature terms of the debris 

surface energy balance (i.e. assuming steady-state heat conduction), debris thickness can be 

parameterised as: 

 
݄ ൌ ݇ௗ

௦ܶ െ ௜ܶ

ܿଵ ൅ ܿଶሺ ௦ܶ െ ௜ܶሻ
 (4.21)

where ܿଵ	and ܿଶ are free parameters, ௦ܶ is mean daily surface temperature and ݇ௗ is thermal 

conductivity.  
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In the EXT2 approach, debris thickness was extrapolated from ground-truth pit measurements to the 

rest of the glacier using quasi-daily mean surface temperature images, which were generated by taking 

the mean of each daytime surface temperature image and the night-time surface temperature image. A 

curve of the form described by Equation (4.21) was fitted to the quasi-daily mean surface temperature 

and debris thickness values of a random sample of 20 of the ground-truth pit measurements. Fitting 

and sample generation were carried out as for the EXT1 approach. The seed of the random number 

generator was fixed, so the same pit measurement samples were used. In order for this approach to be 

comparable to the other extrapolation approaches and not require thermal conductivity as an input, 

thermal conductivity was also found by fitting. To ensure a reasonable value of thermal conductivity, 

it was fitted using upper and lower bounds of 0.5 and 1.5 W m-1 K-1 (Conway and Rasmussen, 2000). 

Values of ܿଵ were found to be 210 and 240, while values of ܿଶ were found to be -9.3 and -11 (Table 

4.6). Fitted values of thermal conductivity, 0.74 and 0.78 W m-1 K-1 (also Table 4.6), are surprisingly 

similar to those determined using thermistor strings (0.69 W m-1 K-1; Section 4.4.4.1).  

4.4.1.4.3 EXT3 

Debris thickness was extrapolated from the same 20 pit measurements using only the daytime surface 

temperature images, according to the following equation, which is similar to Equation (4.21): 

 
݄ ൌ ௦ܶ െ ௜ܶ

ܿଵ ൅ ܿଶሺ ௦ܶ െ ௜ܶሻ
 (4.22)

where ௦ܶ is surface temperature at the time of the satellite image and ܿଵ and ܿଶ are, again, free 

parameters. Because this approach uses only daytime surface temperatures, the functional form of 

Equation (4.22) is not predicted by theory, so there is no need in it for thermal conductivity, as there is 

in Equation (4.21). Values of ܿଵ were found to be 790 and 630, while values of ܿଶ were found to be -

25 and -18 (Table 4.6). 

4.4.1.4.4 Other 

For completeness, two further extrapolation approaches were tested: one where debris thickness was 

expressed as a power law function of surface temperature, as such: 

 ݄ ൌ ܿଵሺ ௦ܶ െ ௜ܶሻ௖మ  (4.23)
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The other where debris thickness was expressed as an exponential function of surface temperature, as 

such: 

 ݄ ൌ ܿଵ
ሺ ೞ்ି்೔ሻ௖మ (4.24)

Neither resulted in realistic debris thickness values so no further analysis was carried out.  

There are many conceivable choices of relationship between debris thickness and surface temperature, 

and this thesis tests only those that were thought to be most likely. In fact, the static and dynamic 

energy-balance approaches could also be in an extrapolation-type approach, whereby in-situ debris 

thickness measurements would be used to constrain some of the more difficult to determine input 

variables. Effectively, the energy-balance approaches could be calibrated using debris thickness 

measurements. 

4.4.2 Calculating heat fluxes 

The static and dynamic energy-balance approaches require heat fluxes to be calculated at the debris 

surface. The heat fluxes considered were the shortwave and longwave radiative heat fluxes, the 

turbulent sensible and latent heat fluxes, the conductive heat flux and the precipitative heat flux. 

The shortwave radiative heat flux, which is the heat flux that arises as a result of solar radiation, was 

calculated as follows: 

 ܵ ൌ ܵ ↓ ሺ1 െ ௗሻ (4.25)ߙ

where ܵ ↓ is incoming shortwave radiation (both direct and diffuse), and ߙௗ is the albedo of the debris. 

The greater the albedo, the more incoming shortwave radiation is reflected and vice versa. 

The longwave radiative heat flux, which is the heat flux that arises due to radiation emitted by the 

atmosphere (mainly water vapour, clouds, CO2 and ozone), was calculated as: 

ܮ  ൌ ܮ ↓ െߝௗߪ ௦ܶ
ସ (4.26)

where ߝௗ is the emissivity of the debris surface and ܮ ↓ is incoming longwave radiation. Here, the 

surface temperature term represents outgoing longwave radiation, where outgoing longwave radiation 

is proportional to the fourth power of the surface temperature, according to the Stefan-Boltzmann law. 
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The longwave radiative heat flux is often negative towards the debris surface during the day, if debris 

surface temperature is high. 

The turbulent sensible and latent heat fluxes, which are those that are associated with turbulent mixing 

in the atmosphere above the debris surface due to wind, were calculated using the bulk aerodynamic 

approach (Equations (4.27) and (4.28)), following e.g. Oke (2002), Brutsaert (2013), Mölg and Hardy 

(2004) and Reid and Brock (2010). The sensible heat flux accounts for heat transfer between the 

debris surface and the atmosphere by convection, where if the surface temperature of the debris is 

greater than the air temperature, the debris transfers heat to the atmosphere and vice versa. The latent 

heat flux, on the other hand, accounts for heat transfer between the debris surface and the atmosphere 

by evaporation and condensation,19 where if specific humidity at the debris surface is greater than the 

specific humidity of the atmosphere directly above the debris, evaporation occurs and heat is 

transferred away from the debris surface. On the other hand, if the specific humidity of the atmosphere 

is greater than at the surface, condensation occurs and heat is transferred towards the debris surface. 

The magnitude of both sensible and latent heat fluxes is controlled largely by wind speed, where high 

wind speed leads to heat fluxes of a greater magnitude (whether positive or negative). 

 
ܪ ൌ ௔ߩ

ܿ௣݇௩௞
ଶ ሺݑ ௔ܶ െ ௦ܶሻ
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൰ ൬ln
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൰
ሺ߶௠߶௛ሻିଵ (4.27)
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൰
ሺ߶௠߶௩ሻିଵ (4.28)

Here, ܪ is the sensible heat flux and ܧܮ is the latent heat flux. ߩ௔ is the density of air, ܿ௣ is the 

specific heat capacity of air at constant pressure, ݇௩௞ is the Von Karman constant, ݑ is wind speed, ௔ܶ 

is air temperature, ݍ௔ is the specific humidity at the measurement height, ݍ௦ is the specific humidity at 

the debris surface, ݖ௔ is the height of the air temperature measurements, ݖ௨ is the height of wind speed 

measurements, ܮ௩ is the latent heat of vaporisation of water, and ߶௠, ߶௛, and ߶௩ are the non-

dimensional stability functions for momentum, heat and water vapour, respectively. ݖ଴௠, ݖ଴௛ and ݖ଴௩ 

are the roughness lengths of momentum, temperature and water vapour, respectively, or the heights 

above the debris surface at which wind speed equals zero, and air temperature and vapour pressure 

                                                      
19 While there is heat transfer involved in the latent heat flux, there is no associated change in temperature. 
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equal the temperature and vapour pressure at the surface. ݖ଴௠, ݖ଴௛ and ݖ଴௩ were all assumed to be 

equal, as is common practice, and are referred to from here as the surface roughness length ݖ଴.  

The specific heat capacity of air was calculated as ܿ௣ ൌ ܿ௔ሺ1 ൅  ,௔ሻ after Reid and Brock (2010)ݍ0.84

and where ܿ௔ is the specific heat capacity of dry air. 

The stability of the atmospheric surface layer, which is the lowermost part of the troposphere, was 

accounted for by calculating bulk Richardson numbers and the non-dimensional stability functions for 

momentum, temperature and vapour pressure. The non-dimensional stability functions were calculated 

as: 

 ሺ߶௠߶௛ሻିଵ ൌ ሺ߶௠߶௩ሻିଵ ൌ ሺ1 െ 5ܴ݅௕ሻଶ (4.29)

for bulk Richardson numbers, ܴ݅௕, more than or equal to zero, and 

 ሺ߶௠߶௛ሻିଵ ൌ ሺ߶௠߶௩ሻିଵ ൌ ሺ1 െ 16ܴ݅௕ሻଶ (4.30)

for bulk Richardson numbers of less than zero following Oke (2002). Bulk Richardson numbers were 

calculated as: 

 
ܴ݅௕ ൌ

݃ሺ ௔ܶ െ ௦ܶሻሺݖ௔ െ ଴ሻݖ

௠ܶݑଶ
 (4.31)

where ௠ܶ is mean air temperature between the surface and the measurement height ( ௠ܶ ൌ ௔ܶ െ ௦ܶ/2), 

after Reid and Brock (2010) and ݃ is acceleration due to gravity. Positive bulk Richardson numbers 

typically occur at night, when air temperature is higher than surface temperature, and indicate a stable 

atmospheric surface layer in which convection is minimal and turbulent heat fluxes are small. Here, 

the stability functions act to dampen the turbulent heat flux. Negative bulk Richardson numbers 

typically occur during the day, when air at the debris surface is warmed by the debris, which causes it 

to rise, and indicate an unstable atmospheric surface layer in which convection is considerable and 

turbulent heat fluxes are large. Here, the stability functions act to intensify the turbulent heat fluxes. 

The specific humidity at the debris surface and of the atmosphere above the debris surface was 

calculated following e.g. Peixoto and Oort (1996): 

 
௫ݍ ൌ

0.622݁௫
௔݌ ൅ ሺ1 െ 0.622ሻ݁௫

 (4.32)
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where ݁௫ is the partial pressure of water vapour at the debris surface or at the measurement height in 

the atmospheric surface layer and ݌௔ is atmospheric pressure. 0.622 is the ratio of the gas constant of 

dry air to the gas constant of water vapour. 0.378 is 1 – 0.622. The partial pressure of water vapour in 

air at the measurement height (i.e. the pressure exerted by the amount of water in the air) was 

calculated according to: 

 
݁௔ ൌ

ܪܴ
100

݁௔ೞ (4.33)

where ܴܪ is relative humidity and ݁௔௦ is the saturation vapour pressure.  

Saturation vapour pressure, which is the pressure exerted by the maximum amount of water that can 

be in the air at a given temperature (commonly known simply as the vapour pressure), was calculated 

at the measurement height using the Tetens equation (Murray, 1967): 

 
݁௔ೞ ൌ 610.78݁

ଵ଻.ଶ଻ሺ்ೌ ିଶ଻ଷ.ଵହሻ
்ೌ ିଷହ.଼଺  (4.34)

Because relative humidity was not measured at the debris surface, the partial pressure of water vapour 

in air at the debris surface was calculated following Collier et al. (2014): 

 
݁௦ ൌ ݁௔

௦ܶ

௔ܶ
 (4.35)

assuming that the water vapour in the atmospheric surface layer is well mixed, i.e. the pressure being 

exerted by water vapour in the air, per degree of temperature, is the same at the measurement height 

and the debris surface. If debris surface temperature is greater than air temperature, this results in a 

latent heat flux that is negative towards the debris surface. If air temperature is greater than debris 

surface temperature, there will be a latent heat flux that is positive towards the debris surface. This is 

generally consistent with evaporation occurring during the day and condensation at night. 

In the static energy-balance approaches, the conductive heat flux, which is the heat transferred through 

the debris by conduction, was calculated as in Section 4.4.1.2. In the dynamic energy-balance 

approaches, it was calculated as in Section 4.4.1.3. 

The heat flux due to precipitation, though it is often very small, was also taken into account in the 

dynamic energy-balance approach, as such (Hay and Fitzharris, 1988): 
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 ܲ ൌ ሺݎ௪ܿ௪ߩ ௥ܶ െ ௦ܶሻ (4.36)

where ߩ௪ is the densitiy of water, ܿ௪ is the specific heat capacity of water and ݎ is the precipitation 

rate. Precipitation temperature ௥ܶ, was assumed to be equal to air temperature, following Reid and 

Brock (2010). If the air temperature is greater than the surface temperature, the precipitation heats up 

the debris, whereas if the surface temperature is greater than the precipitation temperature, the debris 

heats up the precipitation. The precipitative heat flux was not considered to be important in the static 

energy-balance approaches on the basis that there is very little cloud in the surface temperature 

satellite images, meaning there should be no precipitation. 

4.4.3 Distributing meteorological data 

In order to calculate distributed debris thickness using the energy-balance approaches, meteorological 

data were distributed around the glacier. Specifically, atmospheric pressure, air temperature, incoming 

shortwave radiation and air density were distributed around the glacier surface in order to account for 

variable altitude, slope, aspect and shading. Figure 4.8 shows the calculated spatial distributions of key 

meteorological variables at the time of one of the satellite images. 
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Figure 4.8 – Distributed meteorological data at the time of the 26-Aug-2016 satellite pass. (a) Air temperature. 

(b) Atmospheric pressure. (c) Shading. (d) Incoming shortwave radiation. Coordinate system is WGS84 UTM. 

UTM zone is 32N. 

Atmospheric pressure, which decreases with altitude due to the decreasing weight of the overlying 

atmosphere, was calculated at the appropriate AWS and for each pixel of the elevation model using 

altitude and an environmental air temperature lapse rate, according to the barometric formula: 

 
௔݌ ൌ ଴݌ ൤1 െ

ݖ߁

଴ܶ
൨

௚ெೌ
ோ௰

 (4.37)

where ݌଴ is standard pressure at sea level, ଴ܶ is standard temperature at sea level, ߁ is environmental 

air temperature lapse rate, ܯ௔ is the molar mass of dry air and ܴ is the standard atmospheric universal 

gas constant.  
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Air temperature, which decreases with altitude due to decreasing atmospheric pressure20, was 

calculated and distributed around the glacier from the AWS using an environmental lapse rate of 

0.0065 K m-1 and the difference in altitude between each elevation model pixel and the AWS: 

 ௔ܶ ൌ ௔ܶಲೈೄ
െ ݖሺ߁ െ ஺ௐௌሻ (4.38)ݖ

where the subscript AWS designates a variable as being associated with the AWS.  

Following Foster et al. (2012), a second method of distributing air temperature was also tested in 

conjunction with the static energy-balance approaches, whereby a relationship was defined between 

air temperature and surface temperature on the basis that the debris heats the atmospheric surface layer 

in a type of glacier-atmosphere feedback process: 

 ௔ܶ ൌ ܿଵ ௦ܶ ൅ ܿଶ (4.39)

The parameters of this empirical relationship, ܿଵ and ܿଶ, were determined using surface temperature 

(calculated from outgoing longwave radiation using the Stefan-Boltzmann law, Equation (4.9)) and air 

temperature values from the Suldenferner AWS over the melt season (June to September) between the 

hours of 08.00 and 14.00 UTC. After Foster et al. (2012), AWS time steps for which there was snow 

on the ground, as determined using data from the nearby Madritsch weather station, were excluded, as 

were time steps for which the sky was not clear. Clear-sky time steps were defined as having a cloud 

cover (Equation (4.52)) of less than 0.3. While a strong relationship was found between air 

temperature and surface temperature (Figure 4.9), this method provided unrealistically low air 

temperatures for some pixels of the surface temperature images and was therefore deemed unsuitable 

for use in further analyses. Incidentally, the air temperature-surface temperature relationship 

determined by Foster et al. (2012) is very different from the one determined here, which is probably 

because the AWS used by Foster et al. (2012) was located at low altitude on thick debris (~0.5 m), 

while the AWS of this study was located at high altitude on thin debris (0.09 m). It seems unlikely that 

altitude can be neglected when distributing air temperature over debris-covered glaciers and that 

glacier-atmosphere feedbacks can be accurately represented in this way. 

                                                      
20 Gay-Lussac’s law states that pressure and absolute temperature are proportional for a gas of fixed mass and 
volume. 
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Figure 4.9 – Air temperature-surface temperature relationship for Suldenferner AWS in the months June to 

September. 

Incoming shortwave radiation, which is greatest on surfaces normal to the solar beam when the sky is 

clear, was extrapolated to each pixel of the glacier surface following Hock and Noetzli (1997), using 

incoming shortwave radiation measured at the AWS and calculated clear-sky direct radiation. For each 

pixel of the elevation model and for the weather station, clear-sky direct radiation was calculated after 

Hock (1999) as: 

 
ܫ ൌ ଴ܫ ቆ

݀̅
݀
ቇ
ଶ

߰
௣ೌ/௣బ
ୡ୭ୱ௓ cos (4.40) ߠ

where ܫ଴ is the solar constant, ൫݀̅ ݀⁄ ൯
ଶ
 is a correction factor for the eccentricity of Earth’s orbit (the 

squared ratio of the mean earth-sun distance to the earth-sun distance), ߰ is atmospheric 

transmissivity, and ܼ is the solar zenith angle. ߠ is the incidence angle of the solar beam and the 

glacier surface, calculated following Oke (2002): 

ߠ  ൌ arccosሾcos ܼ′ cos ܼ ൅ sin ܼ′ sin ܼ cosሺܣ െ ሻሿ (4.41)′ܣ

where ܼ’ is surface slope, ܣ’ is surface aspect and ܣ is solar azimuth. Solar elevation ܧ and solar 

azimuth angle were determined using the MATLAB function SolarAzEl (Koblick, 2013), while solar 

zenith angle ܼ was calculated in degrees as 90–ܧ. Atmospheric transmissivity was calculated 

following Oerlemans (2001): 
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߰ ൌ ሺ0.79 ൅ 2.5 ∙ 10ିହݖሻ ൬1 െ 0.08

ܼ
90
൰ 

(4.42)

where z is the mean altitude of the debris-covered area (2704 m.a.s.l), using a neutral ܼ value of 45°. 

The squared ratio of the mean earth-sun distance to the earth-sun distance was calculated for each day 

of the year following Spencer (1971), according to the Fourier series formula: 

 
ቆ
݀̅
݀
ቇ
ଶ

ൌ ෍ ܿଵ௡

ଷ

௡ୀ଴

cosሺ݊ߠௗሻ ൅ ܿଶ௡ sinሺ݊ߠௗሻ 
(4.43)

where the coefficients ܿଵ௡ and ܿଶ௡ are defined as in Table 4.5, and where ߠௗ is the time of year in 

radians: ߠௗ ൌ ௡݀ߨ2 365.25⁄ . Day number, ݀௡, is 0 on January 01 and 364 on December 31 

(Hartmann, 2013). 

Table 4.5 – Earth-sun distance coefficients, according to Spencer (1971). 

 ࢔૛ࢉ ࢔૚ࢉ ࢔
0 1.000110 0 
1 0.034221 0.001280
2 0.000719 0.000077

  

Measured incoming shortwave radiation and calculated clear-sky direct radiation at the Suldenferner 

AWS are both plotted against time for an example time period of two weeks in Figure 4.10. Here, it 

can be seen that clear-sky direct radiation is always greater than measured incoming shortwave 

radiation, and that sometimes, due to the presence of clouds, the difference between the two can be 

large. 

For each pixel of the elevation model and for the weather station, shading was determined using the 

MATLAB functions f_shade and f_whether_shaded (Arnold et al., 1996)21. These functions test 

whether any other pixels of the elevation model intersect the path of the solar beam from the sun to the 

pixel in question, given azimuth and solar zenith angle. If the weather station was in the sun, elevation 

model pixels in the sun (condition 1) were assigned incoming shortwave radiation calculated from the 

incoming shortwave radiation received at the weather station: ܵ ↓ൌ ሺܵܫ ↓஺ௐௌ/ܫ஺ௐௌሻ, while elevation 

model pixels in the shade (condition 2) were assigned diffuse radiation as such: ܵ ↓ൌ ௗ݂௜௙௙ܫ஺ௐௌ, after 

                                                      
21 The MATLAB code for these functions was provided by Neil Arnold. 
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Konzelmann and Ohmura (1995)22, where ௗ݂௜௙௙ is 0.15 (a minimum value). If the weather station was 

in the shade, elevation model pixels in the sun (condition 3) 23 were assigned clear-sky direct 

radiation:	ܵ ↓ൌ  while elevation model pixels in the shade (condition 4) were assigned the incoming ,ܫ

shortwave radiation received at the weather station: ܵ ↓ൌ ܵ ↓஺ௐௌ.  

 

Figure 4.10 – Incoming shortwave radiation as measured at the Suldenferner AWS with clear-sky direct 

radiation as calculated for the location of the Suldenferner AWS. 

Weather stations record both direct and diffuse shortwave radiation, so clouds are accounted for by 

conditions 1 and 4, assuming that cloud cover does not vary over the study area, which seems 

reasonable considering the glacier is small. However, clouds are not considered by conditions 2 or 3, 

with the result that condition 2 will underestimate incoming shortwave radiation (because an ௗ݂௜௙௙ 

value of 0.15 assumes no clouds and clouds emit lots of diffuse radiation), and that condition 3 will 

overestimate incoming shortwave radiation (because clear-sky radiation assumes no clouds and clouds 

cause direct incoming shortwave radiation to be reduced). Fortunately, these conditions only occur on 

small portions of the glacier and over short periods of time, because both weather stations are located 

such that they represent most of the pixels of the glacier DEM most of the time, so the effect is likely 

to be minimal. Slope and aspect are considered when pixels are in the sun. However, when pixels are 

in the shade and incoming shortwave radiation is diffuse, slope and aspect are not considered. 

Effectively, therefore, diffuse radiation is considered to be isotropic at the point of incidence, which it 

                                                      
22 Condition 2 is a slight deviation from the approach of Hock and Noetzli (1997), who used the clear-sky direct 
radiation of the pixel in question rather than of the weather station. However, Konzelmann and Ohmura (1995) 
calculated diffuse radiation fractions using clear-sky direct radiation data collected at weather stations (where 
slope would have been zero). Therefore, the approach taken here is more appropriate (and more consistent, on 
the basis that condition 4 equates incoming shortwave radiation for the pixel to incoming shortwave radiation at 
the weather station, where slope was zero). 
23 Condition 3 is also a slight deviation from Hock and Noetzli (1997), who used data for the last time step where 
the weather station wasn’t shaded. However, this approach could not be used for the static energy balance 
methods where there is only one time step. 
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is not. In reality, diffuse radiation is isotropic at the point of emission and has directionality at the 

point of incidence. This is, therefore, a simplification. 

Finally, air density, which reflects variability in air temperature and pressure, was calculated using the 

molar form of the ideal gas law: 

 
௔ߩ ൌ

௔ܯ௔݌

ܴ ௔ܶ
 

(4.44)

4.4.4 Quantifying debris properties 

4.4.4.1 Thermal conductivity 

In order to measure the thermal conductivity of the debris, i.e. the ability of the debris to conduct heat, 

three thermistor strings were deployed for a week in August 2017, in debris layers of different 

thickness (their locations are shown in Figure 3.1). In each thermistor string there were six thermistors, 

each of which was buried at a different depth within the debris. The first three days’ worth of 

thermistor string data were discarded in order to allow the debris around the thermistor strings to 

thermally equilibrate after being dug in, meaning there were four days’ worth of thermistor string data 

from which thermal conductivity could be determined. 

Debris thermal conductivity, ݇ௗ, was calculated to be 0.69 W m-1 K-1 following Conway and 

Rasmussen (2000) and Nicholson and Benn (2012): 

 ݇ௗ ൌ ௗ (4.45)ܥௗߢ

where the apparent thermal diffusivity of the debris, ߢௗ, was calculated using MATLAB functions 

calc_ATD and calc_ETC24 (Nicholson and Benn, 2012), which rearrange the one-dimensional heat 

equation, Equation (4.16), as such: 

 ߲ ௗܶ

ݐ߲
ൌ ௗߢ

߲ଶ ௗܶ

ଶݖ߲
 (4.46)

Thermal diffusivity was calculated for each thermistor within the debris, then for each thermistor 

string by taking the mean of the values for the individual thermistors (see Figure 4.11), then for the 

                                                      
24 The MATLAB code for these functions was provided by Lindsey Nicholson. 
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debris as a whole by taking the mean of the values for the individual thermistor strings. Thermal 

diffusivity for the debris as a whole was estimated to be 4.710-7 m2 s-1. The volumetric heat capacity 

of the debris was calculated to be 1.5106 J m-3 K-1, following Oke (2002): 

ௗܥ  ൌ ܿ௥ߩ௥ሺ1 െ ߮ሻ ൅ ܿ௔ߩ௔߮ሺ1 െ ௪ሻݏ ൅ ܿ௪ߩ௪߮ݏ௪ (4.47)

where ܿ௥, ܿ௔ and ܿ௪ are the specific heat capacities of rock, air and water, ߩ௥, ߩ௔ and ߩ௪ are their 

densities, ߮ is a fraction representing the porosity of the debris, and ݏ௪ is the fraction of the debris that 

is saturated with water. The values of these properties were taken from the literature, as given in Table 

4.4.  

The thermal conductivity value reported here is ‘effective’ because the debris is considered as a single 

material, when in reality it is comprised of rock, air and water, which each have their own thermal 

conductivities. 

Figure 4.11 shows that debris temperature is increasingly damped with depth, and that temperature 

changes at depth lag behind temperature changes at the surface. Further, it shows that the bottom-most 

thermistor of each thermistor string consistently reported a temperature of around 0°C, which indicates 

that the ice below the debris was melting while the thermistor strings were deployed. It is notable from 

the thermistor string data that there is an apparent increase in debris thermal diffusivity with increasing 

debris thickness. Considering the low thermal diffusivity of water, this may be because debris water 

content decreases with increasing debris thickness as meltwater production is reduced.25 

                                                      
25 Thin debris has more water, which has a low thermal diffusivity, therefore thinner debris has a lower thermal 
diffusivity. 
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Figure 4.11 – Thermistor string data. (a), (b), (c) Debris temperatures at different depths for a four day period in 

August 2017 at the three thermistor strings. (d), (e), (f) Thermal diffusivity values as calculated by total least 

squares regression, using the thermistor string data. 

4.4.4.2 Albedo 

Mean debris albedo was calculated to be 0.16 (SD 0.01) using incoming and outgoing shortwave 

radiation data from the Suldenferner AWS, which was situated on debris cover, such that ߙௗ ൌ

ܵ ↑ ܵ ↓⁄  (Figure 4.12). Albedo was calculated only for melt season months (June 01 to September 30) 

and for times between 11.00 and 13.00 UTC, when there was no snow on the ground. The albedo 

measurements have a normal distribution. 
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Figure 4.12 – Debris albedo as determined from Suldenferner AWS data. (a) Changes in debris albedo with 

time. (b) Frequency distribution of debris albedo. 

4.4.4.3 Grain size 

Median debris grain size was estimated to be 0.0066 (MAD 0.0023) m from a photograph taken near 

the equilibrium line (Figure 4.13). The grain size of each grain of the debris in the photograph was 

estimated using the MATLAB function gsd (Rabbani and Ayatollahi, 2015). The photograph was 

scaled using the known length of the handheld GPS that is also in the photograph. Grains of debris 

smaller than the pixel size will have been missed by this approach. However, there are no large grains 

in the photograph either, so the estimated value is thought to be representative. The grain size 

distribution is close to lognormal.  

 

Figure 4.13 – Debris grain size. (a) Photograph of debris near equilibrium line. (b) Grain size frequency 

distribution. 
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4.4.4.4 Surface roughness length 

Surface roughness length is a key control on the turbulent heat fluxes but was unknown for 

Suldenferner Glacier, so was determined from the Suldenferner AWS data by calibration. ‘Measured’ 

surface temperature at the AWS was calculated from measured outgoing longwave radiation, as in 

Equation (4.9), then, using the known debris thickness at the AWS, the forward model of the DEB1 

approach was used to model surface temperature, for the same time period as the measured surface 

temperature, while iteratively varying surface roughness length. Optimal surface roughness length, 

which was found to be 0.0036 m (Figure 4.14), was the value that maximised the Nash-Sutcliffe 

Efficiency coefficient (NSE) of modelled versus measured surface temperature at the weather station. 

This calibration procedure was carried out using the MATLAB function fmincon, with which 

constraints of 0.001 and 0.5 m were imposed on the surface roughness length (cf. Miles et al., 2017). 

An initial value of 0.016 m was used after Brock et al. (2010). The time period of the meteorological 

data that were used was June 13 2015 to August 28 2015, inclusive of a seven-day spin-up period. 

This was the longest continuous snow-free period of time in the Suldenferner AWS record. The debris 

is relatively thin at the AWS (0.09 m), so a spin-up time of seven days was considered to be more than 

sufficient. The value that was used for surface roughness length was found to be important in terms of 

modelling debris thickness. Indeed, optimising surface roughness length was found to significantly 

improve results over using a value from the literature. The NSE of modelled versus measured surface 

temperature using the optimised surface roughness length was 0.76. NSE was calculated as such: 

 
NSE	 ൌ 1 െ

∑ሺ݉݀݋ െ ሻଶݏܾ݋

∑ሺݏܾ݋ െ തതതതതሻଶݏܾ݋
 

(4.48)

where ݉݀݋ are the modelled values, ݏܾ݋ are the observed values and ݏܾ݋തതതതത is the mean of the observed 

values. 
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Figure 4.14 – Surface temperature as measured at the Suldenferner AWS and as modelled using an optimal 

surface roughness length of 0.0036 m. 

4.4.5 Parameterising incoming longwave radiation 

There were no incoming longwave radiation data available for the Madritsch AWS. Therefore 

incoming longwave radiation was calculated using an all-sky parameterisation, i.e. a parameterisation 

that takes cloud cover into account. Juszak and Pellicciotti (2013) carried out a comparison of 

incoming longwave radiation parameterisations over glaciers and found the following pairing of clear-

sky and all-sky emissivity parameterisations to give the best results. 

Incoming longwave radiation was calculated according to the Stefan-Boltzmann equation: 

ܮ  ↓ ൌ ߪ௔௦ߝ ௔ܶ
ସ (4.49)

where all-sky emissivity, ߝ௔௦, was calculated following Unsworth and Monteith (1975): 

௔௦ߝ  ൌ ௖௦ሺ1ߝ ൅ ܿଵ݊௖ሻ ൅ ܿଶ݊௖ (4.50)

Here, ݊௖ is cloud cover, given as a fraction, and ܿଵ and ܿଶ are free parameters. Clear-sky emissivity, 

 :௖௦, was calculated according to Dilley and O’Brien (1998)ߝ

 
௖௦ߝ ൌ

ܿଷ ൅ ܿସሺ ௔ܶ/273.15ሻ଺ ൅ ܿହඥݓ௣/25

ߪ ௔ܶ
ସ  (4.51)

where ݓ௣ is precipitable water and where ܿଷ, ܿସ and ܿହ are free parameters. Daytime cloud cover was 

calculated following Crawford and Duchon (1999): 
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݊௖ ൌ 1 െ

ܵ ↓
ܫ

 (4.52)

As such, there is extensive cloud cover when incoming shortwave radiation is only a small fraction of 

clear-sky direct radiation, and minimal cloud cover when incoming shortwave radiation is a large 

fraction of clear-sky direct radiation. Night-time cloud cover was estimated using a moving median 

filter. It was assumed to be night-time when clear-sky direct radiation was less than 200 W m-2. Clear-

sky direct radiation was calculated as given by Equation (4.40). 

Precipitable water, which is the depth of rainwater that would be precipitated from a column of the 

atmosphere at the measurement location, was calculated following Prata (1996): 

௣ݓ  ൌ 4.65
݁௔
௔ܶ

 (4.53)

where the partial pressure of water vapour ݁௔ was calculated as in Equation (4.33). 

The values of the free parameters in Equations (4.50) and (4.51) were determined by multi-parameter 

optimisation using Suldenferner and Madritsch AWS data for which there was a temporal overlap. 

This was done using the MATLAB function fminsearch, where the objective of the optimisation was 

the NSE of the parameterised Madritsch incoming longwave radiation versus the measured 

Suldenferner AWS radiation. Effectively, different parameter combinations were tried iteratively with 

the aim of maximising the NSE. Optimal values of ܿଵ, ܿଶ, ܿଷ, ܿସ and ܿହ were found to be 0.59, -0.36, 

130 m2 W-1, 30 m2 W-1 K-6 and 170 m3 kg-0.5 W-1, respectively. Initial parameter values used for the 

optimisation were those given in the original literature (Unsworth and Monteith, 1975; Dilley and 

O’Brien, 1998). The parameterised longwave radiation had an NSE of 0.70 and an RMSE of 25 W m-

2, which is the same as the lowest RMSE derived by Juszak and Pellicciotti (2013), indicating the 

parameterisation was successful. 

Figure 4.15 shows incoming longwave radiation as parameterised at the Madritsch AWS and as 

measured at the Suldenferner AWS plotted against time for a two-week period. The two datasets are 

well matched on daily timescales. However, on sub-daily timescales, the parameterisation does not 

always capture the full range of incoming longwave radiation values that is captured by the 

measurements. This may be due, in part, to the difference in location of the two weather stations. 
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Figure 4.15 - Incoming longwave radiation as measured at the Suldenferner AWS and as parameterised at the 

Madritsch AWS. 

4.4.6 Comparison to ground-truth data 

In order to compare the remote sensing estimates of debris thickness (modelled debris thickness) with 

the ground-truth pit measurements of debris thickness (measured debris thickness), the remote sensing 

estimates were interpolated at the location of each pit measurement by the nearest neighbour method. 

Performance statistics were then calculated using the deviations of modelled from measured debris 

thickness. The performance statistics that were used were the median error (ME) and the median 

absolute error (MAE). These statistics were chosen specifically because they are robust and therefore 

insensitive to the maximum debris thickness value that was used (i.e. 0.67 m). Statistics such as the 

mean error and the RMSE were avoided because they were found to favour approaches that predicted 

thinner debris. This is because the surface temperature versus debris thickness curve is very nonlinear: 

small errors in surface temperature or other input variables have a much greater effect on the debris 

thickness estimates derived from higher surface temperature values than from lower surface 

temperature values. ME is an indicator of overall accuracy, while MAE is an indicator of overall 

precision. ME was calculated as: 

 ME ൌ medianሺ݄௠௢ௗ െ ݄௠௘௔௦ሻ (4.54)

where ݄௠௢ௗ is modelled debris thickness and ݄௠௘௔௦ is measured debris thicknesss. MAE was 

calculated as: 

 MAE ൌ medianሺ|݄௠௢ௗ െ ݄௠௘௔௦|ሻ (4.55)
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If several pit measurements were within the same pixel of the modelled or remote sensing-derived 

debris thickness output, the mean of those pit measurements was taken. Pit measurements of debris 

thickness were excluded from the analysis if the ice surface was not reached during excavation, if the 

glacier surface at the location of the measurement was debris-free, or if the location of the 

measurement was outside the designated glacier margin.  

4.4.7 Comparing different approaches 

The different remote sensing approaches to quantifying debris thickness were compared with each 

other by ranking them in terms of the statistical measures of performance (ME and MAE) described 

above. The approaches were ranked in terms of each of the performance statistics, using the MATLAB 

function tiedrank, and then in terms of mean of the two ranks. This was done for each experiment and 

for each model run. An overall ranking was determined for each approach by ranking the approaches 

in terms of the mean of their model run rankings.   

4.4.8 Sensitivity testing 

The sensitivities of the different approaches were tested by perturbing their input variables, one-by-

one, towards smaller and larger values, and observing the change in modelled glacier-wide median 

debris thickness. Meteorological variables were perturbed using approximations of instrument 

accuracy. Debris properties and atmospheric variables were perturbed using approximations of on-

glacier variability if the variable had been measured, or data from the literature, if the variable had not 

been measured. All perturbations were symmetric for each variable, i.e. the perturbation towards the 

larger value was the same as the perturbation towards the smaller value. However, meteorological 

variables of which it is impossible to have a negative value were forced to be positive. Perturbation 

values are shown in Figure 4.21. 

4.4.9 Data preparation 

Satellite image time and date were extracted from the metadata of the AST08 image of each image set. 

The elevation model and emissivity images were resampled to the same resolution as the surface 

temperature images using a nearest neighbour approach. Slope and aspect were calculated from the 

resampled elevation model using the MATLAB functions gradient, atand and atan2d. Decimal degrees 

were converted to UTM and vice versa (this was necessary for doing the solar calculations) using the 
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MATLAB functions utm2ll and ll2utm (Beauducel, 2015). Debris and glacier masking were carried 

out using the MATLAB function inpolygons (Kearney, 2016). 

4.4.10 Melt modelling 

A forward model of sub-debris melting was used to investigate the effect of using remote sensing 

estimates instead of field measurements of debris thickness to model sub-debris melting. Melt 

modelling was carried out using both the field measured thicknesses and the highest ranked remotely 

sensed thicknesses as the debris thickness input. The forward model that was used was the modified 

DEB model (Reid and Brock, 2010) that was inverted for use in the DEB1 approach, as described 

above. Meteorological data were distributed as described in Section 4.4.3, and the model was run 

pixel-by-pixel over the whole debris-covered area. Melt modelling was carried out over the 2017 melt 

season, from June 01 to September 30, exclusive of a 14-day spin-up period, using meteorological data 

from the Madritsch AWS. The debris properties and physical constants that were used are as given in 

Table 4.4. Inverse distance weighting, using the three nearest neighbours and a distance weighting of 

one, was used to get the field measurements of debris thickness into a grid of the same size and shape 

as the elevation model. This was done with the MATLAB function IDW (Fatichi, 2009). For each 90-

m pixel of the debris-covered area, melt rate was calculated in terms of metres water equivalent per 

time step, using: 

 
ܯ ൌ

ݐ∆௜ܩ
௙ܮ௪ߩ

 (4.56)

where ܯ is melt rate, ܩ௜ is the conductive heat flux at the debris surface, Δݐ is the AWS time step, ߩ௪ 

is the density of water and ܮ௙ is the latent heat of fusion (Arnold et al., 1996; Reid and Brock, 2010). 

4.5 Results 

4.5.1 Comparison to ground-truth data 

The results of the five experiments and 29 model runs are provided in Table 4.6. The different model 

runs estimate median debris thickness on Suldenferner Glacier to be between 0.035 and 0.17 m, 

compared with the median of the ground-truth pit measurements, which is 0.11 m. From best to worst, 

the ME of the model results ranges from 0.0032 to -0.066 m. This is 0.48-9.9% of the range of the 
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ground-truth debris thickness measurements, 0.0066-0.67 m, indicating that average model 

performance, or overall accuracy, is good. The ME values show that the energy-balance approaches 

and the EXT1 approach consistently underestimate median debris thickness while the SCA1, EXT2 

and EXT3 approaches consistently overestimate median debris thickness, albeit by relatively small 

amounts. From best to worst, the MAE of the model results ranges from 0.040-0.095 m. This is 6-14% 

of the range of the ground-truth measurements, indicating that performance with respect to individual 

ground-truth measurements, or overall precision, can be poor.  

Distributed debris thickness fields generated as part of Experiment 1, which used the 26-Aug-2016 

daytime images and on-glacier meteorological data, are shown in Figure 4.16. Figure 4.16 

demonstrates that all the approaches produce spatially variable debris thicknesses over the surface of 

Suldenferner Glacier that are comparable to the ground-truth pit measurements (Figure 4.16, bottom 

Table 4.6 – Performance statistics, coefficient values and rankings for all model runs. ݄௠௘ௗ is median glacier-

wide debris thickness. 

Exp’t 
(run) 

Model 
 ࢊࢋ࢓ࢎ
(m) 

ME 
(m) 

MAE 
(m) 

 ૛ࢉ ૚ࢉ
 ࢔࢏࢓࢙ࢀ
(°C) 

 ૞ૢࡼ࢙ࢀ
(°C) 

 ࢊ࢑
(W m-

1 K) 

Exp’t 
rank 

Overall 
rank 

1(1) SCA1 0.167 0.054 0.095 - - 6.15 30.55 - 9 27 
1(2) SEB1 0.041 -0.053 0.053 - - - - - 7 17 
1(3) SEB2 0.045 -0.047 0.052 0.10 - - - - 3 11 
1(4) SEB3 0.052 -0.039 0.050 1.27 - - - - 1 9 
1(5) SEB4 0.046 -0.042 0.066 - - - - - 5 21 
1(6) DEB1 0.041 -0.048 0.066 - - - - - 8 23 
1(7) EXT1 0.055 -0.013 0.073 0.44 134.92 - - - 4 15 
1(8) EXT2 0.132 0.031 0.053 207.92 -9.28 - - 0.74 1 7 
1(9) EXT3 0.129 0.032 0.069 791.93 -24.80 - - - 5 21 
2(10) SCA1 0.167 0.054 0.095 - - 6.15 30.55 - 9 27 
2(11) SEB1 0.060 -0.028 0.048 - - - - - 3 2 
2(12) SEB2 0.066 -0.021 0.053 0.10 - - - - 3 4 
2(13) SEB3 0.076 -0.011 0.057 1.27 - - - - 1 5 
2(14) SEB4 0.062 -0.019 0.062 - - - - - 5 10 
2(15) DEB1 0.062 -0.005 0.067 - - - - - 3 11 
2(16) EXT1 0.055 -0.013 0.073 0.44 134.92 - - - 7 15 
2(17) EXT2 0.132 0.031 0.053 207.92 -9.28 - - 0.74 6 7 
2(18) EXT3 0.129 0.032 0.069 791.93 -24.80 - - - 8 21 
3(19) SCA1 0.154 0.062 0.083 - - 4.85 31.35 - 8 29 
3(20) SEB1 0.035 -0.066 0.066 - - - - - 8 26 
3(21) SEB2 0.038 -0.061 0.061 0.11 - - - - 6 23 
3(22) SEB3 0.044 -0.053 0.053 1.27 - - - - 1 13 
3(23) SEB4 0.039 -0.053 0.054 - - - - - 3 19 
3(24) DEB1 0.034 -0.064 0.064 - - - - - 7 25 
3(25) EXT1 0.075 -0.003 0.076 0.28 85.90 - - - 4 13 
3(26) EXT2 0.114 0.013 0.055 241.94 -10.61 - - 0.78 1 6 
3(27) EXT3 0.126 0.032 0.065 631.82 -18.25 - - - 4 18 
4(28) DEB1 0.073 -0.030 0.042 - - - - - 1 2 
5(29) DEB1 0.110 0.003 0.040 - - - - - 1 1 
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left). That is, they indicate thin debris upglacier and towards the centreline and thick debris 

downglacier and towards the margins. They reproduce thick debris on the northern margin, above 

which there are south-facing rock slopes from which the sediment flux to the glacier surface is high, 

and thin debris downglacier of the Payerferner ice fall from which the ice flux is high. They also tend 

to reproduce thicker debris around the confluence of the Payerferner ice fall and Suldenferner Glacier 

proper, where there is a relict medial moraine. 

 

Figure 4.16 – Modelled debris thickness as given by the different approaches using Experiment 1 data. Ground-

truth pit measurements of debris thickness are shown bottom left. Coordinate system is WGS84 UTM 32N. 
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In Figure 4.17, modelled debris thicknesses generated using Experiment 1 data are plotted against 

measured debris thicknesses. It shows that, although spatial patterns of debris thickness were 

reproduced, there are sometimes large differences between modelled and measured debris thicknesses 

for individual ground-truth pit measurements. This reinforces what is shown by the performance 

statistics: that while overall accuracy can be good, errors on individual measurements can be large and 

precision can be poor. Again, it can be seen that some approaches tend to underestimate while others 

tend to overestimate debris thickness. It is clear from these plots that, as should be expected, the errors 

on individual pit measurements increase with debris thickness. 

 

Figure 4.17 – Plots of modelled against measured debris thickness as given by the different approaches using 

Experiment 1 data. 
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All the models reproduced the general shape of the debris thickness frequency distribution (Figure 

4.18). That is, they reproduced the skew towards thinner debris that is apparent in the pit 

measurements.  

 

Figure 4.18 – Frequency distributions of debris thickness as given by the different approaches using Experiment 

1 data. 

Further, Figure 4.19 shows that most of the approaches reproduced a surface temperature-debris 

thickness curve that is similar in shape to the curve described by the pit measurements, whereby 

surface temperature increases rapidly with debris thickness at first, then asymptotes towards a 

maximum value. The exceptions to this are the SCA1 and EXT1 approaches, whose curves asymptote 

much more slowly and much more quickly, respectively, with respect to debris thickness, than the pit 

measurements. An interesting feature of these plots is that the data produced using the energy-balance 

approach tend to plot along the ‘thin edge’ of the pit measurements data envelope (see Figure 4.19 
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SEB1). Conversely, the extrapolation approaches and the scaling approach plot through the middle of 

this envelope. 

 

Figure 4.19 – Plots of surface temperature against debris thickness for each of the debris thickness quantification 

approaches using Experiment 1 data. 

4.5.2 Comparison of different approaches 

Of the nine different debris thickness quantification approaches, the EXT2 approach performed best 

overall, ranking first. The SEB3 approach ranked second, and the DEB1 approach ranked third (Table 

4.7). The SEB3 approach and the EXT2 approaches performed joint best in Experiment 1, which used 

the 26-Aug-2016 daytime images with the on-glacier meteorological data; the SEB3 approach 

performed best in Experiment 2, which used the 26-Aug-2016 daytime images with the off-glacier 

meteorological data; and the EXT2 approach performed best in Experiment 3, which used the 02-Aug-

2013 daytime images with the off-glacier meteorological data.  
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Table 4.7 – Mean overall rankings of different debris thickness quantification approaches. 

Model Mean overall rank 
DEB1 3 
EXT1 5 
EXT2 1 
EXT3 8 
SCA1 9 
SEB1 6 
SEB2 4 
SEB3 2 
SEB4 7 

  

The best two model runs overall were those for which the DEB1 approach was used with the 02-Jul-

2015 night-time images, runs 28 and 29. Run 29, which used the off-glacier meteorological data, was 

the best, while Run 28, which used the onglacier meteorological data, was the second best. The results 

of Run 28 are shown in Figure 4.20. As the DEB1 approach was the only approach used in 

experiments 4 and 5, it ranked highest in both of these experiments. 

 

Figure 4.20 – Results of Run 28. (a) Distributed debris thickness output. (b) Modelled surface temperature 

against debris thickness. (c) Modelled against measured debris thickness. (d) Modelled and measured debris 

thickness histograms. Coordinate system is WGS84 UTM. UTM zone is 32N. 
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4.5.3 Sensitivity and transferability 

Figure 4.21 shows the sensitivities of the nine debris thickness quantification approaches to 

perturbations in their input variables. One of the first things to be noticed is that all the energy-balance 

approaches have very similar sensitivities. They are sensitive to surface temperature, debris thermal 

conductivity, debris surface roughness length, incoming shortwave and longwave radiation, air 

temperature and, to a lesser extent, debris albedo. The scaling approach is insensitive to surface 

temperature but very sensitive to changes in the values that are used for ݄௠௜௡ and ݄௠௔௫. The 

extrapolation approaches, which use only surface temperature as an input variable, are insensitive to 

changes in surface temperature. However, it is likely that they are sensitive to the location of the 

debris thickness measurements that were used in the process of fitting their free parameters, which is 

something that was not tested. Further, sensitivity to surface temperature was tested by perturbing all 

the pixels of each surface temperature image by the same amount, whereas in reality surface 

temperature errors are likely to vary between pixels, and inter-pixel surface temperature errors are 

likely to affect the scaling and extrapolation approaches disproportionately because the debris 

thickness estimates made using these approaches are derived from fitting to the measured surface 

temperature of individual pixels.  

Comparing the mean of the overall ranks of the energy-balance runs for which on-glacier 

meteorological data was used with the mean of the overall ranks for which off-glacier meteorological 

data were used (Table 4.6) indicates that the energy-balance models perform similarly either way, but 

marginally better using off-glacier meteorological data (mean on-glacier rank is 14, mean off-glacier 

rank is 13).  

It is difficult to assess the transferability of the methods because there are so few image sets. However, 

taking the mean of the overall ranks of the different experiments suggests performance varies 

considerably depending on the input data (i.e. satellite image, site of weather station) that are used. For 

example, the mean rank of Experiment 1 is 17, of Experiment 2 is 11 and of Experiment 3 is 19. The 

mean of the overall ranks for experiments 4 and 5 are 2 and 1, respectively. 
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Figure 4.21 – Sensitivities of the different debris thickness quantification approaches to input variable 

perturbations.  

4.5.4 Melt modelling 

Cumulative melt for the debris-covered area of Suldenferner Glacier in the 2017 melt season had 

similar values and patterns when modelled using as input (1) inverse distance weighted (IDW) ground-

truth debris thickness values, and (2) DEB1 approach-derived debris thickness values (Figure 4.22a, 

b). In both cases, most melt was modelled to occur where the debris is thin, near the Payerferner-

Suldenferner confluence, and least melt was modelled to occur near the terminus and near the northern 

margin, where the debris is thick. However, it is apparent that cumulative melt calculated using the 

DEB1 debris thickness values is relatively homogenous, while cumulative melt calculated using the 

IDW ground-truth values is relatively heterogeneous. Melt modelling using the DEB1 debris 

thicknesses gives a moderately lower cumulative melt volume than melt modelling using the IDW 

ground-truth debris thicknesses (Figure 4.22c). However, melt volume rates are well matched (NSE = 

0.93; Figure 4.22d). Total melt volume due to sub-debris melting for the whole debris-covered area 

during the 2017 melt season was estimated to be ~1.4 x 106 m3 (1.3 x 106 m3 using the DEB1 remote 
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sensing estimates of debris thickness, 1.5 x 106 m3 using the IDW field measurements), while average 

melt volume rate was estimated to be as great as ~2000 m3 hr-1 (1800 m3 hr-1 using the remote sensing 

estimates of debris thickness, 2100 m3 hr-1 using the field measurements). 

 

Figure 4.22 – Results of melt modelling for 2017 melt season. (a) Cumulative melt as modelled using inverse 

distance weighted measured debris thicknesses. (b) Cumulative melt as modelled using Run 29 modelled debris 

thickness. (c) Modelled evolution of cumulative melt through the melt season. (d) Modelled melt volume rate 

through the melt season. The coordinate system of (a) and (b) is WGS84 UTM, zone 32N. 
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4.6 Discussion 

4.6.1 Comparison to ground-truth data 

Data presented in Section 4.5.1 show that thermal remote sensing methods of quantifying supraglacial 

debris thickness are able to reproduce debris thickness measurements made in the field, and that 

surface temperature is a suitable remote sensing quantity with which to inverse-model supraglacial 

debris thickness. However, they also show that the precision of thermal remote sensing-derived debris 

thickness estimates can be poor and that most of the approaches tend to under or overestimate debris 

thickness to some extent. It is particularly striking that the precision of the remote sensing estimates of 

debris thickness decreases with debris thickness. This is because surface temperature sensitivity to 

debris thickness decreases as debris thickness increases. Therefore, as debris thickness increases, 

relatively small errors in input data can result in large errors in estimated debris thickness. The 

implication of this is that while thermal remote sensing approaches can be used effectively to quantify 

the thickness of thinner debris, which is more important in terms of melt modelling, they are less 

effective in quantifying the thickness of thick debris (cf. Schauwecker et al., 2015). 

It seems likely that the energy-balance approaches underestimate debris thickness largely due to intra-

pixel debris thickness variability (cf. Rounce and McKinney, 2014). If debris thickness is variable 

within individual pixels of a surface temperature image, thinner debris cover will be over-represented 

because surface temperature saturates towards greater values of debris thickness. This is why modelled 

debris thicknesses sit on the ‘thin edge’ of the pit measurements data envelope in Figure 4.19. Another 

reason the energy-balance approaches underestimate debris thickness could be that using a relatively 

low-resolution elevation model causes incoming shortwave radiation to be overestimated (cf. Rounce 

and McKinney, 2014). For example, low-resolution elevation models typically have smoother surfaces 

than high-resolution elevation models, so fewer pixels will be in the shade at any one time (cf. Arnold 

and Rees, 2009). Overestimating the shortwave radiative heat flux will cause the conductive heat flux 

to be artificially large, and modelled debris thickness will compensate by decreasing. The scaling and 

extrapolation approaches should not be affected so much by debris thickness variability or by 

elevation model resolution, but variously over or underestimate debris thickness depending how well 

their equations describe the relationship between surface temperature and debris thickness. For 

example, the EXT1 approach underestimates the thickness of thin debris, overestimates the thickness 

of thick debris, and underestimates median debris thickness (Figure 4.17). This suggests the surface 

temperature-debris thickness relationship is not well represented by an exponential fit. The same is 
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true for the SCA1 approach. The rational form of Equation (4.21) seems to satisfactorily describe the 

relationship between quasi-daily mean surface temperature and debris thickness, while the rational 

form of Equation (4.22), poorly describes the relationship between daytime surface temperature and 

debris thickness.  

In terms of the energy-balance approaches, the problem of intra-pixel debris thickness variability is 

difficult to address. This is because accounting for intra-pixel debris thickness variability requires 

intra-pixel debris thickness to be known a priori, in which case the problem is circular. If higher 

resolution surface temperature imagery were available, the effect could be minimised. However, 

thermal-band satellite imagery is typically provided at lower spatial resolution than optical satellite 

imagery, and the highest spatial resolution thermal imagery currently available is that of Landsat 7 at 

60 m. Using night-time imagery seems to go some way towards addressing the problem of intra-pixel 

debris thickness variability, and this is discussed further below (Section 4.6.2). The problem of 

elevation model resolution is more readily resolvable on the basis that high-resolution elevation 

models are increasingly freely available (e.g. Shean, 2017). The ALOS AW3D30 elevation model 

used in this study was resampled to 90 m in order that it was same resolution as the surface 

temperature images. However, with a few modifications and an increase in computational cost, the 

energy-balance approaches could be used with higher resolution elevation data as input.  

4.6.2 Comparison of different approaches 

The model ranking results indicate that the EXT2, then the SEB3, then the DEB1 approaches are the 

best approaches with which to quantify debris thickness by thermal remote sensing (Table 4.7). 

However, it is recommended that the EXT2 approach should be used if there are sufficient well-

distributed field measurements of debris thickness to extrapolate from, while the DEB1 approach 

should be used if there are no field measurements of debris thickness to extrapolate from.  

In the first instance, the EXT2 approach should be used because not only does it perform the best of all 

the models that were tested, but it is very simple and easy to implement. It performs well because, as 

long as there are enough in-situ debris thickness data, and as long as those data cover enough different 

types of the glacier surface, the fitting process accounts implicitly for the confounding factors that 

affect the energy-balance approaches, such as intra-pixel debris thickness variability and shading.  

In the second instance, the DEB1 approach should be used over the SEB3 approach because, although 

the latter ranked higher than the former, it did so for the wrong reasons. With respect to the static 

energy-balance approaches, the intention of attaching a coefficient to the conductive heat flux, as in 
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Equation (4.10), is to improve the representation of the conductive heat flux (e.g. Rounce and 

McKinney, 2014). However, the value of such a coefficient is necessarily arbitrary because the 

nonlinearity of the temperature gradient within the debris must change with debris thickness and with, 

for example, location on the glacier and shading history (cf. Schauwecker et al., 2015). This is 

apparent from the debris temperature profiles shown in Figure 4.5 and the change of heat storage 

factor with time in Figure 4.4. Approximating the conductive heat flux in this way will cause the 

thickness of debris thicker than some threshold value to be underestimated and the thickness of debris 

thinner than some threshold value to be overestimated. Therefore, the conductive heat flux is better 

represented physically using the dynamic energy-balance approach. In fact, attaching a coefficient to 

the conductive heat flux in Equation (4.10) causes the SEB3 approach to rank higher than the DEB1 

approach because it shifts the surface temperature-debris thickness curve to the right and in doing so 

reduces the confounding effects of intra-pixel debris thickness variability and DEM resolution. 

Although this could be viewed as an advantage, the value of the coefficient is arbitrary unless debris 

thickness is known in advance, in which case, as is discussed above, the problem becomes circular. 

The two best model runs in terms of performance statistics were those in which the DEB1 approach 

was used with night-time surface temperature and emissivity images, indicating that there is some 

unexplored potential in the use of night-time thermal imagery for quantifying supraglacial debris 

thickness (experiments 4 and 5, Table 4.6). It is possible that the DEB1 approach works particularly 

well with night-time imagery because the surface temperature range of the debris is narrower at night, 

and because a narrower surface temperature range would act to minimise the effect of intra-pixel 

debris thickness variability on the debris thickness estimates. Additionally, the way in which incoming 

shortwave radiation is distributed becomes less important because there is no incoming shortwave 

radiation at the time of the night-time satellite images. The use of night-time thermal imagery is 

something that should be investigated further, although there are potential problems around 

georectification and cloud cover identification, which are both more problematic when using night-

time imagery.  

4.6.3 Sensitivity and transferability 

The results of the sensitivity tests give an indication of which variables need to be well-constrained 

order for a particular approach to perform well, or which variables need most to be included in an 

uncertainty analysis if uncertainties are to be calculated. For example, in the case of the SCA1 

approach, which is very sensitive to changes in the values that are used for ݄௠௜௡ and ݄௠௔௫, ݄௠௜௡ and 

݄௠௔௫ would need to be well-known in order for the approach to perform as expected. This highlights a 
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fundamental problem with the SCA1 approach, in that there is no way of knowing the values of these 

variables. In the case of the energy-balance approaches, the sensitivity tests show that, in order to 

accurately reproduce debris thickness, debris thermal conductivity and surface roughness length need 

to be well-constrained, as do surface temperature, incoming shortwave and longwave radiation and, to 

a lesser extent, air temperature, wind speed and debris albedo. These findings are similar to those of 

Rounce and McKinney (2014) and Foster et al. (2012). Surface roughness length and thermal 

conductivity are likely to be particularly problematic for glaciers on which they have not been 

measured, as both can vary widely, even on individual glaciers (Miles et al., 2017; Rowan et al., 

2017). Incoming shortwave radiation and air temperature are less problematic because they are more 

predictable. However, wind speed, for example is very difficult to predict in mountain environments 

and is an important modifier of the turbulent heat fluxes. The extrapolation approaches are generally 

insensitive because they are fitted using in-situ debris thickness data. In this case, the sensitivity tests 

highlight one of the major benefits of the extrapolation approaches.   

The fact that the approaches perform about the same or marginally better when forced using off-

glacier meteorological data than when forced using on-glacier meteorological data indicates that on-

glacier meteorological data is not a pre-requisite for estimating debris thickness from thermal satellite 

imagery. Although the off-glacier weather station is relatively close to Suldenferner Glacier, this 

finding lends confidence to the idea that the energy-balance approaches may be more widely 

applicable. Conversely, on the basis that model performance varies considerably depending on the 

input data that is used, input data quality is clearly an important aspect of the transferability of the 

various approaches. 

With regards to the extrapolation approaches, the primary barriers to wider application are that field 

measurements of debris thickness are needed in order to carry out the fitting procedure, and that the 

relationship between debris thickness and surface temperature is likely to be distorted by elevation. 

The extrapolation approaches might perform better on Suldenferner Glacier, which is relatively small 

and whose debris cover occurs within a relatively narrow elevation range, than on other, larger 

glaciers. These barriers preclude the use of extrapolation approaches in more remote areas, where field 

measurements of debris thickness are difficult to make, and limit how useful they might be in 

mountain ranges such as the Himalaya, where glaciers can be considerably bigger. With regards to the 

energy-balance approaches, the barriers to wider application are the availability of good quality, high-

resolution meteorological data and knowledge of the debris properties to which the energy-balance 

approaches are most sensitive, such as surface roughness length, thermal conductivity and albedo. As 

demonstrated by Kraaijenbrink et al. (2017), the scaling approach can be used over large areas and 
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where it is difficult to do fieldwork. However, this may be done at the expense of the quality of the 

output. In particular, where debris cover extends to high elevations, the value of ௦ܶ௠௜௡ could be close 

to 0°C, which could cause the scaling approach to significantly underestimate debris thickness. 

The results of the sensitivity tests also show how perturbing the different input variables increases or 

decreases modelled debris thickness. For example, increasing debris albedo when using the energy-

balance approaches causes the shortwave heat flux to decrease, which causes the conductive heat flux 

to compensate by decreasing also, which causes modelled debris thickness to increase. As a 

consequence, if albedo is overestimated, debris thickness will be overestimated as well (as can be seen 

in Figure 4.21). Conversely, if incoming longwave or incoming shortwave radiation are overestimated, 

the radiative heat fluxes will be too high, which will cause the conductive heat flux to compensate in 

the other direction, and debris thickness will be underestimated. An interesting case is that if the value 

used for the thermal conductivity of the debris is overestimated, debris thickness compensates by 

increasing and will be overestimated. Debris water content was not considered in the sensitivity 

analysis. However, increasing water content should decrease the conductive heat flux (Collier et al., 

2014)26 and cause debris thickness to be underestimated. It is crucial, then, that these input variables 

are known as accurately as possible, or, if this is not possible, that they are accounted for when making 

uncertainty estimates. 

4.6.4 Melt modelling 

The melt modelling data show that remote sensing-derived debris thickness estimates can be used as 

input to a distributed melt model with similar results to when field measurements of debris thickness 

are used. Using the remote sensing estimates instead of the field measurements leads to a slightly 

smaller estimate of total melt volume. However, the relatively high NSE value shown in Figure 4.22 

indicates that it should be preferable, at least, to use remote sensing estimates of debris thickness to 

model melt than e.g. to assume that the glacier is debris-free or that it is covered in a debris layer of 

invariable thickness. Another implication, given the modelled melt patterns shown in Figure 4.22, 

where melt rates are highest upglacier towards the equilibrium line, is that the surface slope of the 

debris-covered tongue of Suldenferner Glacier is highly likely shallowing as a result of the current 

                                                      
26 By reducing the thermal diffusivity of the debris cover via changes in its density, specific heat capacity and 
thermal conductivity. Collier et al. (2014) found that modelling the surface temperature of a 0.23 m debris layer 
both with and without representing changes in debris water content resulted in mean surface temperature 
differences of 0.2-0.6 °C. 
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debris thickness distribution, which is likely to result in reduced ice flow and stagnation into the future 

(e.g. Benn et al., 2012). 

4.7 Summary 

Nine different thermal remote sensing approaches to quantifying supraglacial debris thickness were 

tested against ground-truth measurements of debris thickness on Suldenferner Glacier, Italy. One was 

a scaling-type approach, four were static energy-balance approaches, one was a dynamic energy-

balance approach, and the final three were extrapolation approaches. Median error (ME) and median 

absolute error (MAE) were used as measures of agreement between modelled and measured debris 

thickness, and as a basis for ranking the different approaches. Debris thickness was estimated using all 

nine approaches in combination with three sets of surface temperature and emissivity images, one set 

of which were night-time images, using both on- and off-glacier meteorological data. The key findings 

are as follows:  

 Thermal remote sensing can be used to quantify supraglacial debris thickness on debris-covered 

glaciers. All of the approaches reproduce the spatial pattern of debris thickness shown by the 

ground-truth measurements. Additionally, all of the approaches reproduce the shape of the 

frequency distribution of the ground-truth debris thickness measurements, and all but one of the 

scaling approaches (SCA1) and one of the extrapolation approaches (EXT1) reproduce the 

relationship between surface temperature and debris thickness shown by the ground-truth 

measurements. 

 The approaches are relatively good at quantifying debris thickness at the glacier scale. Median 

error is generally low, indicating good overall accuracy. However, all consistently over or 

underestimate debris thickness, even if only by small amounts. In particular, the energy-balance 

approaches tend to underestimate debris thickness, which is probably due to intra-pixel debris 

thickness variability and low elevation-model resolution. The approaches are not so good at 

quantifying debris thickness at individual locations on the glacier: median absolute error is 

generally high, indicating poor precision. Also, as should be expected, the precision and accuracy 

of debris thickness estimates decreases with increasing surface temperature as the conductive heat 

flux from the debris surface becomes negligible.  

 On the basis of the performance of the different approaches, it is recommended that if there are 

well-distributed debris thickness measurements available to extrapolate from, the EXT2 

extrapolation approach, which extrapolates debris thickness using pseudo-daily mean surface 



4.7 Summary 151

 

temperatures, should be used to quantify supraglacial debris thickness. This approach had the best 

performance statistics overall, requires only surface temperature and debris thickness 

measurements as input data, is simple to implement, and is insensitive to surface temperature 

perturbations. 

 If there are no debris thickness data available to extrapolate from, it is recommended that the 

DEB1 dynamic energy-balance approach, which minimises the mismatch between modelled and 

measured surface temperature by varying debris thickness in a dynamic energy-balance model, 

should be used to quantify debris thickness. The performance statistics of the SEB3 static energy-

balance approach were slightly better than those of the DEB1 approach. However, the SEB3 

approach employs a coefficient with the conductive heat flux, the value of which is arbitrary 

without knowing debris thickness a priori. The DEB1 approach is computationally expensive but 

physically realistic in the way it describes transient heat conduction through the debris.  

 All the energy-balance approaches are sensitive to perturbations in debris thermal conductivity 

and surface roughness length, so these variables should be known or included in an uncertainty 

assessment. Additionally, the energy-balance approaches were found to perform slightly better 

when they were forced using off-glacier (but nearby) meteorological data than when they were 

forced using on-glacier meteorological data, indicating on-glacier meteorological data is not a pre-

requisite for quantifying debris thickness by these approaches. 

 A particularly interesting finding is that using the DEB1 approach with the night-time images 

provided the best results overall. This is likely because the effects of intra-pixel debris thickness 

variability and elevation model resolution are less of a problem when using night-time imagery. 

The implication of this is that night-time imagery should be used to quantify debris thickness 

where possible, and the use of night-time imagery for quantifying debris thickness should be 

investigated further in future studies. 

 Finally, using remote sensing-derived debris thicknesses as input to a forward model of sub-debris 

melting was found to produce similar results as using inverse distance weighted in-situ-measured 

debris thicknesses as input to the same model. Therefore, debris thickness estimates made by 

thermal remote sensing approaches such as those that are recommended in this study, combined 

with a suitable glacier or melt model, should lead to improved prediction of sub-debris melting on 

debris-covered glaciers 

.





 

 

5 Regional-scale thermal remote sensing 

5.1 Context 

Glacier modelling studies have demonstrated that the extent and thickness of supraglacial debris layers 

are important controls on total melt in glacierised watersheds and mountain ranges (e.g. Collier et al., 

2015). This is because the surface energy and mass fluxes of debris-covered ice are strongly altered 

from those of debris-free ice depending on debris thickness. Across such large scales it is very 

difficult, if not impossible, to measure debris thickness by fieldwork alone, due to issues of time, cost 

and accessibility. Therefore, a remote sensing approach must be taken. However, while numerous 

remote sensing approaches have been developed to quantify debris thickness at the glacier scale(see 

Section 2.1), applying these approaches at larger scales is difficult and has been attempted only rarely 

(e.g. Kraaijenbrink et al., 2017; Groos et al., 2017). One of the primary reasons for this is data 

availability, or a lack thereof, and another is uncertainty about the validity of such approaches.  

In terms of data availability, the wider use of remote sensing methods of quantifying debris thickness 

is limited by the availability of appropriate satellite imagery, whether it be thermal imagery, stereo 

optical imagery for elevation models, or SAR imagery. However, there are a number of additional 

considerations. For example, the use of energy-balance remote sensing methods (both thermal- and 

elevation-change type) is further limited by a lack of high-quality meteorological data and by 

incomplete knowledge of debris properties such as albedo, thermal conductivity and surface roughness 

length (e.g. Foster et al., 2012; Rounce and McKinney, 2014; Schauwecker et al., 2015; Rounce et al., 

2018). The use of SAR remote sensing methods (e.g. Huang et al., 2017) is limited by a lack of 

knowledge of geophysical debris properties, such as dielectric permittivity, by the cost of the 

appropriate SAR imagery, and by the shallow viewing angle of SAR systems. Elevation-change type 

remote sensing methods require ice thickness and surface velocity data. A full account of these 

limitations is given in Section 6.1.2. In terms of uncertainty around the validity of remote sensing 

approaches to quantifying debris thickness, very few studies have been rigorously validated against 
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ground-truth data and there have been no intercomparison studies.27 Chapter 4 showed that thermal 

remote sensing methods can be used to quantify supraglacial debris thickness, but that the best 

possible input data should be used, and uncertainties should be taken into account because precision 

can be poor. 

As long as the problems of data availability and model validity remain unaddressed, accurately 

predicting sub-debris melting, and therefore the run-off from and mass balance of debris-covered 

glaciers, will remain impossible at the regional scale. 

5.1.1 Aims and objectives 

This chapter uses the DEB1 dynamic energy-balance approach, which is a thermal remote sensing 

approach that was developed in Chapter 4, to quantify supraglacial debris thickness on the glaciers of 

three well-studied watersheds in High Mountain Asia: the Langtang and Everest region watersheds, 

Nepal, and the Baltoro watershed, Pakistan. The DEB1 approach was used based on the findings of 

Chapter 4 and on the basis that there were insufficient suitable ground-truth data from which to 

extrapolate debris thickness using an extrapolation-type thermal remote sensing approach. After 

suitable satellite imagery had been found from which debris surface temperature could be derived, the 

problem of data availability was addressed by using a high-resolution reanalysis product as input 

meteorological data and including key meteorological variables and debris properties in an uncertainty 

analysis. The problems of validation and uncertainty were addressed by comparing the remote sensing 

estimates of debris thickness to some of the ground-truth debris thickness data presented in Chapter 3 

combined with ground-truth data from two additional sources. 

The aims of this chapter are to develop a framework for quantifying supraglacial debris thickness at 

the regional scale, and then to answer the following questions: 

 Can a dynamic energy-balance model be used to quantify debris thickness from thermal satellite 

imagery and reanalysis meteorological data at the regional scale?  

 If so, how do remotely sensed estimates of debris thickness compare to ground-truth 

measurements of debris thickness? 

 What are the uncertainties associated with remotely sensed estimates of debris thickness? Do these 

uncertainties explain the difference between remote sensing estimates and ground-truth 

measurements and, if not, why not? 

                                                      
27 Although this is changing now that a new IACS Working group has been set up on the topic of debris-covered 
glaciers: http://www.cryosphericsciences.org/wg_debrisCovGlaciers.html 
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 How does debris thickness vary between and within watersheds, and how will modelled debris 

thickness affect the glaciology of the different study sites into the future? 

5.2 Study sites 

5.2.1 Everest region watershed 

The Everest region watershed (Figure 5.1), in the Himalaya of eastern Nepal, contains some of the 

highest mountains in the world: Everest, Cho Oyu, Makalu, Lhotse and Nuptse. Its glacierised area is 

350 km2 and its debris-covered area is 150 km2. Its percentage debris-covered area is 42%, and it 

comprises 130 glaciers larger than 0.4 km2. Its climate is dominated by the Indian monsoon, which 

occurs during the northern-hemisphere summer. Therefore, its glaciers are summer-accumulation type, 

i.e. most of their annual mass loss and mass gain occurs at the same time, during the northern-

hemisphere summer (e.g. Wagnon et al., 2013). Glacial runoff flows into the river Dudh Koshi, which, 

in turn, flows into one of Nepal’s major rivers, the river Koshi, and ultimately the Ganges. Total 

watershed area is 2600 km2, and the local population is around 3500, supplemented by tens of 

thousands of tourists each year (Byers, 2005). 

There is a well-documented trend towards glacier retreat and mass loss over the previous few decades. 

Bolch et al. (2008) and Thakuri et al. (2014) have each shown independently that glacier area is 

decreasing and debris-covered area is increasing, while Bolch et al. (2008), Nuimura et al. (2011), 

Thompson et al. (2016) and King et al. (2017) have all documented downwasting and negative 

geodetic mass balances. King et al. (2017) found that mass loss is spatially variable but particularly 

high around lacustrine terminating glaciers, while Quincey et al. (2009) observed minimal ice flow 

and widespread stagnation on glacier tongues. A major cause of mass loss is melting at widespread 

supraglacial ponds and ice cliffs (Benn et al., 2012; Thompson et al., 2016; Watson et al., 2016). 

A number of studies have predicted that negative mass balance and mass loss in the Everest region 

will continue into the future and towards the end of the century (Shea et al., 2015; Soncini et al., 2016; 

King et al., 2017). Further, annual river discharge is predicted to decrease (Soncini et al., 2016). 

5.2.2 Langtang watershed 

The Langtang watershed (Figure 5.1), in the Himalaya of Central Nepal, has a glacierised area of 120 

km2, a debris-covered area of 44 km2, and a percentage debris-covered area of 35%. It comprises 46 
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glaciers larger than 0.4 km2. Similar to the Everest region watershed, its climate is dominated by the 

Indian monsoon, and its glaciers are temperate, summer-accumulation type. Runoff flows into the 

river Langtang Khola, which ultimately flows into the Ganges. Total watershed area is 520 km2, and 

the local population is around 4500. 

The annual mass balance of Langtang region glaciers was negative over the final quarter of the 20th 

century and the beginning of the 21st century and, as in the Everest region, highly spatially variable 

(Nuimura et al., 2017; Pellicciotti et al., 2015). Again, as in the Everest region, mass loss is associated 

with stagnation and retreat, and with surface features such as ice cliffs and ponds (Sakai et al., 2000; 

Sakai et al., 2002; Pellicciotti et al., 2015; Miles et al., 2016; Miles et al., 2017; Miles et al. 2018). In 

particular, mass loss on Lirung Glacier is thought to be accelerating due to a positive feedback 

between surface lowering and reduced ice flux (Nuimura et al., 2017).  

The glacierised area and ice volume of the Langtang watershed are both predicted to decline steadily 

towards the end of the century, due to increases in air temperature. River discharge is expected to 

increase until around 2050 and then to decrease (Immerzeel et al., 2012; Immerzeel et al., 2013).  

5.2.3 Baltoro watershed 

The Baltoro watershed (Figure 5.1), in the Karakoram of northern Pakistan, is dominated by Baltoro 

Glacier, which is one of the longest glaciers in the world outside the Polar Regions. At its eastern end 

is K2, the second highest mountain in the world. The glacierised area of the Baltoro watershed is 860 

km2, its debris-covered area is 180 km2 and its percentage debris-covered area is 20%. It comprises 33 

glaciers larger than 0.4 km2. Unlike the climates of the Langtang and Everest region watersheds, the 

climate of the Baltoro watershed is dominated by the mid-latitude westerlies,28 which cause 

precipitation maxima during the northern-hemisphere winter, making Baltoro Glacier winter-

accumulation type. Runoff from the Baltoro watershed flows into the river Shigar, which ultimately 

flows into the Indus. Total watershed area is around 1400 km2, and local population is almost zero. 

Observations have typically suggested that glaciers in the Karakoram are advancing and thickening 

(Hewitt, 2005; Kääb et al., 2015). Gardelle et al. (2013) found a stable to slightly positive geodetic 

mass balance for glaciers of the eastern Karakoram over the first decade of the 21st century, while 

Mayer et al. (2006) and Quincey et al. (2009) demonstrated that, unlike the larger glaciers of the 

Everest and Langtang regions, the majority of Baltoro Glacier is dynamically active. Advance and 

                                                      
28 The Indian monsoon weakens towards the west, so the Karakoram does not get its summer snow like the 
Everest and Langtang regions. 
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positive or stable mass balance in the region has been attributed to recent increases in precipitation and 

slight decreases in air temperature (Hewitt, 2005; Quincey et al., 2009). Despite the fact that it is 

dynamically very active, there are lots of ponds and ice cliffs on the tongue of Baltoro Glacier, 

presumably due to its low surface slope, the number of which is increasing (Gibson et al., 2017). 

Conversely, debris-covered area is decreasing (Gibson et al., 2017). 

Glacier area and ice volume are predicted to decrease into the future, while river discharge is expected 

to increase until around 2050 before dropping off towards the end of the century (Immerzeel et al., 

2013). 

 

Figure 5.1 – The Baltoro, Everest region and Langtang watershed study sites. Debris-free ice is light grey and-

covered ice is dark grey. Glacier outlines are from the Randolph Glacier Inventory v.6 (RGI Consortium, 2017). 

The bottom left image is from Google Earth. Elevation data are from the SRTM (Jarvis et al. 2008). Coordinate 

systems are WGS84 UTM, zones 43N, 45N and 45N for Baltoro, Everest and Langtang, respectively. 
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5.3 Data 

5.3.1 Ground-truth debris thickness data 

Ground-penetrating radar-derived field measurements of debris thickness, made on Lirung Glacier, 

Nepal, and Ngozumpa Glacier, Nepal, as described in Chapter 3, were used with additional pit 

measurements of debris thickness for Baltoro Glacier, Pakistan, and Imja-Lhotse Shar Glacier, Nepal, 

reported by Groos et al. (2017) and provided by David Rounce, respectively (see Figure 5.2), to test 

and validate remote sensing estimates of debris thickness. The range of debris thickness values from 

these four sources is 0.02-7.3 m. 

 

Figure 5.2 – Additional ground-truth debris thickness data, used for validation. Coordinate systems are WGS84 

UTM. UTM zones are 43N for Baltoro and 45N for Imja-Lhotse Shar. Glacier outlines are from the Randolph 

Glacier Inventory v.5 (RGI Consortium, 2017) 

5.3.2 Satellite imagery and elevation models 

The DEB1 approach requires as input data a remotely sensed surface temperature image, an emissivity 

image and an elevation model.  

Surface temperature images were generated using ‘raw’ scenes from the Landsat 8 Collection 1 Tier 1 

scene collection. Landsat 8 Collection 1 Tier 1 ‘raw’ scenes are comprised of digital numbers that 

represent scaled radiance values. They are radiometrically calibrated and orthorectified, and their 

thermal bands (B10 and B11) are collected at 100-m resolution, then resampled to 30-m resolution. 

The best scene for each watershed was selected and downloaded using Google Earth Engine, by 

making a collection of scenes for each study site from all the scenes within the melt season and within 

the time period for which meteorological data were available. The scenes were ordered by cloud 
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cover, then inspected manually using bands B4, B3 and B2, in an optical composite. In cases in which 

there were multiple suitable scenes, the scene closest to the time of the ground-truth measurements 

was chosen. The melt season was defined as 15 May to 15 October, after Rounce and McKinney 

(2014). Ideally, given the findings of Chapter 4, night-time thermal imagery would have been used. 

However, there were too few night-time images to cover the study areas, so the Landsat 8 daytime 

imagery was the best available. In fact, the number of satellite images that met both the melt-season 

and the cloud-cover criteria was surprisingly few, given the frequency of Landsat 8 satellite passes. 

This is because, particularly in the Himalaya and less so in the Karakoram, cloud cover often obscures 

satellite images during the melt season. 

Emissivity images were generated using the ASTER Global Emissivity Dataset (GED) v.3, which is 

described by Hulley et al. (2015), and which is provided globally at 100-m resolution.  

For surface topography and elevation, the Shuttle Radar Topography Mission (SRTM) elevation 

dataset v.4 (CGIAR-CSI) was used (Jarvis et al., 2008). SRTM was chosen over ASTER GDEM v2 

because intercomparison studies have found SRTM products to be more accurate (Frey et al., 2012; 

Gómez-Gutiérrez et al., 2011). 

In order to reduce the effect of cloud and snow cover on the debris thickness estimates being made, 

cloud and snow cover images were generated using the quality assessment band (BQA) provided with 

the Landsat 8 scenes and used as masks.  

Table 5.1 provides the details of the satellite data products that were used in this chapter. 

5.3.3 Meteorological data 

In High Mountain Asia, there are few high-altitude weather stations (Shea et al., 2015), while 

reanalysis datasets such as NCEP/NCAR and ERA-Interim are provided at low spatial and temporal 

Table 5.1 – Overview of the satellite data products that were used in this chapter. 

Product Variable Time and date (UTC) Study site 

Landsat 8 Collection 1 Tier 1 Surface temperature
22-May-2014 04:41:40 Everest region
04-Oct-2014 04:48:08 Langtang 
14-Jul-2013 05:31:12 Baltoro 

SRTM v.4 (CGIAR-CSI) Elevation February 2000 All 
ASTER GED v.3 Surface emissivity 2000-2008 All 
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resolution (6-hour time intervals and > 0.75° grid size) and are therefore not suitable for direct use in 

glaciological analyses without downscaling (e.g. Rye et al., 2010; Collier et al., 2015; Mölg et al., 

2014).  

On this basis, the energy-balance component of the DEB1 approach was forced using meteorological 

data from the High Asia Refined (HAR) analysis dataset (Maussion et al., 2014).29 Specifically, the 

meteorology fields that were used were surface incoming shortwave radiation, surface incoming 

longwave radiation, 2-m air temperature, 10-m wind speed, 2-m specific humidity, surface 

precipitation, surface snow depth and elevation. The HAR dataset is a high-resolution reanalysis 

dataset that is provided at 10-km spatial and hourly temporal resolution from October 2000 to October 

2014, in NetCDF 4 format. It was generated from global analysis data (specifically, a Global 

Forecasting System dataset), by high-resolution atmospheric modelling, or physical downscaling, 

using the Weather Research and Forecasting (WRF) model. Because the HAR analysis was carried out 

at high spatial resolution, it includes glacierised elevations and surface types explicitly. This means 

that the HAR dataset, unlike other reanalysis datasets, can be used directly to force glacier mass- and 

energy-balance models (Mölg and Kaser, 2011). For example, Mölg et al. (2014) used HAR 

meteorology to model the mass balance of Zhandang Glacier, Tibet. 

Figure 5.3 shows key meteorological variables over the Baltoro watershed at the time of the 14-Jul-

2013 satellite pass. Low air temperatures and high values of incoming shortwave radiation can clearly 

be seen over the main northwest-southeast trend of the Karakoram.30  

                                                      
29 Publicly available at https://www.klima.tu-berlin.de/index.php?show=forschung_asien_tibet_har&lan=en  
30 Incoming longwave radiation decreases with altitude because it is emitted by atmospheric gases and is 
strongly linked to air temperature. Both air temperature and humidity, or water vapour content, decrease with 
altitude, so incoming longwave radiation does as well. 
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Figure 5.3 – HAR meteorology of the Baltoro watershed at time of the thermal image from which supraglacial 

debris thickness was quantified. (a), (b), (c), (d) and (e) are incoming shortwave radiation, incoming longwave 

radiation, air temperature, wind speed and specific humidity, respectively. Coordinate system is WGS84 UTM. 

UTM zone is 43N. 

5.3.4 Geospatial data 

RGI v.6 glacier outlines were used to define the spatial extent of the glaciers in each of the three 

watersheds (Pfeffer et al., 2014). 

5.4 Methods 

5.4.1 Quantifying debris thickness 

Debris thickness was quantified using the DEB1 approach, as described in Sections 4.4.1.3.1, 4.4.2, 

4.4.3. That is, for each debris-covered pixel of each watershed, the mismatch between modelled and 

measured surface temperature at the time of each surface-temperature satellite image, was minimised 

by iteratively varying debris thickness. However, a number of adaptations were made to the approach, 

to the ways in which some of the heat fluxes were calculated, and to the ways in which meteorological 

data were distributed, in order to minimise computing time, in order that the approach could be used 
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with HAR dataset meteorological data as input, and in order that the uncertainties around key input 

variables could be considered. These adaptations are as follows: 

(1) The HAR dataset provides specific humidity rather than relative humidity at 2 m above the surface. 

Therefore, specific humidity at the debris surface was calculated by modifying Equation (4.35) such 

that: 

 
௦ݍ ൌ ௔ݍ

௦ܶ

௔ܶ
 (5.1)

where ݍ௔ and ݍ௦ are atmospheric and debris surface specific humidity and ௔ܶ and ௦ܶ are air and debris 

surface temperature. This assumes, as does Equation (4.35), that water vapour in the atmospheric 

surface layer is well-mixed (cf. Collier et al., 2014). 

(2) The HAR dataset was found, by visual inspection of optical satellite images, to indicate that there 

was snow on the ground when there was actually no snow on the ground. Thus a snow depth cut-off of 

0.02 m was defined, i.e. HAR surface snow depths with values < 0.02 m were set to 0 m. This was 

done because the DEB1 approach sets modelled debris surface temperature to 0°C if there is snow on 

the ground, which causes debris thickness to be overestimated if there is, in reality, no ground snow.  

(3) Because there was uncertainty around several of the key input variables to the DEB1 approach, 

Monte Carlo simulations were used to estimate the uncertainty of modelled debris thicknesses (see 

Section 5.4.8), and best estimates of debris thickness, for each pixel of each watershed, were 

considered to be the median of the debris thickness estimates made by those Monte Carlo simulations. 

500 simulations were run in total, creating a probability density function of debris thickness for each 

pixel. 

(4) The DEB1 approach requires minimum and maximum debris thickness values to be set in order 

that modelled debris thickness goes neither to zero nor to infinity if measured surface temperature is 

very low or very high, respectively. These values are used as the initial lower and upper limits of the 

root-finding method that is used to solve for debris thickness. Minimum debris thickness ݄௠௜௡ was 

assumed to be the grain size of the debris, as in Section 4.4.4.3, and was set to 0.01 m after 

Kraaijenbrink et al. (2017). However, choosing a value for maximum debris thickness is more difficult 

because there is not an obvious physical limit on how thick a debris layer can become, and because 

choosing a very high limit significantly increases computing time, because thicker debris requires both 

more iterations of the root-finding method and a longer spin-up. In Chapter 4, a value of 0.67 m was 

used, because this was the maximum debris thickness measured on the glacier. In this chapter, it was 
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decided that an optimal value for maximum debris thickness would be the maximum depth to which 

the daily temperature wave can penetrate within the debris, because surface temperature sensitivity to 

debris thickness, and also melt sensitivity to debris thickness, is likely to be minimal beyond this 

point. On the assumption that debris surface temperature oscillates harmonically on a daily basis, the 

maximum depth to which the daily temperature wave can penetrate within the debris, and therefore 

݄௠௔௫, is given by Carslaw and Jaeger (1959), and was calculated as: 

 ݄௠௔௫ ൌ ௗ (5.2)ߢඥ߱/2/ߦ

where ߢௗ is the effective thermal diffusivity; ߦ is 3ߨ 4⁄ , the first temperature minimum at depth for the 

temperature wave that was initiated during the coldest part of the night before; ߱ is 2ߨ ܶ⁄ , the angular 

frequency of the temperature oscillations at the surface, and ܶ is the number of seconds in a day. 

Because thermal conductivity was included in the Monte Carlo simulations, thermal diffusivity and 

therefore ݄௠௔௫, were allowed to vary from one simulation to the next, and a new value of ݄௠௔௫ was 

calculated for each simulation, depending on the thermal conductivity value that was being used in 

that simulation (ߢௗ ൌ ݇ௗ ⁄ௗܥ , where ݇ௗ is the thermal conductivity and ܥௗ is volumetric heat capacity 

of the debris). Values of ݄௠௔௫ ranged from 0.23-0.45 m. Figure 5.4 shows how dimensionless 

temperature should vary with dimensionless depth in the debris according to Carslaw and Jaeger 

(1959). The DEB1 approach also requires a tolerance value to be set for the root-finding method. This 

was set to 0.005 m. 
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Figure 5.4 – Dimensionless depth against dimensionless temperature of a theoretical debris layer (after Carslaw 

and Jaeger, 1959), given harmonically oscillating surface temperature. ݐ is the time of temperature wave 

initiation, where ݐ ൌ 0 (blue line) is the coldest part of the night before. The maximum depth to which the daily 

temperature wave can penetrate is 34/ߨ, shown by the red marker. 

 

(5) In Chapter 4, a spin-up time of 14 days was used. However, in this chapter, spin-up time was 

reduced to seven days, in order to reduce computing time. Because lower values of ݄௠௔௫ were used in 

this chapter, and because thinner debris requires shorter spin-up times (see Figure 4.7), a spin-up time 

of seven days was considered to be sufficient. 

(6) Air temperature was distributed according to the elevation, ݖ, of each surface temperature pixel 

from the elevation of the HAR elevation field pixel that was closest to it by a constant environmental 

lapse rate of 0.0065 K m-1: 

 ௔ܶ ൌ ௔ܶಹಲೃ െ ݖሺ߁ െ ு஺ோሻ (5.3)ݖ

Where the subscript HAR indicates that the value of the variable is that which is associated with the 

closest pixel of the HAR dataset. The closest pixel of the HAR dataset to each surface temperature 

pixel was found by calculating the distances between the centre of each surface temperature pixel and 

the centres of all the HAR dataset pixels, then finding the minimum of those distances. 

(7) Incoming shortwave radiation was calculated as described in Section 4.4.3, but with a few 

modifications. The HAR dataset provides surface incoming shortwave radiation normal to the 
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horizontal, so the same rules apply as if distributing shortwave radiation from a weather station, except 

that pixels in the HAR dataset are never shaded, so they were treated as if they were always in the sun. 

Therefore, there were only two conditions for distributing shortwave radiation: (1) if the surface 

temperature pixel was in the shade, ܵ ↓	ൌ 	 ܵ ↓ு஺ோ ௗ݂௜௙௙. (2) If the surface temperature pixel was in the 

sun, ܵ ↓ൌ 	ܵ ↓ு஺ோ  ு஺ோ were calculated as according to Equation (4.40). In theܫ and ܫ ு஺ோ, whereܫ/ܫ

case of calculating ܫு஺ோ, ݌௔ was calculated using the HAR elevation model. Clouds are accounted for 

in both the incoming shortwave and incoming longwave radiation products of the HAR dataset.  

(8) The wind speed, incoming longwave radiation, specific humidity, precipitation and snow depth of 

each surface temperature pixel, and of each time step, were assumed to be the same as those of the 

closest pixel of the HAR dataset.  

In addition to these adaptations, prior to debris thickness quantification, a pixel unmixing procedure 

was carried out in order to reduce the effects of supraglacial ponds and ice cliffs on modelled debris 

thickness (Section 5.4.6). The debris thickness quantification procedure was then applied only to 

unmixed surface temperature pixels that were at least partly debris covered. Unless otherwise stated, 

all the values that were used for constants and variables are the same as those given in Table 4.4. To 

run all the Monte Carlo simulations, and therefore to quantify debris thickness, took one to three 

weeks of computing time per watershed on a desktop computer. 

5.4.2 Calculating surface temperature 

Surface temperature images were generated using the first of the two Landsat 8 thermal bands (B10) 

and a single-channel atmospheric correction technique. Ideally both thermal bands would have been 

used according to a split-window atmospheric correction, but Landsat 8 has been affected by far out-

of-field stray light in its thermal bands since it was launched, causing brightness temperature offsets, 

which affect the second thermal band particularly badly. As of April 2017, a stray-light correction was 

made on all Collection 1 data31 (Gerace and Montanaro, 2017). However, at present it is recommended 

that only the first thermal band should be used for quantitative studies. 

First, top-of-atmosphere spectral radiance was calculated from ‘raw’ scene digital numbers, according 

to the Landsat 8 Data Users Handbook: 

௦௘௡ܮ  ൌ ௟ܳ௖௔௟ܯ ൅ ௟ (5.4)ܣ

                                                      
31 https://landsat.usgs.gov/april-25-2017-tirs-stray-light-correction-implemented-collection-1-processing  
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where ܮ௦௘௡ is top-of-atmosphere spectral radiance, ܯ௟ is the B10 multiplicative scaling factor 

provided in the metadata, ܳ௖௔௟ are the digital numbers that represent scaled radiance values, and ܣ௟ is 

the B10 radiance additive scaling factor provided in the metadata. Second, top-of-atmosphere 

brightness temperature was calculated from top-of-atmosphere spectral radiance as: 

 
௦ܶ௘௡ ൌ

ܿଶ
lnሺܿଵ ⁄௦௘௡ܮ ൅ 1ሻ

 (5.5)

where ௦ܶ௘௡ is top-of-atmosphere brightness temperature, and ܿଵ and ܿଶ are thermal conversion 

constants, again from the image metadata. Third, surface temperature was calculated using the single-

channel atmospheric correction algorithm described by Jiménez-Muñoz et al. (2014):  

 
௦ܶ ൌ ߛ ൤

1
௦ߝ
ሺ߬ଵܮ௦௘௡ ൅ ߬ଶሻ ൅ ߬ଷ൨ ൅ (5.6) ߜ

Here, ߝ௦ is surface emissivity, for which the ASTER GDEM product was used, while ߛ and ߜ are 

parameters given by: 

 
ߛ ൎ ௦ܶ௘௡

ଶ

ܾఊܮ௦௘௡
; ߜ ൎ ௦ܶ௘௡ െ

௦ܶ௘௡
ଶ

ܾఊ
 (5.7)

where ߬ଵ, ߬ଶ and ߬ଷ are atmospheric functions: 

 
߬ଵ ൌ

1
߰
;					߬ଶ ൌ െܮ ↓ െ

ܮ ↑
߰
; ߬ଷ ൌ ܮ ↓ (5.8)

where ܾఊ is a constant of value 1324, ߰ is atmospheric transmissivity, and ܮ ↓ and ܮ ↑ are incoming 

and outgoing longwave radiation. Values of ߰, ܮ ↓ and ܮ ↑ were obtained for the centre point of each 

watershed using the NASA atmospheric correction parameter calculator,32 which calculates 

atmospheric correction parameters from spectral response curves generated using the software 

MODTRAN (Barsi et al. 2003; Barsi et al. 2005).  

Figure 5.5 shows surface temperature as calculated for the Langtang watershed at 04:48:08 UTC on 

04-Oct-2014. 

                                                      
32 https://atmcorr.gsfc.nasa.gov/ 
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Figure 5.5 – Surface temperature of the Langtang watershed at 04:48:08 UTC on 04-Oct-2014, from which 

supraglacial debris thickness was quantified. Coordinate system is WGS84 UTM. UTM zone is 45N. 

5.4.3 Calculating surface emissivity 

The spectral range of the first Landsat 8 thermal band (B10), i.e. the band that was used to generate the 

surface temperature images, is 10.60-11.19 μm. Therefore, surface emissivity was calculated as the 

mean emissivity of the two most spectrally similar bands of the ASTER GED (B13 and B14), which 

together have a spectral range of 10.25-11.65 μm.  

5.4.4 Delineating watersheds 

The watersheds of the three study sites were delineated using the SRTM elevation model with the 

Watershed tool in ArcMap. Before using the Watershed tool, sinks in the elevation data were filled, 

then flow direction and flow accumulation images were created using the Fill Sinks, Flow Direction 

and Flow Accumulation tools. Pour points were picked manually at appropriate locations downstream 

of each of the glacierised areas. 
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5.4.5 Delineating debris cover and ponds 

Debris-covered ice and supraglacial ponds were discriminated from debris-free ice within the RGI 

glacier outlines using a Google Earth Engine script (Kraaijenbrink et al., 2017).33 This script uses 

Normalised Difference Vegetation Index (NDVI), Normalised Difference Snow Index (NDSI), surface 

temperature, surface slope and connected-pixel area thresholds to make a classification image. Debris 

cover is identified primarily using an NDSI threshold, and ponds are identified primarily using an 

NDVI threshold. Originally this script delineated debris cover using a thermal composite created from 

the entire Landsat archive. However, it was modified to delineate debris cover and ponds using only 

the Landsat 8 scene that was being used for the debris thickness calculations. Therefore, for each 

watershed, the extent of the debris cover and the location of supraglacial ponds was contemporaneous 

with the satellite image from which debris thickness was quantified. Delineated debris-covered areas 

and total glacierised areas are given in Section 5.2. 

5.4.6 Pseudo pixel unmixing 

There are lots of supraglacial ponds, ice cliffs and patches of debris-free ice in the three study areas 

(Watson et al., 2016; Gibson et al., 2017; Miles et al., 2018). These are potentially problematic for the 

DEB1 approach because they are cold compared to the debris, which should cause debris thickness to 

be underestimated. In order to minimise the effect of ponds and patches of debris-free ice on the debris 

thickness estimates, a pseudo pixel unmixing procedure was carried out. Each surface temperature 

image was resampled to 120-m resolution, starting from its northwest corner, by taking the mean of 

each of its constituent 4x4 pixel blocks. The classification images (Section 5.4.5) were then used to 

                                                      
33 This script is provided in the Supplementary Information of Kraaijenbrink et al (2017). 

Table 5.2 – Overview of the thresholds used to classify debris cover and ponds from debris-free ice, from 

Kraaijenbrink et al. (2017). 

Surface 
type 

NDSI NDVI 
Slope 

(°) 

Surface 
temperature 

(°C) 

Connected 
area (m2) 

Debris < 0.25     
Ice, ice cliffs >=0.25     

Ponds < 0.25 < -0.1 <= 20 > 5  
Small ponds >= 0.25  <= 20 > 5 < 1500 
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make pond/ice fraction images at the same resolution as the resampled surface temperature images, 

and unmixed surface temperature images were created as such: 

 
௦ܶௗ௘௕ ൌ

௦ܶ೛೔ೣ ௣݂௜௫ െ ௦ܶ௜௣ ௜݂௣

ௗ݂௘௕
 (5.9)

where ௣݂௜௫ is pixel fraction (1), ௜݂௣ is ponds and ice cliffs fraction, ௗ݂௘௕ is debris fraction ሺ1 െ ௜݂௣ሻ, 

௦ܶ௣௜௫ is mixed resampled surface temperature, ௦ܶௗ௘௕ is unmixed debris surface temperature and ௦ܶ௜௣ is 

the surface temperature of ponds and ice cliffs, which was assumed 0°C. Assuming the surface 

temperature of ponds is 0°C is an underestimate if ponds are not frozen at their surfaces. However, 

measurements made in the Langtang watershed suggest the amount by which it is an underestimate is 

small34 (Miles et al., 2016). 

Because of the resolution of the Landsat imagery, not all ponds and ice cliffs were successfully 

delineated using the classification procedure described in Section 5.4.5. Therefore, a blanket surface 

temperature correction was made to account for missed ponds and ice cliffs: 

 
௦ܶ೏೐್೎೚ೝೝ

ൌ
௦ܶ೏೐್ܣௗ௘௕ െ ௦ܶ௠௜௦௦ܣ௠௜௦௦

ௗ௘௕೎೚ೝೝܣ
 (5.10)

Here ௦ܶௗ௘௕௖௢௥௥
 is corrected unmixed surface temperature, ௦ܶ௠௜௦௦ is the temperature of missed ponds 

and ice cliffs (also assumed to be 0°C), ܣௗ௘௕௖௢௥௥ is debris area excluding missed ponds and ice cliffs, 

 ௗ௘௕ is debris-covered area including missed ponds. Forܣ ௠௜௦௦ is missed ponds and ice cliffs area andܣ

each of the three watersheds, log-linear relationships (݊௜௣ ൌ ܿଵ ௜ܵ௣
௖మ) were fitted to the number of 

ponds and ice cliffs against pond and ice cliff size, where ݊௜௣ is number of ponds and ice cliffs, ௜ܵ௣ is 

pond and ice cliff size and ܿଵ and ܿଶ are parameters that describe the log-linear fit, and missed pond 

and ice cliff area was calculated after Miles et al. (2017): 

௠௜௦௦ܣ  ൌ
ଵܿߨ

4ሺܿଶ ൅ 1ሻ
൫ܵ௣௜௫൯

௖మାଷ (5.11)

where ܵ௣௜௫ is the pixel size of surface temperature images prior to resampling (i.e. 30 m). Figure 5.6 

shows how pond and ice cliff occurrence varies with pond and ice cliff size for the three watersheds, 

and suggests that the Everest region watershed has both the most and the biggest ponds and ice cliffs, 

followed by the Baltoro watershed, and then by the Langtang watershed. After accounting for missed 
                                                      
34Average pond temperature of Lirung ponds is 1-1.5°C. 
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ponds and ice cliffs, total pond and ice cliff areas for the Everest, Baltoro and Langtang watersheds 

were estimated to be 3.2, 3.7 and 0.61 km2, respectively. 

Ideally, pixel unmixing would have been carried out using surface temperatures calculated at the 

native resolution of Landsat 8 B10. However, as discussed above, Landsat 8 Collection 1 Tier 1 

thermal bands are provided having been resampled to 30-m resolution, hence why this is a pseudo 

pixel unmixing.35 Further, it should be noted that not all ice cliffs are accounted for by this pixel 

unmixing procedure because, unless they are large, they are not picked up by the classification 

algorithm. 

 

Figure 5.6 – Supraglacial pond and ice cliff data from which missed pond and ice cliff area was estimated for 

the three watersheds. 

5.4.7 Masking clouds and snow 

Landsat 8 Collection 1 data products include a quality assessment band (BQA), the bit values of which 

indicate scene pixels of cloud and snow. The quality assessment band is generated using the CFMask 

algorithm (Foga et al., 2017), which is an implementation of the MATLAB FMask algorithm (Zhu et 

al., 2015). Here, the quality assessment band was used to generate cloud and snow masks at the 

original resolution of the surface temperature images (30 m). Unmixed surface temperature pixels that 

contained one or more cloud pixels were excluded from the debris thickness calculations because 

cloud temperature is unknown. However, snow pixels were included in the pixel unmixing (in the 

                                                      
35NASA will provide Landsat 8 imagery at native resolution on request. However, this imagery is provided 
without having been radiometrically or geometrically corrected. 
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ponds and ice cliffs fraction), assuming they had a temperature of 0°C. Figure 5.7 shows an example 

of the cloud and snow masks that were generated. In this way, cloud and snow cover are accounted for 

in the debris thickness quantification procedure as best as possible. 

 

Figure 5.7 – (a) Cloud and (b) snow masks for the Everest region watershed, with glacier outlines in black. 

Coordinate system is WGS84 UTM. UTM zone is 45N. 

5.4.8 Estimating uncertainty 

Monte Carlo simulations were used to determine the uncertainty of the debris thickness estimates 

being made. For each surface temperature pixel of each watershed, the debris thickness model was run 

500 times, each time using different input values for the variables around which the model was found 

to be most sensitive (see Section 4.5.3), i.e. incoming shortwave radiation, incoming longwave 

radiation, air temperature, wind speed, debris albedo, debris thermal conductivity, and debris surface 

roughness length. In this way, a probability density function of 500 debris thickness estimates was 

produced for each surface temperature pixel. Variable values or uncertainties were drawn from 

uniform distributions using the MATLAB function rand. The uncertainty on the surface temperature 

data was assumed to be +/- 1°C given low atmospheric water vapour content considering the scenes 

that were chosen are nearly cloud free (Jiménez-Muñoz et al., 2014), while uncertainties on incoming 

shortwave radiation, incoming longwave radiation, air temperature and wind speed were estimated to 

be +/- 50 W m-2, +/- 50 W m-2, +/- 0.3°C and +/- 0.3 m s-1, respectively. These are roughly 

measurement errors. If applying an uncertainty made negative a variable that has to be positive, the 

value of that variable was set equal to zero (following Machguth et al., 2008). Debris albedo was 

assumed to range from 0.1 to 0.4, debris thermal conductivity was assumed to range from 0.5 to 2 W 

m-1 K-1, and debris surface roughness length was assumed to range from 0.005 to 0.06 m (see Table 

5.3). 
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5.4.9 Comparison to ground-truth data 

Modelled debris thickness values were compared to measured, ground-truth debris thickness values by 

calculating median error (ME) and median absolute error (MAE), as in Section 4.4.6. Modelled debris 

thicknesses were found by nearest-neighbour interpolation using the locations of the measured debris 

thicknesses and, where there were multiple ground-truth measurements within an individual pixel of 

the model output, the mean of those ground-truth measurements was taken. Because surface 

temperature sensitivity to debris thickness decreases rapidly with increasing debris thickness, 

measured debris thicknesses were limited to 0.5 m in this comparison, after Huang et al (2017). 

Additionally, to assess how well the model was able to classify thick from thin debris, an ROC 

analysis was carried out following Herreid and Pellicciotti (2018) and Fawcett (2006). Modelled and 

measured debris thicknesses were classified as being either thick or thin around a value of 0.23 m, 

which is the minimum value of ݄௠௔௫ that was used in the Monte Carlo simulations. The accuracy, 

precision and true-positive rate (TPR) of this classification were then calculated as: 

 
accuracy ൌ

ܶܲ ൅ ܶܰ
ܶܲ ൅ ܲܨ ൅ ܰܨ ൅ ܶܰ

 (5.12)

 
precision ൌ

ܶܲ
ܶܲ ൅ ܲܨ

(5.13)

 
TPR ൌ

ܶܲ
ܶܲ ൅ ܰܨ

(5.14)

Table 5.3 – Debris property ranges used in the Monte Carlo simulations, as estimated from the literature. (1) 

Albedo values > 0.4 assumed to be snow. 

Study 
Surface 

roughness 
length (m) 

Thermal 
conductivity 
(W m-1 K-1) 

Albedo () Glacier/region 

Miles et al. (2017) Appx. 0.03-0.05  Appx. 0.1-0.6 Lirung, Nepal 
Inoue and Yoshida (1980) 0.0035-0.06   Khumbu, Nepal 

Quincey et al. (2017) 0.0184-0.0243  0.21 Khumbu, Nepal 
Takeuchi et al. (2000) 0.0063   Khumbu, Nepal 
Rounce et al. (2015) 0.006-0.043 0.47-1.62  Imja-Lhotse Shar, Nepal 

Kayastha et al. (2000)   Appx. 0.2-0.6 Lirung, Nepal 
Conway and Rasmussen (2000)  0.85-1.28  Khumbu, Nepal 

Nicholson and Benn (2012)  0.95-1.29 Appx. 0.1-0.3 Ngozumpa, Nepal 
Rowan et al. (2017)  0.98-1.98  Everest region, Nepal 

Range used in Monte Carlo 
simulations 

0.005-0.06 0.5-2 0.1-0.41  
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where ܶܲ is true positive, i.e. measured thick debris that is also modelled as being thick, ܶܰ is true 

negative, i.e. measured thin debris that is also modelled as being thin, ܲܨ is false positive, i.e. 

measured thin debris that is modelled as being thick, and ܰܨ is false negative, i.e. measured thick 

debris that is modelled as being thin. TPR indicates the probability (where a value of one is 100% 

probable) of thick debris being correctly classified as thick debris.  

5.4.10 Estimating melt-rates effects 

First-order estimates were made of the percentage areas of the three study sites in which the melt rate 

of debris-covered ice is enhanced over the melt rate of debris-free ice. This was done using ‘critical 

thickness’ data reported by Reznichenko et al. (2010), critical thickness being the debris thickness at 

which sub-debris melt rate equals debris-free melt rate. Reznichenko et al. (2010) propose that critical 

thickness decreases as elevation and latitude increase due to associated reductions in diurnal 

temperature amplitudes and debris-free melt rates. Critical thickness also decreases as elevation 

increases due to increased shortwave radiation receipts and reduced atmospheric humidity. Therefore, 

a linear polynomial surface was fitted to data from the HMA region to derive an empirical relationship 

between elevation, latitude and critical thickness. This relationship was then used to determine 

whether the debris cover in the three study areas was thicker or thinner than the critical thickness, i.e. 

melt-reducing or melt-enhancing compared to debris-free ice. The fitted surface and the empirical 

relationship that was determined are shown in Figure 5.8. Unfortunately, there were only four points to 

fit this surface to. However, the relationship that was determined meets expectations of decreasing 

critical thickness with elevation and latitude, and the r2 value is high, at 0.89. 
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Figure 5.8 – Variation of critical thickness with elevation and latitude using data from Reznichenko et al. (2010) 

5.4.11 Data preparation 

DEMs and emissivity images were resampled to the same resolution as the unmixed surface 

temperature images by the nearest neighbour method. Satellite image time and date were extracted 

from the metadata of the surface temperature images, and the elevation model and emissivity images 

were resampled to same resolution as the surface temperature images using a nearest neighbour 

approach. Otherwise, data preparation was the same as in Section 4.4.9. 

5.5 Results 

5.5.1 Modelled debris thickness 

Figure 5.9, Figure 5.10 and Figure 5.11 show best estimates of debris thickness for the Baltoro, 

Everest and Langtang watersheds, respectively, as determined by the DEB1 approach. Because of the 

maximum debris thickness limit that was imposed (Section 5.4.1), debris thickness estimates saturate 

at around 0.36 m. These estimates, i.e. those that consistently reach the maximum debris thickness 

limit, are best viewed as effective debris thicknesses, in that their associated variations in sub-debris 

melt rate due to debris thickness will be minimal. In all the watersheds, thinner debris occurs at higher 

elevations, upglacier and on tributary glaciers, and thicker debris occurs at lower elevations, 

downglacier and on debris-covered tongues. Visually, glaciers that flow south or east seem more likely 

to support thicker debris covers than those that flow north or west. 
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In the Baltoro watershed (Figure 5.9), there are clearly defined bands of thicker debris within thinner 

debris that run parallel to the centreline of Baltoro Glacier, and the debris cover near the northern 

margin of the debris-covered tongue is noticeably thicker than the debris cover near the southern 

margin. Debris cover on the tributaries to Baltoro Glacier support very thin debris cover, and there is a 

clear transition from thin to thick debris at the confluences of those tributaries with Baltoro Glacier 

proper. 

 

Figure 5.9 – Best-estimate (see Section 5.4.1) distributed supraglacial debris thickness of glaciers in the Baltoro 

watershed up to 0.25 m. Coordinate system is WGS84 UTM, zone 43N. 

In the Everest region watershed (Figure 5.10), visual inspection suggests that the larger glaciers tend 

to be covered in thicker debris, while the smaller glaciers tend to be more dominated by thinner debris. 

On Khumbu Glacier, similar to Baltoro Glacier, the debris near the northwest margin is thick, while 

the debris nearer to the southeast margin is thin, and on Ngozumpa Glacier, there are clearly defined, 

isolated patches of thinner debris within thicker debris. 
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Figure 5.10 – Best-estimate (see Section 5.4.1) distributed supraglacial debris thickness of glaciers in the 

Everest region watershed up to 0.25 m. Coordinate system is WGS84 UTM, zone 45N. 

In the Langtang watershed (Figure 5.11), the west-facing Langshisha Glacier shows a much more 

gradual transition from thinner to thicker debris downglacier than do other glaciers within the three 

study sites. Langtang Glacier, like Ngozumpa Glacier in the Everest region, has lots of isolated 

patches of thin debris on its lower tongue and, again, the smaller glaciers seem generally to support 

thinner debris while the larger glaciers support thicker debris. 
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Figure 5.11 – Best-estimate (see Section 5.4.1) distributed supraglacial debris thickness of glaciers in the 

Langtang watershed up to 0.25 m. Coordinate system is WGS84 UTM, zone 45N. 

In terms of debris thickness variability between sites, the debris cover on Baltoro Glacier is 

considerably thinner than on glaciers in the Everest region and Langtang watersheds. Mean best 

estimates are 0.065, 0.19 and 0.22 m, respectively. 

In terms of debris thickness uncertainties, the minimum modelled uncertainty range – the uncertainty 

range being the difference between the minimum and maximum debris thickness estimates of a pixel – 

across the three study sites is 0.0025 m (from 0.013-0.015 m), while the maximum modelled 

uncertainty range is 0.44 m (from 0.013- 0.45 m). The smallest uncertainty ranges are associated with 

the thinnest debris and the largest uncertainty ranges are associated with the thickest debris. The mean 

uncertainty range for the Baltoro region is 0.097 m, for the Everest region is 0.27 m and for the 

Langtang region is 0.32 m. 

Plotting debris thickness hypsometries confirms that debris thickness varies strongly with elevation, 

whereby debris is thicker at lower elevations and thinner at higher elevations (Figure 5.12). 
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Figure 5.12 – Showing the debris thickness, debris-covered ice area, and debris-free ice area hypsometries of the 

three watersheds. Also showing the vertical distributions of estimated ‘melt-enhancing’ debris-covered area. 

5.5.2 Comparison to ground-truth data 

Comparing the modelled, remotely sensed debris thickness estimates to the ground-truth debris 

thickness data gives a relatively low ME of 0.022 m and a low MAE of 0.03 m (Figure 5.13a). Further, 

ROC analysis gives high accuracy (0.91), precision (0.96) and TPR (0.9) statistics when it comes to 

classifying debris cover as thick or thin (Figure 5.13b). These results generally indicate that that debris 

thickness is successfully modelled by the DEB1 approach. However, it is also clear from Figure 5.13a 

that the uncertainties associated with remote sensing estimates can be large, and, in some cases, that 

they are unable to explain the ground-truth measurements. Specifically, where debris thickness has 

been measured as being relatively thick (i.e. a few tens of centimetres), the DEB1 approach often 

estimates debris to be thin, or near the minimum debris thickness limit of 0.01 m. 
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Figure 5.13 – (a) Modelled versus measured debris thickness for the three watersheds. (b) Results of ROC 

analysis of debris thickness classification. 

5.5.3 Estimated melt-rate effects 

Table 5.4 shows estimated effects of debris cover on melt rates in the three study areas. It indicates 

that the debris cover acts mostly to insulate the ice below it, but that over relatively large areas melt 

rates may also be increased by the presence of debris cover. Specifically, between 12 and 29% of 

debris cover may act to enhance melt rates, with the Everest region most affected. The mean critical 

thickness estimated for the Baltoro watershed is considerably thinner than the mean critical thickness 

estimated for the Langtang and Everest region watersheds. Plotting hypsometries of melt-enhancing 

debris-covered area (Figure 5.12) shows that, on Baltoro Glacier, most of the melt-enhancing debris 

occurs at low elevations near the terminus. However, in the Langtang and Everest region watersheds, 

melt-enhancing debris is more prevalent at higher elevations. 
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Table 5.4 – Estimated critical thicknesses and areal percentages of melt-enhancing and melt-reducing debris 

for the three watersheds. 

Study site Mean critical thickness (m) Melt-enhancing (%) Melt-reducing (%)
Baltoro 0.013 17 83 

Everest region 0.057 29 71 
Langtang 0.060 12 88 
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5.6 Discussion 

5.6.1 Modelled debris thickness 

Data presented in Section 5.5.1 show that a dynamic energy-balance model can be used in an inverse 

approach to quantify debris thickness at the regional scale from thermal satellite imagery combined 

with high-resolution meteorological reanalysis data. Modelled spatial patterns of debris thickness on 

glaciers in the three study areas are as expected, with thinner debris in upper ablation zones and 

thicker debris in lower ablation zones and on debris-covered tongues. However, the method presented 

cannot provide information about debris that is thicker than a few tens of centimetres, other than to 

indicate that it is thick, as was found in Chapter 4. This is an intrinsic limitation that occurs because 

surface-temperature sensitivity to debris thickness decreases as debris thickness increases. In this 

chapter, debris thickness was quantified over three watersheds with a combined glacierised area of 

1300 km2, but there is no reason the same approach could not be used to quantify debris thickness 

across the whole of the High Mountain Asia (which has a total glacierised area of 98000 km2). The 

barriers to wider application that are discussed in Section 4.6.3 (i.e. availability of meteorological and 

debris properties data), have been overcome in this chapter, so the primary remaining limitation is that 

of computing time. 

The high debris thickness variability between watersheds that is evident in the model outputs is likely 

a reflection of climatic variability. The Baltoro watershed, which is shown to support relatively thin 

debris cover, is located at higher latitude than the Everest and Langtang watersheds, so may have 

considerably lower debris-supply rates associated with lower mean annual temperature (Hales and 

Roering, 2007). The observation that larger glaciers have thicker debris covers may reflect the fact that 

thicker debris cover is a better insulator than thinner debris, allowing glaciers that support thicker 

debris to extend to lower elevations. The occurrence of thinner debris cover on north- and west-

flowing glaciers and towards southeastern glacier margins is likely due to low debris-supply rates from 

north- and west-facing debris supply slopes, and high debris-supply rates from south- and east-facing 

debris supply slopes (cf. Nagai et al., 2013). Patches of apparently thin debris on Ngozumpa and 

Baltoro glaciers, may occur due to high intra-pixel debris thickness variability in these areas, or due to 

ponds or ice cliffs that were missed by the pixel unmixing procedure, both of which would act to 

reduce surface temperature and artificially lower estimated debris thickness. 

Model outputs show similar patterns of debris thickness to previous work. For example, on Baltoro 

Glacier, previous work also indicates thicker debris downglacier and at medial moraines, and thinner 
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debris upglacier, on tributaries, and at confluences between tributaries and Baltoro proper (Mihalcea et 

al., 2008; Groos et al., 2018; Gibson et al., 2017). On the glaciers of the Everest region, Rounce and 

McKinney (2014) also estimate thick debris on the northwest margin of Khumbu Glacier, and thinner 

debris to the southeast. However, in terms of estimated debris thickness values, this study finds thinner 

debris in the Baltoro watershed, particularly at higher elevations, than Mihalcea et al. (2008) and 

Gibson et al. (2017), likely because Mihalcea et al. (2008) and Gibson et al. (2017) used an 

exponential scaling approach, which represents the relationship between debris thickness and surface 

temperature poorly (see Figure 4.19 EXT1). Further, while Rounce and McKinney (2014) predict 

relatively thin debris on the tongues of Imja-Lhotse Shar, Khumbu and Ngozumpa glaciers, estimates 

made here typically reach the maximum prescribed thickness value. This difference may occur 

because the Rounce and McKinney (2014) energy-balance approach does not include transient heat 

conduction through the debris, so is unable to predict thicker debris (see Figure 4.19 SEB3). In all 

cases, previous studies have higher maximum debris thickness values than this study because this 

study imposes a maximum debris thickness condition in its methodology. 

As discussed in Section 4.6.3, the model is particularly sensitive to variations in surface temperature, 

surface roughness length, thermal conductivity, and to a lesser extent incoming shortwave and 

longwave radiation. In particular, variations in surface roughness length and thermal conductivity are 

expected to account for a large portion of the debris thickness uncertainty estimates made for the 

Langtang, Everest region and Baltoro watersheds, largely because both properties exhibit wide 

potential ranges in these areas (Table 5.3; Miles et al., 2016; Rowan et al., 2017). 

5.6.2 Comparison to ground-truth data 

Model performance statistics determined by comparing the remote sensing estimates of debris 

thickness to the ground-truth measurements show that the approach taken was reasonably successful, 

particularly in terms of classifying debris cover as being either thick or thin. However, it is also clear 

that there is a tendency for debris thickness to be underestimated and that modelled uncertainties are 

not always able to explain the field measurements, so the results presented should be treated with 

caution. The most likely reasons for this are high intra-pixel debris thickness variability and low 

elevation model resolution, both of which are discussed in detail in Section 4.6.1. In addition, it seems 

that a considerable number of ponds and ice cliffs were not successfully delineated by the 

classification procedure (Figure 5.14). While missed ponds were accounted for as best as possible (see 

Section 5.4.6), it is inevitable that debris thickness will be underestimated where ponds and ice cliffs 

were not correctly identified.  
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Figure 5.14 – 26-Jun-2014 WorldView image (accessed via Google Earth) of a portion of Baltoro Glacier, 

overlain with glacier outline and automatically delineated ponds. 

Therefore, it is possible that using higher resolution elevation models and classifying the debris cover 

at higher resolution might help to better match remote sensing estimates to ground-truth 

measurements. Alternatively, night-time or higher resolution thermal imagery may lead to similar 

improvements (see sections 4.6.1 and 4.6.2), and improvements might be made by accounting for the 

spatial variability of the physical properties of the debris. For example, albedo is a key control on the 

surface energy balance, is likely to vary with variations in the local geology, and can be estimated 

using satellite imagery (Liang, 2001). Debris surface roughness and thermal conductivity also vary in 

space, although quantifying these properties remotely is more challenging. In addition, the energy-

balance model that was inverted for debris thickness in this chapter is relatively simple, so there are a 

number of ways in which that could be improved as explained below.  

In terms of the radiative fluxes, incoming shortwave radiation might be better represented if clear-sky 

direct radiation were to be calculated using individual transmittance factors instead of a bulk 

transmittance factor36 (e.g. Strasser et al., 2004; Pellicciotti et al., 2011), and if surface slope were to 

be considered when calculating diffuse radiation (Munro and Young, 1982; Arnold et al., 1996). 

Additionally, clouds could be considered more explicitly and more accurately (Pellicciotti et al., 

2011). Both diffuse shortwave and incoming longwave radiation might be better represented if a sky-

view factor approach was used in order to account for the amount of ‘visible’ sky from which diffuse 

shortwave radiation could be coming, and for the longwave radiation that is emitted by the moraines 

and rock slopes around the glacier (Corripio, 2003; Arnold et al., 2006; Aubry-Wake et al., 2015). 

In terms of the turbulent heat fluxes, it seems logical that the atmospheric surface layer of a debris-

covered glacier should be considered potentially unstable, and that a stability correction should be 

                                                      
36 Five individual transmittances are typically considered, including transmittance due to Rayleigh scattering, 
transmittance due to aerosols, and transmittance by trace gasses, by ozone and by water vapour. 

Ponds (detected)         Glacier 1 km
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included in the calculation of the turbulent heat fluxes, as it is here. This is because debris surface 

temperature can be much higher than air temperature during the day and, by that very fact, promote 

buoyancy effects. However, Steiner et al. (2018) found that using a Richardson-type stability 

correction, as is used here, when calculating the turbulent heat fluxes at debris-covered glacier 

surfaces, can cause the sensible heat flux to be overestimated, particularly on clear-sky days if wind 

speed is low, and recommend using no stability correction or a Monin-Obukhov-type correction 

instead. This is something that could be investigated further. The latent heat flux might be better 

represented by measuring debris surface relative humidity, or by modelling it by including debris 

water content in the surface energy balance (e.g. Collier et al., 2014). Additionally, it may be 

important to consider air-flow through porous debris, as a process that should cause more evaporation  

from thinner than thicker debris layers (Evatt et al., 2015).  

The conductive heat flux might be better represented by considering water and ice in the debris cover 

and by allowing the physical properties of the debris such as density, specific heat capacity and 

thermal conductivity to vary accordingly with depth (e.g. Collier et al., 2014). Not accounting for 

water, as is done here, should result in the conductive heat flux being underestimated.37 Additionally, 

if heat conduction to the ice below the debris were considered (e.g. Pellicciotti et al., 2009), it would 

be possible to use snow-free surface temperature images from outside the melt season to estimate 

debris thickness because there would be no requirement for ice below the debris to be melting.  

Something that is altogether more difficult to deal with is that the energy-balance approach taken here 

do not consider atmosphere-glacier interactions or feedbacks. Collier et al. (2015) showed that the 

existence of a debris layer strongly alters the heat exchanges that occur between a glacier and the 

atmosphere. However, in this study, the atmosphere is effectively assumed to be two-dimensional, so 

these exchanges are not considered. For example, because air temperature is distributed around the 

glacier using a lapse rate, the air above the debris cannot be heated by the debris, and any heat 

transferred from the debris to the atmosphere is assumed to dissipate immediately. To include glacier-

atmosphere interactions explicitly, the atmosphere above the glacier would have be considered three-

dimensional (e.g. using WRF). 

Additionally, it is possible that debris thickness estimates could be improved by calibrating model 

parameters using in-situ debris thickness measurements. In this case, some statistical performance 

measure or measures could be used to minimise the mismatch between modelled and measured debris 

thickness values by varying model inputs over their expected uncertainty ranges.  

                                                      
37 Adding water and/or ice reduces the conductive heat flux (Collier et al. 2014). 
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Finally, it has to be taken into consideration that the field measurements of debris thickness that were 

used as ground-truth are not necessarily representative of their surface-temperature pixels, particularly 

because debris thickness is known to be highly variable over short spatial scales (Chapter 3). For 

example, the Baltoro Glacier and Imja-Lhotse Shar Glacier field measurements represent only single 

points on the glacier surface, so it is possible that remote sensing estimates of debris thickness would 

better match ground-truth measurements if more ground-truth measurements had been made in each 

pixel. 

5.6.3 Estimated melt-rate effects 

Data presented in Section 5.5.3 suggest that the majority of the debris cover in all three watersheds 

acts to insulate the ice below it. The implication of this is that the debris should generally act as a kind 

of buffer against climatic change, as is hypothesised by Scherler et al. (2011). However, the altitudinal 

distribution of melt-enhancing versus melt-reducing debris cover may have important implications for 

ice dynamics. For example, enhanced melt rates due to debris cover over relatively large areas at 

higher elevations in the Langtang and Everest region watersheds (Figure 5.12) should act to reduce ice 

flow, which should lead to stagnation, surface-slope reduction and gradual thinning and decay, 

through the formation of ponds, ice cliffs and hummocky surface topography, which should promote 

processes of gravitational reworking (e.g. Benn et al., 2012; also see Section 3.6.4). Conversely, 

enhanced melt rates due to debris cover over relatively large areas at lower elevations in the Baltoro 

watershed are consistent with a more typical surface mass balance gradient and active ice flow. The 

modelled altitudinal occurrence of melt-enhancing versus melt-reducing debris cover is consistent 

with observed surface velocities in the three regions (Mayer et al., 2006; Quincey et al., 2009; Quincey 

et al., 2009; Miles et al., 2017). 

5.7 Summary 

The supraglacial debris thickness of the glaciers of three watersheds in High Mountain Asia was 

quantified from thermal satellite imagery and high-resolution meteorological reanalysis data using a 

dynamic energy-balance model in an inverse approach. Debris-covered ice was classified from debris-

free ice and supraglacial ponds, and clouds and snow cover were masked out prior to the analysis. 

Debris thickness uncertainties were estimated from uncertainties in key meteorological and debris 

properties inputs using Monte Carlo simulations. Remote sensing estimates of debris thickness were 

compared with field measurements of debris thickness from four glaciers (two in the Everest region 
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watershed, one in the Langtang watershed and one in the Baltoro watershed), which were used as 

ground truth, and the effects of modelled debris thickness on ice-melt rates were estimated. The key 

findings are as follows: 

 The approach that was tested can be used to estimate supraglacial debris thickness at regional 

scales and could be applied over the whole of High Mountain Asia with relatively few adjustments 

in order to improve current estimates of future surface mass balance. Debris thickness estimates 

are limited to a few tens of centimetres because surface temperature is increasingly insensitive to 

debris thickness as debris thickness increases. However, ice-melt rate is also increasingly 

insensitive to debris thickness as debris thickness increases, so the impact of this issue should be 

minimal. 

 Although there were relatively few data points at which the approach could be validated, 

comparing remotely sensed estimates of debris thickness with field measurements of debris 

thickness indicates that the approach performs relatively well, particularly in terms of classifying 

thicker from thinner debris cover. However, it tends to underestimate debris thickness, confirming 

the findings of Chapter 4, and modelled uncertainties are large and are not always able to explain 

the difference between remote sensing estimates and field measurements. These issues are due 

primarily to problems of intra-pixel debris thickness variability, spatial resolution and ponds and 

ice cliffs being missed during the classification procedure. Therefore, improvements could be 

made by using night-time thermal imagery or higher resolution thermal and elevation model 

datasets. Additional improvements may be made by making the energy-balance model itself more 

physically realistic.  

 Modelled debris thickness estimates observe expected spatial patterns in the sense that thinner 

debris cover occurs at higher elevations and thicker debris cover occurs at lower elevations, and 

that debris thickness tends to increase with distance downglacier. Modelled debris thickness 

appears to be greater on south- and east-facing glaciers, likely due to higher debris-supply rates 

from south- and east-facing debris supply slopes, and the debris cover in the Baltoro watershed is 

considerably thinner than the debris cover on glaciers in the Everest region and Langtang 

watersheds, possibly due to differences in debris-supply rate as a function of differences in 

climate. 

 Modelled debris thickness estimates suggest debris cover mostly insulates glacier surfaces in the 

three study areas, indicating that debris cover should act primarily as a buffer against climatic 

change. However, in the Everest and Langtang region watersheds, melt rates may be enhanced due 

to the presence of debris cover at higher elevations and reduced due to the presence of debris 

cover at lower elevations, in which case there are considerable implications for future ice 
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dynamics and surface mass balance via differential melting, which will cause surface slope 

reduction, reduced ice flow and, ultimately, stagnation. 

 



 

 

6 Synthesis and conclusions 

The aims of this thesis were to (1) make local-scale in-situ field measurements of supraglacial debris 

thickness on a number of glaciers using GPR and by manual excavation, (2) test and develop thermal 

remote sensing approaches to quantifying supraglacial debris thickness at the glacier scale, and (3) use 

one of the thermal remote sensing approaches to quantify debris thickness at the regional scale on 

glaciers in HMA. This work was motivated by the need for improved ability to understand and predict 

glacier change under conditions of variable debris thickness on glaciers in temperate mountain ranges. 

It was focussed on HMA because debris-covered glaciers are widespread in HMA, and because there 

is a particular need for improved predictions of glacier change in HMA given the large downstream 

population that is dependent on glacial runoff as part of its water supply. However, most of its findings 

are globally applicable. Here, in Section 6.1, the findings of this thesis are reviewed in the context of 

previous work on debris thickness quantification, and, in Section 6.3, discussions are had about their 

glaciological implications. The extent to which the aims of this thesis were achieved are discussed in 

Section 6.2, and some possible future research directions are outlined in Section 6.4.  

6.1 Synthesis of results 

6.1.1 Local-scale debris thickness quantification 

In Chapter 3, debris thickness was quantified by both GPR and by manual excavation on three debris-

covered glaciers in the European Alps and the Himalaya. Here, in light of the findings of this thesis, 

the strengths and weaknesses of these two methods are put in context of the other method of 

quantifying debris thickness in situ, described in Section 2.5.2: surveying debris exposures above ice 

cliffs. Ultimately, it seems appropriate that if the debris cover on a glacier is mostly thin (i.e. less than 

10-20 centimetres), debris thickness should be measured in situ by manual excavation. However, 

where thicker debris is also present, then a combination of methods might be more appropriate, e.g. 

manual excavation and GPR or manual excavation and ice-cliff survey. One of the key difficulties in 
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this respect is that it can be difficult to know in advance even roughly how thick a glacier’s debris 

cover might be.  

6.1.1.1 Manual excavation 

Measuring debris thickness by manual excavation of pits, proved to be very effective on Suldenferner 

Glacier, where the debris cover is mostly quite thin (see Chapter 3). Some of the key strengths of 

measuring supraglacial debris thickness by manual excavation are that: (1) it is easy and time efficient 

to dig shallow pits through thin debris (e.g. Reid et al., 2012 dug > 1000 pits on Haut Glacier d’Arolla, 

where the debris is very thin), (2) there is very little uncertainty around measurements made by 

digging pits when the debris is thin, (3) it is relatively easy to make well-distributed measurements 

across the surface of a glacier following, for example, a random or stratified sampling pattern, and (4) 

there is no need for specialist equipment or expertise. Some of the key weaknesses are that: (1) it is 

prohibitively physically difficult and time-consuming to dig deep pits through thick debris, (2) there is 

considerable uncertainty around measurements when the debris is thick because the opening of the pit 

has to be wide, and (3) it may lead to a sampling bias towards thinner debris, which is easier to dig 

through.  

A few simple calculations can give an idea of how difficult and how time consuming it might be to dig 

pits of various depths in order to measure debris thickness. Assuming the debris naturally forms a cone 

shape as a pit is dug, where the radius of that cone is defined by the debris’ angle of repose, the 

volume of material to be excavated is a function of debris thickness and the angle of repose of the 

debris, as such: 
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where ௣ܸ is debris volume, ݄ is debris thickness and ߙ is the angle of repose of the debris. Assuming 

debris is excavated at a constant rate, excavated debris volume is proportional to the time taken to dig: 

௣ܸ ൌ ܿଵݐ, where ܿଵ is excavation rate and ݐ is time taken to dig. Therefore, if it takes, for example, 15 s 

to dig a 0.1 m deep pit, and the angle of repose of the debris is 36° (Shroder et al., 2000), excavation 

rate is 0.48 m3 hr-1, and it will take 0.52 hr to dig a 0.5 m deep pit, or 4.2 hr to dig a 1 m deep pit. If 

debris density is 1.8 x 103 kg m-3, as given in Chapter 4, the mass of debris to be excavated from 0.1, 

0.5 and 1 m deep pits is 3.7, 460 and 3700 kg, respectively. This is shown graphically in Figure 6.1. 
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Figure 6.1 – Time taken and mass of excavated debris versus debris thickness, given a constant excavation rate 

of 0.48 m3 hr-1. 

6.1.1.2 Surveying exposures above ice cliffs 

In the literature, debris thickness has been measured by surveying debris exposures above ice cliffs in 

two ways: (1) using photogrammetry (Nicholson and Mertes, 2017), and (2) using a theodolite 

(Nicholson and Benn, 2012). The key strengths of these methods are that: (1) relatively little time and 

effort is required to take photographs or use a theodolite in the field, and (2) it is similarly easy to 

measure the thickness of thick and thin debris. The key weaknesses are that: (1) measurements made 

at ice cliffs may not be representative of debris thickness over a wider area because ice cliffs occur in 

atypical glacier surface settings, (2) the angle of the ice surface under the debris is unknown, so there 

is uncertainty around the measurements that are made as a result (Nicholson and Mertes, 2017), (3) 

measurements can only be made where there are ice cliffs, and (4) some specialist equipment or 

computer software is necessary (e.g. a theodolite or a DGPS). Additionally, in the case of 

photogrammetry, there might be significant processing time and, because processing is not usually 

done in the field, there is a chance that insufficient data will be collected to create a consistent, dense 

point cloud (Westoby et al., 2012). 

6.1.1.3 Ground-penetrating radar 

In Chapter 3, GPR was found to be a useful tool with which to measure supraglacial debris thickness 

on Lirung and Ngozumpa glaciers, Nepal. Some of the key strengths of using GPR are that: (1) GPR 
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data are relatively quick and easy to collect in field, (2) measurements can be made accurately and 

precisely over a wide range of debris thicknesses (see Section 3.7), (3) it is possible to make 

measurements where the debris is thick, at least up to around 5 m, and where no other methods can, 

and (4) the uncertainties on measurements are relatively easy to calculate (see Section 3.4.2.7). Some 

of the key weaknesses are that: (1) it is difficult to follow, for example, a random sampling strategy 

using GPR: surveying is generally limited to transects, (2) due to transmitter blanking it is difficult to 

measure the thickness of debris that is thinner than around 0.1 m, (3) specialist equipment is required 

(GPR systems can be financially expensive), (4) processing time can be considerable, and (5) there is 

some subjectivity around manually picking the ice surface in debris-cover radargrams. In terms of 

weaknesses (4) and (5), processing time could be significantly reduced if processing was done 

regularly and programmatically, and subjectivity could be reduced by developing an autopicking 

routine (e.g. Schannwell et al., 2014).  

6.1.2 Glacier- and regional-scale debris thickness quantification 

The problem of remotely sensing debris thickness is a particularly difficult one. In Chapter 4, a variety 

of thermal remote sensing approaches to quantifying supraglacial debris thickness were tested and 

developed on a glacier in the European Alps. In Chapter 5, one of these thermal remote sensing 

approaches was applied in High Mountain Asia. However, elevation change and SAR remote sensing 

methods have also been investigated in the literature. The basic principles of these methods are 

described in Section 2.5. Here, the strengths and weaknesses of thermal remote sensing approaches are 

summarised in the context of elevation change and SAR methods. In doing this, assumptions, 

transferability, data availability and sensitivities are discussed. As is the case for the in-situ methods, 

these three types of remote sensing method have different strengths and weaknesses. It therefore 

seems appropriate that the development of all of them should continue. In some cases, the methods 

complement each other and could be used in combination. In particular, the thermal- and elevation 

change-type methods could be used together with the same energy-balance model, whereby the 

mismatch would be minimised between modelled and measured surface temperature and also between 

modelled and measured surface mass balance. For example, Fürst et al. (2017) estimate ice thickness 

by defining a cost function that penalises the mismatch between modelled and measured surface 

velocity and also between modelled and measured surface mass balance. 
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6.1.2.1 Thermal remote sensing 

In chapters 4 and 5, thermal remote sensing was used to good effect to quantify the supraglacial debris 

thickness of Suldenferner Glacier, Italy, and of the glaciers in three watersheds in HMA. The findings 

of this thesis, combined with the findings of Mihalcea et al. (2008), Mihalcea et al. (2008), Foster et al. 

(2012), Rounce and McKinney (2014), Schauwecker et al. (2015), suggest that the key strengths of 

using thermal remote sensing are that: (1) good accuracy can be achieved in comparison to field 

measurements and that estimated debris thicknesses can be used successfully to model sub-debris 

melting (see Chapter 4), (2) estimated debris thicknesses are fully distributed, (3) thermal remote 

sensing is computationally inexpensive compared to e.g. elevation change remote sensing, (4) thermal 

satellite imagery is collected relatively frequently and is freely available, (5) there is minimal 

processing required in order to derive surface temperatures from thermal imagery. The key 

weaknesses are that: (1) the spatial resolution of thermal satellite imagery is low compared to the 

spatial variability of the debris cover, which results in debris thickness being underestimated due to 

intra-pixel debris thickness variability, (2) there can be relatively few high-quality thermal images that 

occur within the melt season from which to quantify debris thickness, particularly in areas such as 

HMA, where there is often heavy cloud cover, particularly during the monsoon, (3) there are issues of 

meteorological data availability, (4) debris properties such as thermal conductivity and surface 

roughness are often poorly constrained, and (5) performance is poor for thicker debris because surface 

temperature sensitivity to debris thickness decreases as debris thickness increases. Additionally, if 

Landsat thermal imagery is being used, because Landsat thermal bands are not provided at native 

resolution, a full pixel unmixing for ponds and ice cliffs, cannot be achieved. 

6.1.2.2 Elevation change remote sensing 

Only one study to date has estimated supraglacial debris thickness by elevation change remote sensing 

(Rounce et al., 2018). However, it finds that the method has good potential. The key strengths of 

elevation change remote sensing are that: (1) it is seemingly better than thermal- and SAR-type 

methods at estimating the thickness of thick debris cover because melt sensitivity to debris thickness is 

greater than surface temperature and SAR backscatter sensitivity to debris thickness for thicker debris, 

(2) the elevation model data required as input are increasingly available at high spatial resolution, (3) 

debris thickness estimates have been found to be reproducible and to compare well to ground truth. 

The key weaknesses are that: (1) in order to calculate flux divergences and therefore ‘measured’ 

surface mass balance, both ice thickness and depth-integrated ice flow have to be estimated, which 
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adds considerable uncertainty; ice thickness estimation is a difficult problem in itself, particularly for 

debris-covered glaciers (Farinotti et al., 2017), while ice flow estimation requires surface velocities to 

be quantified and for ice flow due to sliding to be estimated, (2) debris thickness estimates are likely to 

be worse for thicker debris because melt sensitivity to debris thickness decreases with increasing 

debris thickness, (3) there are issues of meteorological data availability, (4) debris properties are 

generally unknown or poorly constrained, (5) accurately quantifying surface velocities, which is often 

done by feature tracking, is not trivial, particularly in areas where there are few surface features to 

track and/or where ice-flow is slow, and where surface feature displacements are small, (6) it is 

computationally expensive compared to thermal- and SAR-type methods, (7) it has not yet been used 

to estimate distributed thicknesses, due to problems associated with ice flow and the advection of 

surface features, and (8) calculating elevation changes is not trivial due to the need for various bias 

corrections (e.g. King et al., 2017). 

6.1.2.3 Synthetic-aperture radar remote sensing 

As in the case of elevation change remote sensing, only one study has used SAR remote sensing to 

quantify supraglacial debris thickness (Huang et al., 2017). Again, the results are promising. Some of 

the key strengths of using SAR imagery to quantify debris thickness are that: (1) SAR is able to 

penetrate cloud cover, which is a big advantage in areas that are commonly cloudy such as HMA, (2) 

SAR images can be provided at high spatial resolutions of < 10 m, minimising the effects of intra-

pixel debris thickness variability and problems associated with supraglacial ponds and ice cliffs, (3) 

there is no need for meteorological data or e.g. ice thickness data; only SAR images and an elevation 

model, for geometric corrections, are required as remote sensing inputs, (4) the method is 

computationally inexpensive, and (5) good accuracy can be achieved in comparison to field 

measurements (Huang et al., 2017). The key weaknesses are that: (1) high-resolution SAR data is, or 

at least has been, financially expensive; ALOS PALSAR imagery is now free and unrestricted,38 but 

ALOS-2 PALSAR-2 imagery is currently more than around £1500 per scene39, (2) there is 

considerable uncertainty around the value of debris properties such as dielectric constant, which are 

required as input variables (Huang et al., 2017), (3) the shallow viewing angle of SAR systems means 

there are often considerable data gaps in mountain regions, (4) similar to thermal- and elevation 

change-type remote sensing methods, sensitivity to SAR backscatter decreases with increasing debris 

thickness such that at 1270 MHz (L-band SAR), maximum penetration depth is around 0.5 m. 

                                                      
38 https://earthdata.nasa.gov/unrestricted-palsar-asf-daac 
39 https://www.asf.alaska.edu/sar-data/palsar/alos-acquisition-maps/ 
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However, a new ESA satellite to be launched in 2021 will have P-band SAR, which, at 435 MHz, will 

have a penetration depth of around 1.5 m.40 

6.2 Achievement of aims 

Given the background and motivation provided in Section 1.1, the primary aims of this thesis are 

outlined in Section 1.2. The aims of individual chapters are outlined in sections 3.1.1, 4.1.1 and 5.1.1. 

All of these aims have been met. Here, a brief summary is made of how these aims were met, and of 

some of the contributions this thesis has made to the field of glaciology. 

First, in-situ field measurements of debris thickness were made successfully on three glaciers (Chapter 

3), addressing the lack of existing in-situ debris thickness data outlined in Section 1.1. In doing this, 

GPR was tested as a novel means of measuring debris thickness in the field and was found to be 

viable. A new workflow was developed for making GPR measurements and for calculating associated 

uncertainties. Further, field measurements were used successfully to investigate inter- and intra-glacier 

debris thickness variability and the relationships of debris thickness with various remote sensing 

quantities. The outcome of the aim to investigate processes of gravitational reworking and the 

relationship of debris thickness with topographic parameters was particularly interesting, and a 

mechanism was proposed by which relatively high-sub debris melt rates can occur on potentially large 

areas (up to 32% of debris-covered area) of the surfaces of debris-covered glaciers. The data and work 

of Chapter 3 have been used in a number of publications: Rounce et al. (2018), Nicholson and Mertes 

(2017), Nicholson et al. (2018) and McCarthy et al. (2017).  

Second, nine different thermal remote sensing approaches to quantifying debris thickness, several of 

which were developed for this thesis, were successfully tested against each other and against a large 

dataset of field measurements at the glacier scale (Chapter 4). Such a comparison had not been carried 

out before, nor had such remote sensing estimates of debris thickness been compared with such a large 

dataset of field measurements. It was found that remote sensing can be used to reproduce field 

measurements of debris thickness and that sub-debris melting modelled using remote sensing 

estimates of debris thickness compares well to sub-debris melting modelled using field measurements. 

These findings increase confidence in the validity of thermal remote sensing methods of quantifying 

debris thickness and provide justification for future work. If field measurements are available to 

extrapolate from, it was found that debris thickness should be extrapolated using remote sensing-

                                                      
40 https://spacenews.com/airbus-uk-to-build-europes-biomass-satellite-featuring-first-use-of-p-band-radar/ 
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derived pseudo daily mean surface temperatures and, if not, that it should be determined iteratively by 

minimising the mismatch between remotely sensed surface temperatures and surface temperatures 

determined using a dynamic energy-balance model (these two approaches are described in Sections 

4.4.1.4.1 and 4.4.1.3.1, respectively). A finding that is particularly novel and interesting is that the best 

results overall were achieved using the dynamic energy-balance approach with night-time thermal 

imagery. Night-time thermal imagery had not before been used to quantify debris thickness, yet may 

be very useful for doing so because it minimises the effect of problems associated with spatial 

resolution and intra-pixel debris thickness variability. Limitations and sensitivities were successfully 

investigated and are discussed in detail in Section 4.6. In addition, measurements of various debris 

properties such as grain size, thermal conductivity, surface roughness, and albedo were made. These 

data will be useful for future energy and mass balance modelling studies of debris-covered glaciers.  

Third, a dynamic energy-balance model, used in an inverse approach to quantify debris thickness, was 

successfully run at the regional scale using thermal satellite imagery and high-resolution 

meteorological reanalysis data (Chapter 5). Best estimates of debris thickness and associated 

uncertainty were made using Monte Carlo simulations, and debris thickness estimates were 

successfully tested against field measurements. While the number of field measurements that were 

used was limited, and while it is clear that there is room for improving model performance, the remote 

sensing estimates compared favourably to the ground-truth data. Modelled uncertainties were found 

not to capture the errors on ground-truth data, and there was a tendency for debris thickness to be 

underestimated and the reasons for this were discussed (Section 4.6.1). Debris thickness variability 

between and within watersheds was successfully investigated and found to be high, possibly controlled 

by the aspect of debris supply slopes and local climatic conditions. Finally, a particularly interesting 

finding is that debris cover may act to enhance melt rates over relatively large glacier surface areas (up 

to 29% of total debris-covered area in the Everest region). 

6.3 Glaciological implications 

Supraglacial debris thickness is a strong control on the sub-debris ice-melt rates of debris-covered 

glaciers, such that melt rate can vary by an order of magnitude depending on debris thickness (Section 

2.3). This thesis has made recommendations on how best to quantify supraglacial debris thickness at 

local to regional scales, having investigated, tested, developed and improved a range of different 

methods of doing so, and having comprehensively reviewed existing literature on the subject. As such, 

it should lead to improved representation of supraglacial debris cover in glacier models at a range of 
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scales, which, in turn, should lead to improved understanding of past and present glacier change, and 

to improved prediction of future glacier change in temperate mountain ranges, both of which are 

essential to predicting future water supply in glacierised regions and glacier contributions to sea-level 

rise. Improved representation of supraglacial debris cover in glacier models is particularly important in 

terms of modelling glacier change in HMA, where debris-covered glaciers are common and where 

large numbers of people depend to some extent on glacial runoff as a part of their water supply 

(Pritchard, 2017). However, the findings of this thesis could also lead to improvements in current 

understanding of the processes that distribute debris on debris-covered glaciers (Nakawo et al., 1986; 

Anderson and Anderson, 2018); to improved understanding of the climatic conditions that cause 

debris-covered glaciers to form; and to improved ice thickness estimation, because ice thickness 

inversions often prescribe surface mass balance gradients, which should ideally be adjusted to account 

for debris cover (Farinotti et al., 2009; Huss and Farinotti, 2012; Maussion et al., 2018). The finding 

that gravitational reworking potentially causes the formation of hotspots of sub-debris melting on large 

areas of debris-covered glacier surfaces implies that gravitational reworking could be important at 

large scales as a promoter of mass loss and glacier change. Further, the finding that sub-debris melt 

rates may be increased by the presence of debris cover over relatively large areas of HMA glaciers at 

higher elevation has important implications for ice dynamics and for what the future of glacier change 

in HMA might look like. One particularly important implication is that ice flow might be reduced due 

to surface slope reduction, causing downwasting, decay and potentially a proliferation of glacial lakes 

(Benn et al., 2012). 

6.4 Future work 

The findings of this thesis pave the way for improved quantification of supraglacial debris thickness at 

local to regional scales. However, they also pose new questions and open the door to a number of 

future research directions.  

In terms of quantifying debris thickness in situ: 

 Despite the best efforts of this thesis, there are still relatively few glaciers worldwide on which 

field measurements of supraglacial debris thickness have been made. Therefore, future work 

should continue to measure supraglacial debris thickness in situ. Methodologically, this should be 

done using a combination of methods: manual excavation, surveying debris exposures above ice 

cliffs and, given the success of the work carried out in Chapter 3, by GPR. Preferably, field 



196 Synthesis and conclusions

 

measurements should be made on strategically-located ‘benchmark’ glaciers, or glaciers that are 

well-instrumented with weather stations and at which mass balance measurements can be made. 

This will enable further understanding of surface processes on debris-covered glaciers and further 

development of remote sensing approaches to quantifying debris thickness. It will also lead to 

improvements in the way the surface mass balance of debris-covered glaciers is modelled. 

 The use of Unmanned Aerial Vehicles (UAVs) in Earth science is increasing and UAV-mounted 

GPR is beginning to be used successfully in some fields of research (e.g. Cerquera et al., 2017). 

Therefore, it may soon become possible to make GPR measurements of debris thickness in the 

field by UAV, at very high spatial resolution. Similarly, it should already be possible to assess 

debris thickness at ice cliffs using UAVs, following Nicholson and Mertes (2017) and e.g. 

Immerzeel et al. (2014). Alternatively, helicopter-borne GPR could be used to measure 

supraglacial debris thickness, as it has been for measuring on-glacier snow accumulation 

(Machguth et al., 2006). In these ways, potentially high-accuracy measurements could be made 

over relatively large areas and on parts of glaciers that would otherwise be difficult to access. 

Airborne methods could act as a good bridge between in-situ and remote sensing methods of 

quantifying debris thickness. 

 The spatial variability of supraglacial debris thickness should continue to be investigated to try to 

establish the effects of debris thickness variability and processes of gravitational reworking on 

sub-debris melt rates. In particular, landscape evolution-type modelling experiments in 

combination with very high spatial resolution field measurements of debris thickness might work 

quite effectively towards this end, whereby field measurements could be used as the starting point 

for a coupled slope stability-surface mass balance model. 

In terms of quantifying debris thickness by remote sensing: 

 One of the major limitations to developing and testing new methods is that there is still a lack of 

field measurements available for calibration and validation. Therefore, a debris thickness database 

should be set up in which field measurements of debris thickness can be stored in one place and 

made freely accessible. The World Glacier Monitoring Service recently initiated the Glacier 

Thickness Database, which is a database of in-situ ice thickness measurements (Gärtner-Roer et 

al., 2014), and which might serve as a good model for a debris thickness equivalent. 

 Remote sensing methods of quantifying debris thickness should continue to be developed and 

tested. To aid this process, efforts should be made to make debris thickness quantification model 

code publicly available. Further, there should be more of an effort in the future to calculate debris 

thickness uncertainties (as e.g. Kraaijenbrink et al., 2017; Rounce et al., 2018; Chapter 5 of this 
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thesis). Model intercomparison experiments, such as the one carried out in Chapter 4 and the one 

recently announced by the new IACS Working Group on debris-covered glaciers,41 offer the 

potential to better understand the strengths and weaknesses of different methods, so it may soon 

become appropriate to combine methods into ensembles, or to employ different methods, 

depending on strengths and weaknesses, in different glaciological settings.  

 As remote sensing data becomes increasingly widely and freely available, and as powerful remote 

sensing tools like Google Earth Engine develop traction, it should become possible not only to 

map supraglacial debris thickness on a global scale using the sorts of methods that are tested in 

this thesis, but also to update remotely sensed debris thickness estimates semi-periodically, as new 

satellite data are collected. For example, to support agricultural studies, global surface temperature 

inversion-derived evapotranspiration products are now available through EEFlux, an 

evapotranspiration tool on Google Earth Engine, which leverages the Landsat archive back to 

1984 and global-scale meteorological reanalysis data.42 

 The approaches presented in this thesis are a good basis on which to build, but there are a number 

of areas in which improvements could be made. Specifically, in terms of the DEB1 approach used 

in Chapters 4 and 5, a number of potential improvements are outlined in Section 5.6.2. Future 

work should focus on making these improvements. Both the EXT1 and the DEB1 approaches 

developed in this thesis should be validated further on different glaciers and in different 

glacierised regions, in order to test their wider transferability. Night-time thermal imagery should 

certainly be investigated more thoroughly, as it seems that there are potentially several benefits 

associated with using night-time that have been overlooked until now, and the possibility of 

extrapolating existing debris thickness measurements using DEB1 approach could also be 

explored. 

 Better estimates of debris thickness could be made by remote sensing methods if satellite sensors 

were designed more appropriately to the problem of quantifying debris thickness. In particular, 

higher spatial resolution thermal satellite imagery would minimise the problem of intra-pixel 

debris thickness variability and make it easier to identify ponds and ice cliffs for pixel unmixing 

purposes. Further, if high spatial resolution thermal imagery were to be collected at higher 

temporal resolution, there would be more cloud-free thermal images from which to quantify debris 

thickness. In terms of SAR-type remote sensing methods, the advent of P-band SAR, with a 

penetration depth of around 1.5 m, will also present opportunities for future work. 

                                                      
41 http://www.cryosphericsciences.org/wg_debrisCovGlaciers.html  
42 https://eeflux-level1.appspot.com/  
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 Finally, a clear step forward would be that debris thickness estimates made by remote sensing 

approaches, such as the one that is outlined in Chapter 5, should be increasingly used in glacier 

models at a range of scales. Good progress is being made in this direction. For example, thermal 

remote sensing estimates of debris thickness have been used in glacier models to predict the future 

of glacier change in HMA, and to hindcast glacier change in the Karakoram (Kraaijenbrink et al., 

2017; Groos et al., 2017). However, the debris thickness estimates that were used in these studies 

were possibly not optimal. Ultimately, debris cover and debris thickness should begin to be 

integrated into global-scale glacier models, such as those of Marzeion et al. (2012), Radić et al. 

(2014), Huss and Hock (2015) and Maussion et al. (2018). 
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