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SHARP ESTIMATES FOR OSCILLATORY INTEGRAL

OPERATORS VIA POLYNOMIAL PARTITIONING

LARRY GUTH, JONATHAN HICKMAN, AND MARINA ILIOPOULOU

Abstract. The sharp range of Lp-estimates for the class of Hörmander-type
oscillatory integral operators is established in all dimensions under a positive-
definite assumption on the phase. This is achieved by generalising a recent
approach of the first author for studying the Fourier extension operator, which
utilises polynomial partitioning arguments.

1. Introduction

1.1. Statement of results. Let Bd denote the unit ball in Rd and Σ: Bn´1 Ñ Rn

be a smooth1 parametrisation of a hypersurface. Further let a P C8
c pRn´1q be non-

negative and supported in Bn´1 and suppose Σ has of non-vanishing Gaussian
curvature on the support supp a of a. Analytically, this means that Σ satisfies the
following conditions:

E1) rank BωΣpωq “ n´ 1 for all ω P Bn´1.

E2) Defining the Gauss map G : Bn´1 Ñ Sn´1 by Gpωq :“ G0pωq
|G0pωq| where

G0pωq :“
n´1ľ

j“1

Bωj
Σpωq,

the curvature condition

det B2
ωωxΣpωq, Gpω0qy|ω“ω0

‰ 0

holds for all ω0 P supp a.

Here the wedge product of n ´ 1 vectors in Rn is identified with a vector in the
usual manner.

A central problem in harmonic analysis is to understand the Lebesgue space
mapping properties of the extension operator E associated to such a parametrised
hypersurface. This operator is defined by the formula

(1.1) Efpxq :“

ˆ

Bn´1

e2πixx,Σpωqyapωqfpωqdω

for all integrable f : Bn´1 Ñ C. Thus, E is an oscillatory integral operator with
associated phase function

(1.2) φpx;ωq :“ xx,Σpωqy.

1In view of the methods of the present article it is convenient to work in the C8 category,
but the forthcoming definitions and questions certainly make sense at lower levels of regularity
(in particular, in the C2 class).
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2 L. GUTH, J.HICKMAN, AND M. ILIOPOULOU

Observe that the parametrisation Σ can be recovered from the phase by differenti-
ation; that is,

Bxφpx;ωq “ Σpωq.

Typically, one is interested in proving local estimates for (1.1) of the form2

(1.3) }Ef}LppBp0,λqq Àε λ
ε}f}LppBn´1q;

here the left-hand norm has been localised to a ball of radius λ ě 1 and the right-
hand constant is allowed some weak dependence on λ. In particular, the Fourier
restriction conjecture asserts that (1.3) should hold for any ε ą 0 in the range
p ě 2n{pn´ 1q.

In this article the natural variable coefficient generalisations of such extension
operators (1.1) and estimates (1.3) are studied. In particular, here more general os-
cillatory integral operators are considered whose associated phase function φpx;ωq
shares the property of the extension operator that for each x the map ω ÞÑ Bxφpx;ωq
parametrises a hypersurface of non-vanishing Gaussian curvature. Crucially, how-
ever, the choice of hypersurface is now allowed to smoothly vary with x.

To formalise this discussion, let n ě 2, a P C8
c pRn ˆ Rn´1q be non-negative

and supported in Bn ˆBn´1 and φ : Bn ˆBn´1 Ñ R be a smooth function which
satisfies the following conditions:

H1) rank B2
ωxφpx;ωq “ n´ 1 for all px;ωq P Bn ˆBn´1.

H2) Defining the map G : Bn ˆBn´1 Ñ Sn´1 by Gpx;ωq :“ G0px;ωq
|G0px;ωq| where

G0px;ωq :“
n´1ľ

j“1

Bωj
Bxφpx;ωq,

the curvature condition

det B2
ωωxBxφpx;ωq, Gpx;ω0qy|ω“ω0

‰ 0

holds for all px;ω0q P supp a.

Clearly H1) and H2) agree with E1) and E2) when one restricts to phases of the
form (1.2), and this definition therefore leads to a generalisation of the operator E
introduced above.

Suppose φ satisfies H1) and H2), for any λ ě 1 let aλpx;ωq :“ apx{λ;ωq,
φλpx;ωq :“ λφpx{λ;ωq and define the operator T λ by

(1.4) T λfpxq :“

ˆ

Bn´1

e2πiφ
λpx;ωqaλpx;ωqfpωqdω

for all integrable f : Bn´1 Ñ C. In this case T λ is said to be a Hörmander-type
operator. Note that the spatial localisation featured in (1.3) is now built into the
operator.

Theorem 1.1 (Stein [18], Bourgain–Guth [8]). Suppose T λ is a Hörmander-type
operator. For all ε ą 0 the estimate

(1.5) }T λf}LppRnq Àε λ
ε}f}LppBn´1q

2Given a (possibly empty) list of objects L, for real numbers Ap, Bp ě 0 depending on some
Lebesgue exponent p the notation Ap ÀL Bp or Bp ÁL Ap signifies that Ap ď CBp for some
constant C “ CL,n,p ě 0 depending on the objects in the list, n and p. In addition, Ap „L Bp is

used to signify that Ap ÀL Bp and Ap ÁL Bp.
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holds uniformly for λ ě 1 whenever p satisfies

p ě 2 ¨
n` 1

n´ 1
if n is odd;(1.6)

p ě 2 ¨
n` 2

n
if n is even.

The odd dimensional case is due to Stein [18], who in fact showed that the above
estimates are valid for p ě 2pn`1q{pn´1q in all dimensions without the λε-loss. The
strengthened results in even dimensions were established much later by Bourgain
and the first author [8].3 A detailed history of this problem is provided later in the
introduction. It is remarked that Theorem 1.1 is sharp in the sense that there are
examples of Hörmander-type operators for which (1.5) fails whenever p does not
satisfy (1.6).

The majority of this work concerns the case where the phase satisfies a strength-
ened version of H2), namely:

H2`) For all px;ω0q P supp a the matrix

B2
ωωxBxφpx;ωq, Gpx;ω0qy|ω“ω0

is positive-definite.

If φ satisfies H1) and H2`), then T λ is said to be a Hörmander-type operator with
positive-definite phase. Geometrically, this condition implies that the principal cur-
vatures of the hypersurface parametrised by ω ÞÑ Bxφpx;ωq are everywhere positive.
A hypersurface satisfying this condition is said to be positively-curved.

Lee [17] observed that for positive-definite phases one may prove estimates be-
yond the range of Theorem 1.1. The main result of this article provides sharp
estimates in this setting.

Theorem 1.2. Suppose T λ is a Hörmander-type operator with positive-definite
phase. For all ε ą 0 the estimate

(1.7) }T λf}LppRnq Àε λ
ε}f}LppBn´1q

holds for all λ ě 1 whenever p satisfies

p ě 2 ¨
3n` 1

3n´ 3
if n is odd;(1.8)

p ě 2 ¨
3n` 2

3n´ 2
if n is even.

This result settles a recent conjecture of the first author [13] and improves upon
the previous best results of Lee [17] and Bourgain and the first author [8]. It is sharp
in the sense that there are examples of Hörmander-type operators with positive-
definite phase for which (1.7) fails whenever p does not satisfy (1.8). Furthermore,
away from the endpoint values one may apply ε-removal techniques to establish
(1.7) without the λε-loss in the constant (see §12, below).

3Strictly speaking, in [8] weaker L8 ´ Lp bounds are proven, but the methods can be used to
establish the Lp ´ Lp strengthening.
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1.2. Historical remarks. The problem of determining Lp estimates for Hörmander-
type operators has an interesting history. Hörmander [16] conjectured that (1.7)
should hold for p ą 2n{pn´ 1q (without ε-loss) under the hypotheses H1) and H2)
only and proved that this is indeed the case when n “ 2. This numerology agrees
with the Fourier restriction conjecture and also the Bochner–Riesz multiplier prob-
lem, both of which would follow as simple consequences of Hörmander’s conjecture.4

Stein [18] provided further evidence for this conjecture by proving the estimate

}T λf}LppRnq À }f}L2pBn´1q for all p ě 2pn` 1q{pn´ 1q.

It was therefore somewhat surprising when Bourgain [5] showed that, in general,
Stein’s theorem is sharp. In particular, he demonstrated that for every odd dimen-
sion n ě 3 there exists a Hörmander-type operator for which

(1.9) }T λf}LppRnq À }f}L8pBn´1q

fails to hold uniformly in λ ě 1 whenever p ă 2pn ` 1q{pn ´ 1q. Aside from dis-
proving Hörmander’s original conjecture, Bourgain’s work hinted at an interesting
divergence between the odd and even-dimensional theory. Moreover, it was demon-
strated in [7] that in even dimensions the L8 ´Lp estimates always hold in a wider
range than that of Stein’s theorem. Thus, in general, the even-dimensional case
is better behaved than the odd-dimensional case. This was further highlighted by
Bourgain and the first author [8] who showed that in even dimensions (1.9) holds
for p ą 2pn`2q{n. Furthermore, in [8] and also the work of Wisewell [25], examples
were found in even dimensions which show that (1.9) can fail for p ă 2pn ` 2q{n.
Thus, Hörmander’s original conjecture is valid only when n “ 2.

At this point it is useful to describe the nature of the counter-examples of [5],
[25] and [8] and provide some explanation for the difference between the odd and
even-dimensional cases. Roughly speaking, in the odd-dimensional case T λ and f
can be chosen so that |T λf | is concentrated in the 1-neighbourhood of a low degree
algebraic variety Z of dimension pn` 1q{2. This is the smallest possible dimension
for which such concentration is possible. In the even-dimensional case pn ` 1q{2 is
no longer an integer, and it transpires that |T λf | can only be concentrated into the
1-neighbourhood of a variety of relatively large dimension pn ` 2q{2. These obser-
vations are related to Kakeya compression phenomena for sets of space curves (see
[25] for a thorough introduction to this topic). They also hint at some underlying
algebraic structure in the problem.

So far the discussion has focused on operators satisfying the original H1) and
H2) hypotheses of Hörmander. Lee [17] observed that under the positive-definite
hypothesis H2`) one can establish improvements over the range given by Stein’s
theorem in all dimensions. In particular, he showed that for any Hörmander-type
operator with positive-definite phase (1.7) holds for p ě 2pn` 2q{2. This coincides
with Theorem 1.2 when n “ 3, but is weaker in higher dimensions. Wisewell [25]
produced examples (again relying on Kakeya compression phenomena) to show that
this result is sharp when n “ 3 (see also [8]).

Comparing the sharp examples under the H2) and H2`) hypotheses highlights
another important consideration in addition to Kakeya compression phenomena.
This feature relates to how the mass of |T λf | can be distributed in neighbourhoods

4The connection with Bochner–Riesz multipliers is made via the classical reduction of Carleson–
Sjölin [9, 16].
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n odd n even

H2) 2 ¨
n ` 1

n ´ 1
2 ¨

n` 2

n

H2`) 2 ¨
3n` 1

3n´ 3
2 ¨

3n` 2

3n´ 2

Figure 1. Endpoint values for p for Hörmander-type operators
under various hypotheses.

of low degree varieties. It accounts for the improved behaviour demonstrated by
operators with positive-definite phase and is described in detail in §2.

Given the results of this article, the sharp range of estimates for this problem
are now understood under either the H2) or H2`) hypothesis. The corresponding
endpoint values for p are concisely tabulated in Figure 1.

It is remarked that it is possible to prove estimates beyond the range of Theorem
1.2 under additional assumptions on the phase function. For example, the first
author [14] has shown that for n “ 3 and all ε ą 0 the extension operator E
associated to the paraboloid satisfies

}Ef}LppBp0,λqq Àε λ
ε}f}LppB2q

for all p ě 13{4. Furthermore, the aforementioned restriction conjecture asserts
that the above inequality should be valid in the wider range p ě 3.

1.3. Multilinear estimates. The proof of Theorem 1.2 follows the strategy in-
troduced by the first author in [13]. The argument relies on establishing (weakened
versions of) multilinear estimates for Hörmander-type operators. The multilinear
approach was introduced in the late 1990s to study oscillatory integral operators
(although it was arguably already implicit in many earlier foundational works in
the subject [12, 9]) and has proven an invaluable tool. To describe the k-linear
setup one first requires the notion of transversality.

Definition 1.3. Let 1 ď k ď n and Tλ “ pT λ1 , . . . , T
λ
k q be a k-tuple of Hörmander-

type operators, where T λj has associated phase φλj , amplitude aλj and generalised

Gauss map Gj for 1 ď j ď k. Then Tλ is said to be ν-transverse for some 0 ă ν ď 1
if

ˇ̌ kľ

j“1

Gjpx;ωjq
ˇ̌

ě ν for all px;ωjq P supp aj for 1 ď j ď k.

The following conjecture is a natural generalisation of an existent conjecture of
Bennett [3] for Fourier extension operators.

Conjecture 1.4 (k-linear Hörmander conjecture). Let 1 ď k ď n and suppose
pT λ1 , . . . , T

λ
k q is a ν-transverse k-tuple of Hörmander-type operators which all share

the same positive-definite phase function φλ. For all p ě p̄pk, nq :“ 2pn ` kq{pn `
k ´ 2q and ε ą 0 the estimate

(1.10)
››

kź

j“1

|T λj fj |
1{k

››
LppRnq

Àε,ν,φ λ
ε

kź

j“1

}fj}
1{k
L2pBn´1q
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holds for all λ ě 1.

Techniques have been developed by Tao–Vargas–Vega [24] and Bourgain and the
first author [8] to convert k-linear into linear inequalities. There are a number of
features of the multilinear theory which suggest that it is more approachable than
directly tackling the linear estimates. For instance, here the desired inequalities are
L2-based, giving greater scope for orthogonality methods.

Some instances of the conjecture are known.

‚ The k “ 1 case corresponds to Stein’s theorem [18] (which holds without
the positive-definite hypothesis).

‚ The k “ 2 case was established by Lee [17], who then used the method
of Tao–Vargas–Vega [24] to derive estimates for the linear problem. This
approach yields Theorem 1.2 in the n “ 3 case, but produces strictly weaker
results in higher dimensions (see the discussion in §1.2).

‚ The k “ n case was established by Bennett–Carbery–Tao [4] who also gave
partial results at all levels of multilinearity (see also [3] for further discussion
of this work). Bourgain and the first author [8] later developed a method
to deduce improved linear estimates from these multilinear inequalities.

The precise statement of the Bennett–Carbery–Tao theorem [4] is as follows.

Theorem 1.5 (Bennett–Carbery–Tao [4]). Let 2 ď k ď n and suppose that
pT λ1 , . . . , T

λ
k q is a ν-transverse k-tuple of Hörmander-type operators. For all p ě

2k{pk ´ 1q and ε ą 0 the estimate

››
kź

j“1

|T λj fj|
1{k

››
LppRnq

Àε,pφjqkj“1
ν´Cελε

kź

j“1

}fj}
1{k
L2pBn´1q

holds for all λ ě 1.

The positive-definite assumption does not appear in the hypotheses of Theorem
1.5.5 Combining Theorem 1.5 with the method of [8] leads to the sharp estimates
for Hörmander-type operators stated in Theorem 1.1. For completeness, the details
of this argument are given in §11.

1.4. k-broad estimates. In [13] it was observed that, in the context of Fourier
extension operators, the method of [8] does not require the full power of the k-linear
theory, but rather can take as its input inequalities of a weaker form than (1.10)
known as k-broad estimates. By applying polynomial partitioning techniques, the
first author [13] was further able to prove the sharp range of k-broad estimates
for the Fourier extension operator associated to the paraboloid. This led to an
improvement on the known range of estimates for parabolic restriction in dimensions
n ě 4. The main goal of this paper is to extend the theory of k-broad estimates to
the more general context of Hörmander-type operators with positive-definite phase.

The k-broad setup involves the notion of a k-broad norm, which was introduced
in [13]. Decompose Bn´1 into finitely-overlapping balls τ of radius K´1, where K
is a large constant. These balls will be frequently referred to as K´1-caps. Given
a function f : Bn´1 Ñ C write f “

ř
τ fτ where fτ is supported in τ . In view of

the rescaling φλ of the phase function, define the rescaled generalised Gauss map

Gλpx;ωq :“ Gpx{λ;ωq for px;ωq P supp aλ.

5In particular, of the results mentioned above only Lee’s bilinear estimate [17] exploits the
positive-definite hypothesis.
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For each x P Bp0, λq there is a range of normal directions associated to the cap τ
given by

Gλpx; τq :“ tGλpx;ωq : ω P τ, px;ωq P supp aλu.

If V Ď R
n is a linear subspace, then let >pGλpx; τq, V q denote the smallest angle

between any non-zero vector v P V and v1 P Gλpx; τq.
The spatial ball Bp0, λq is also decomposed into relatively small balls BK2 of

radius K2. In particular, fix BK2 a collection of finitely-overlapping K2-balls which
are centred in and cover Bp0, λq. For BK2 P BK2 centred at some point x̄ P Bp0, λq
define
(1.11)

µTλf pBK2q :“ min
V1,...,VAPGrpk´1,nq

´
max

τ :>pGλpx̄;τq,VaqąK´1 for 1ďaďA
}T λfτ }p

LppBK2 q

¯
;

here Grpk´1, nq is the Grassmannian manifold of all pk´1q-dimensional subspaces
in R

n. It will often be notationally convenient to write τ R Va to mean that
>pGλpx̄; τq, Vaq ą K´1 (the choice of centre x̄ should always be clear from the
context); with this notation the above expression becomes

µTλf pBK2q :“ min
V1,...,VAPGrpk´1,nq

´
max

τ :τRVa for 1ďaďA
}T λfτ }p

LppBK2 q

¯
.

For U Ď Rn the k-broad norm over U is then defined to be

(1.12) }T λf}BL
p

k,A
pUq :“

´ ÿ

BK2PBK2

BK2XU‰H

µTf pBK2q
¯1{p

.

It is remarked that }T λf}BL
p
k,A

pUq is not a norm in the traditional sense, but it does

satisfy weak variants of certain key properties of Lp-norms, as discussed below in
§6.

Theorem 1.2 will be a consequence of certain estimates for k-broad norms. These
estimates are proved under a further technical assumption that the phase is of
reduced form. The details of this condition are postponed until §4.

Theorem 1.6. For 2 ď k ď n and all ε ą 0 there exists a constant Cε ą 1 and an
integer A such that whenever T λ is a Hörmander-type operator with positive-definite
reduced phase the estimate

(1.13) }T λf}BL
p
k,A

pRnq Àε K
Cελε}f}L2pBn´1q

holds for all λ ě 1 and K ě 1 whenever p ě p̄pk, nq :“ 2pn` kq{pn` k ´ 2q.

The range of p is sharp for this theorem, as can be seen by considering the exten-
sion operator associated to the (elliptic) paraboloid (see [13]). As explained in §6
below, the k-broad estimate (1.13) is weaker than the corresponding k-linear esti-
mate (1.10), and so Theorem 1.6 can be viewed as a weak substitute for Conjecture
1.4.

Theorem 1.6 implies that for every ball BK2 one can find a collection of pk´ 1q-
dimensional subspaces V1, . . . , VA for which

max
τRVa for 1ďaďA

}T λfτ }LppBK2 q ÀK,ε λ
ε}f}L2pBn´1q.

Thus, the contribution to }T λf}LppBK2 q arising from caps τ whose directions lie
away from all of the Va can be effectively controlled. The problem of estimating
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}T λf}LppBK2 q is therefore reduced to studying expressions of the form

›› ÿ

τPV

T λfτ
››
LppBK2 q

where the sum is over caps τ which make a small angle with some pk´1q-dimensional
subspace V . This term can then be controlled using a combination of ℓp-decoupling
and an induction-on-scale argument, leading to the proof of Theorem 1.2. The full
details of this argument are given in §11.

Structure of the article. The structure of this article is as follows:

‚ In §2 sharp examples for Theorem 1.1 and Theorem 1.2 are discussed in
detail.

‚ In §3 the key features of the problem are identified in order to motivate the
forthcoming analysis.

‚ In §4 some basic reductions are described which allow one to assume the
phase is of a certain reduced form in the proof of Theorem 1.2.

‚ In §5 and §6 some basic analytic tools are introduced. In particular, the
wave packet decomposition for Hörmander-type operators is defined and
studied, some elementary aspects of the L2-theory for Hörmander-type op-
erators are reviewed, and there is also a discussion of the basic properties
of the k-broad norms and their relation to k-linear estimates.

‚ In §7 certain algebraic tools from combinatorial geometry are introduced.
In particular, polynomial partitioning techniques are reviewed and some
important geometric lemmas are proved; these techniques will play a fun-
damental rôle in the proof of Theorem 1.6.

‚ In §8 and §9 transverse equidistribution estimates for T λ are introduced and
studied. These estimates rely heavily on the positive-definite hypothesis
and partially account for the improved behaviour exhibited by operators
satisfying the H2`) hypothesis.

‚ In §10 the proof of k-broad estimates of Theorem 1.6 is given.
‚ In §11 the linear estimates of Theorem 1.2 are deduced as a consequence of
the k-broad estimates of Theorem 1.6. For completeness, the same methods
are also applied to deduce Theorem 1.1 as a consequence of Corollary 6.5.

‚ In §12 standard ε-removal lemmas are generalised to the variable coefficient
setting. This allows one to strengthen Theorem 1.2 away from the endpoint
by removing the λε-dependence in the constant.

Acknowledgment. The second author would like to thank David Beltran for
engaging discussions on topics related to this article. The first author is supported
by a Simons Investigator Award. This material is based upon work supported by
the National Science Foundation under Grand No. DMS-1440140 while the second
and third authors were in residence at the Mathematical Sciences Research Institute
in Berkeley, California, during the Spring 2017 semester.

2. Necessary conditions

2.1. An overview of the sharp examples. In this section examples of Hörmander-
type operators are studied in view of establishing the necessity of the conditions
on the p exponent in the linear estimates of Theorem 1.1 and Theorem 1.2. This
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n odd n even

H2)
´n ` 1

2
, 0
¯ ´n

2
` 1, 0

¯

H2`)
´n ` 1

2
,
1

2

¯ ´n
2

` 1,
1

2

¯

Figure 2. Optimal values of pm,σq for the sharp examples.

analysis will also identify some key features of operators with positive-definite phase
which will later be exploited in the proof of Theorem 1.2.

All the examples considered here are of the following general form: for a fixed
operator T λ, a function f is chosen so that |f | is constant whilst |T λf | is concen-
trated in NλσpZqXBp0, λq for some low-degree algebraic variety Z with dimZ “ m;
here NλσpZq is the λσ-neighbourhood of Z. In particular, one has

(2.1) }T λf}L2pRnq „ }T λf}L2pNλσ pZqXBp0,λqq.

The examples will further be chosen so that

(2.2) }T λf}L2pRnq „ λ1{2}f}L2pBn´1q;

note that, by Hörmander’s generalisation of the Hausdorff–Young inequality [16],
the inequality }T λf}L2pRnq À λ1{2}f}L2pBn´1q always holds (see also §5, below).

Playing (2.1) and (2.2) off against one another yields the necessary conditions
on p. Indeed, for f as above

}f}LppBn´1q „ }f}L2pBn´1q „ λ´1{2}T λf}L2pRnq „ λ´1{2}T λf}L2pNλσ pZqXBp0,λqq.

Now, assuming the estimate }T λg}LppRnq Àε λ
ε}g}LppBn´1q holds for all ε ą 0 and

applying Hölder’s inequality, it follows that

}f}LppBn´1q Àε |Nλσ pZq XBp0, λq|1{2´1{pλ´1{2λε}f}LppBn´1q.

By a simple computation one concludes that

(2.3) p ě 2 ¨
σpn ´mq `m

σpn ´mq `m´ 1
.

This condition depends on the two parameters m and σ, which one wishes to
minimise to obtain the strongest possible restriction on p.

‚ The optimal choice of m is n ´ tn´1
2

u. This value arises directly from the
theory of Kakeya sets of curves, and will be discussed in more detail in the
next subsection.

‚ The optimal choice of σ depends on the signature of the phase. For general
Hörmander-type operators, one may find examples for which σ “ 0. If
one assumes the positive-definite condition H2`), then σ “ 1{2 is the low-
est possible value. This difference in behaviour is governed by transverse
equidistribution estimates for T λ, which were introduced in the context of
Fourier extension operators in [13]. This will be discussed in detail in §2.4.

The optimal pairs pm,σq under the various hypotheses are tabulated in Figure
2. Plugging these values into (2.3) gives the corresponding sharp range of estimates
for T λ.
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2.2. Model operators. The examples described above will arise from operators
with phase of the relatively simple form

(2.4) φpx;ωq :“ xx1, ωy `
1

2
xApxnqω, ωy

where A : R Ñ Sympn´ 1,Rq is a polynomial function taking values in the class of
real symmetric matrices which satisfies Ap0q “ 0. For such a phase the condition
H1) always holds whilst H2) (respectively, H2`)) holds if and only if the component-
wise derivative A

1pxnq P GLpn ´ 1,Rq (respectively, A
1pxnq is positive-definite)

for all relevant xn P r´1, 1s. Observe that if Apxnq :“ xnA for some fixed A P
Sympn´ 1,Rq XGLpn´ 1,Rq, then the resulting operator is the extension operator
associated to the graph of the non-degenerate quadratic form ω ÞÑ 1

2
xAω, ωy. For

the present purpose, one is interested in examples with higher-order dependence on
xn.

Let T λ be an operator associated to the phase function (2.4) for some A. Cover
Bn´1 by finitely-overlapping balls θ of radius λ´1{2; these balls will frequently be
referred to as λ´1{2-caps. Let ψθ be a smooth partition of unity adapted to this
cover. Consider a wave packet of the form

fθ,vθpωq :“ e´2πiλxvθ,ω´ωθyψθpωq

for some choice of vθ P Rn´1 and ωθ the centre of the cap θ. To obtain the necessary
conditions for Lp-boundedness of T λ, the operator will be tested against functions
given by superpositions of these basic wave packets.

A simple stationary phase analysis shows that T λfθ,vθ is concentrated on a tubu-
lar region in Rn. In particular, define the curve

(2.5) γθ,vθptq :“ vθ ´ Aptqωθ for t P p´1, 1q

and let Tθ,vθ be the curved tube

Tθ,vθ :“
 
x P Bp0, λq : |x1 ´ λγθ,vθ pxn{λq| ă cλ1{2

(

for some choice of constant c ą 0. It is not difficult to show that

|T λfθ,vθpxq| Á λ´pn´1q{2χTθ,vθ
pxq for all x P Bp0, λq,

provided that c is chosen suitably small.

2.3. Kakeya sets of curves. By studying the geometry of the family of tubes
Tθ,vθ one may construct sharp examples for Theorem 1.2. These examples arise
owing to Kakeya compression phenomena, whereby the tubes are arranged to lie
in a neighbourhood of a low-dimensional set. For n “ 3, the following example
appears in Bourgain–Guth [8]. Let φ be of the form (2.4) where Aptq is taken to
be the pn´ 1q ˆ pn ´ 1q block-diagonal matrix

Aptq :“

ˆ
t t2

t2 t` t3

˙
‘ ¨ ¨ ¨ ‘

ˆ
t t2

t2 t` t3

˙

loooooooooooooooooooooomoooooooooooooooooooooon
t n´1

2
u-fold

‘ ptq.

Here it is understood that the final 1ˆ1 block appears only when n is even. Observe
that the resulting phase (2.4) satisfies H1) and H2`) on Bn ˆBn´1.

Suppose that T λ is the associated oscillatory integral operator. The estimate

(2.6) }T λf}LppRnq Àε λ
ε}f}LppBn´1q
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is tested against a superposition of wave packets

f :“
ÿ

θ:λ´1{2´cap

ǫθ ¨ fθ,vθ

where the ǫθ P t1,´1u are uniformly distributed independent random signs. By
Khinchine’s theorem (see, for instance, [19, Appendix D]), the expected value of
|T λfpxq| is given by

Er |T λfpxq| s „
` ÿ

θ:λ´1{2´cap

|T λfθ,vθpxq|2
˘1{2

Á λ´pn´1q{2
` ÿ

θ:λ´1{2´cap

χTθ,vθ
pxq

˘1{2

for all x P Bp0, λq. Thus, by Hölder’s and Minkowski’s inequalities,

λ´pn´1q{2
` ˆ ÿ

θ:λ´1{2´cap

χTθ,vθ

˘1{2
À

ˇ̌ ď

θ:λ´1{2´cap

Tθ,vθ
ˇ̌1{2´1{p

Er }T λf}LppRnq s.

The hypothesis (2.6) together with a direct computation now gives

(2.7) }f}LppBn´1q Àε

ˇ̌ ď

θ:λ´1{2´cap

Tθ,vθ
ˇ̌1{2´1{p

λ´1{2`ε}f}LppBn´1q,

since }f}LppBn´1q „ 1 is independent of the outcomes of the ǫθ.
Varying vθ corresponds to translating the tube Tθ,vθ in space. In view of (2.7),

one wishes to choose the vθ in order to arrange the tubes so that their union has
small measure. For the above choice of phase it is in fact possible to select the vθ
so that the tubes all lie in the λ1{2-neighbourhood of a low-dimensional, low degree
algebraic variety. In particular, let m :“ n ´ tn´1

2
u and Z :“ ZpP1, . . . , Pn´mq be

the common zero set of the polynomials

Pjpxq :“ λx2j ´ x2j´1xn for 1 ď j ď
X
n´1
2

\
.

Thus, Z is an algebraic variety of dimension m and degree 2. If one defines

vθ,2j´1 :“ ´ωθ,2j and vθ,2j “ vθ,n´1 “ 0 for 1 ď j ď
X
n´1
2

\

for each cap θ, then a simple computation shows that the curve t ÞÑ pλγθ,vθ pt{λq, tq
lies in Z. Thus, ď

θ:λ´1{2´cap

Tθ,vθ Ď Nλ1{2pZq XBp0, λq

and the desired necessary conditions on p follow from (2.7).
In conclusion, here the necessary conditions arise due the fact that it is possible

to compress an pn ´ 1q-dimensional family of curves into a set of small dimension
m. The value m “ n´ tn´1

2
u is optimal for this kind of behaviour, in view of known

estimates for associated Kakeya maximal functions: see [25] and [8].

2.4. Mass concentration. It will be useful to contrast the behaviour in the positive-
definite and indefinite cases by considering sharp examples for Theorem 1.1 (that
is, for the class of operators satisfying H1) and the weaker hypothesis H2)). As
before, Kakeya compression plays a significant rôle in the argument, but one can
introduce additional interference between the wave packets which leads to stronger
necessary conditions. In particular, this interference causes the mass of |T λf | to
concentrate in a tiny Op1q-neighbourhood of a variety Z; such tight concentration
is not possible under the H2`) hypothesis (as demonstrated by Theorem 1.2).
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Figure 3. The Kakeya compression phenomenon for the curves
arising from the matrix (2.8).

The following example was introduced by Bourgain [5] (see also [7]). Once again,
the phase is taken to be of the form (2.4). This time Aptq is defined to be the
pn´ 1q ˆ pn ´ 1q block-diagonal matrix

(2.8) Aptq :“

ˆ
0 t

t t2

˙
‘ ¨ ¨ ¨ ‘

ˆ
0 t

t t2

˙

loooooooooooooooomoooooooooooooooon
t n´1

2
u-fold

‘ ptq.

Clearly, the corresponding phase satisfies H1) and H2), but H2`) fails. Define the
curves γθ,vθ as in (2.5) so that

(2.9) |T λfθ,vθpxq| Á λ´pn´1q{2χTθ,vθ
pxq for all x P Bp0, λq.

If one takes

vθ,2j´1 :“ ´ωθ,2j´1 and vθ,2j “ vθ,n´1 “ 0 for 1 ď j ď
X
n´1
2

\
,

then it follows that the curve t ÞÑ pλγθ,vθ pt{λq, tq lies in Z for all λ´1{2-caps θ, where
Z is the same variety as that appearing in the previous subsection (see Figure 3).

One may repeat the analysis of §2.3 by taking f to be a linear combination of
wave packets fθ,vθ with random signs. This leads to the same necessary conditions
as in the positive-definite case. However, certain deterministic choices of f lead to
stronger conditions on p. In particular, consider the function

(2.10) f̃ :“
ÿ

θ:λ´1{2´cap

e2πiλQpωθqfθ,vθ ,
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where the vθ are as defined above and Q is the quadratic polynomial

Qpωq :“
1

2

t n´1
2

uÿ

j“1

ω2
2j´1.

Each modulated wave packet appearing in (2.10) has a phase given by

λ
`
Qpωθq ´ xvθ, ω ´ ωθy

˘
“ λQpωq ´

λ

2

t n´1
2

uÿ

j“1

pω2j´1 ´ ωθ,2j´1q2.

Since the λpω2j´1 ´ ωθ,2j´1q2 terms are bounded functions on the support of ψθ,
they do not contribute any significant oscillation. One may therefore heuristically
identify f̃ with the function

fpωq :“ e2πiλQpωqψpωq

where ψ is a bump function supported in Bn´1. Using a simple stationary phase
argument, it was shown in [5] (see also [7, 8]) that

(2.11) |T λfpxq| Á λ´tn{2u{2χNcpZqpxq for all x P Bp0, λq.

Here 0 ă c ă 1 is some small, fixed constant (which is independent of λ) and Z is
as defined in §2.3. With this estimate, one readily deduces the desired necessary
conditions on p.

Comparing (2.9) and (2.11) (in view of the heuristic identification between f̃ and
f) suggests that there is significant constructive interference between the various
T λfθ,vθ in a region very close to Z. This forces the mass of |T λfpxq| to concen-
trate around a tiny neighbourhood of the variety and results in stronger necessary
conditions for the Lp-boundedness of T λ.

For completeness we briefly detail the argument used in [5, 7] to prove (2.11).
Observe that T λfpxq is an oscillatory integral with smooth amplitude ψ and phase

(2.12)

t n´1
2

uÿ

j“1

x2j´1ω2j´1`x2jω2j`
λ

2
pω2j´1`λ´1xnω2jq

2`δe
`
xn´1ωn´1`

xn

2
ω2
n´1

˘

where δe “ 0 if n is odd and δe “ 1 if n is even. Introduce new variables zj :“
ω2j´1 ` λ´1xnω2j for 1 ď j ď

X
n´1
2

\
. If x P Z, then the phase function (2.12) can

be expressed as

t n´1
2

uÿ

j“1

x2j´1zj `
λ

2
z2j ` δe

`
xn´1ωn´1 `

xn

2
ω2
n´1

˘
.

The integral T λf can now be reduced to a product of
X
n´1
2

\
` δe “

X
n
2

\
integrals,

each in a single variable. For x P Z the inequality (2.11) follows as a consequence
of standard stationary phase estimates applied to each of these integrals (see, for
instance, [20, Chapter VIII, Proposition 3]). This lower bound can then be extended
to some c-neighbourhood of Z via a simple estimate on the gradient of T λfpxq.

3. Key features of the analysis

The examples of the previous section highlight several key features of Hörmander-
type operators. All these features are exploited in the proofs of the linear and
k-broad estimates.
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1) Algebraic structure. The sharp examples were given by arranging collections
of wave packets to lie in a relatively small neighbourhood of a low degree, low
dimensional algebraic variety Z. It turns out that this is an essential feature
of both the linear and k-broad problems. To exploit this underlying algebraic
structure, the proof of Theorem 1.6 will rely on a variant of the polynomial
partitioning method introduced by Katz and the first author [15]. Roughly
speaking, this method allows one to reduce to the case where |T λf | concentrates
around some low degree, low dimensional variety, as in the sharp examples.
This can be thought of as a dimensional reduction and, indeed, the proof of
Theorem 1.6 will proceed by an induction on dimension. Polynomial partitioning
has played an increasingly important rôle in the theory of oscillatory integral
operators, beginning with the work on the restriction problem in [14, 13] and,
more recently, in [11].

2) Non-concentration/transverse equidistribution. Suppose one does not
assume the phase is positive-definite. The example of §2.4 then shows that
interference between the wave packets can cause |T λf | to be concentrated in a
tiny neighbourhood of Z. In order to prove the sharp range of estimates in the
positive-definite case one must rule out the possibility of such concentration.
This is achieved by extending the theory of so-called transverse equidistribution
estimates introduced in [13] to the variable coefficient setting. These estimates
can be interpreted as showing that |T λfpxq| is morally constant along transverse
directions to Z in a λ1{2-neighbourhood of the variety. Consequently, |T λfpxq|
cannot concentrate in a smaller neighbourhood.

3) Parity of the dimension. Another key feature of the examples discussed in
the previous section is their dependence on the parity of the ambient dimension
n. Recall that this is directly related to the minimal dimension

dpnq :“

#
n`1
2

if n is odd

n`2
2

if n is even

of Kakeya sets of curves in R
n. The parity of the dimension does not play an

overt rôle in the proof of the k-broad estimates, but it becomes a noticeable
feature when one wishes to pass from k-broad to linear estimates in the proof
of Theorem 1.2. In particular, for each fixed value of 2 ď k ď n, the method
of §11 shows that the k-broad estimates imply a (possibly empty/trivial) range
of linear estimates. It transpires that to optimise the range of linear estimates
obtained in this manner one should choose k to correspond to the dimension
dpnq from the Kakeya problem.

The proof of the k-broad estimates follows the same general scheme as that used
to study Fourier extension operators in [13], and heavily exploits the the features 1)
and 2) of the problem highlighted above. A detailed sketch of the argument in the
extension context is provided in [13]; this sketch is likely to be beneficial to readers
new to these ideas.

4. Reductions

4.1. Basic reductions. The prototypical example of a positive-definite phase func-
tion is given by

φparpx;ωq :“ xx1, ωy ` xn
|ω|2

2
.
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This is the phase associated to the extension operator for the (elliptic) paraboloid.
In general, to prove Theorem 1.2 it suffices to only consider phases which are given
by small perturbations of φpar. To see why this is so, first recall that the class of
operators under consideration are those of the form

(4.1) T λfpxq :“

ˆ

Rn´1

e2πiφ
λpx;ωqaλpx;ωqfpωqdω

where φ satisfies H1) and H2`). In addition, one may assume a number of fairly
stringent conditions on the form of φ on the support of a.

Lemma 4.1. To prove Theorem 1.2 it suffices to consider the case where a is
supported on XˆΩ where X :“ X 1 ˆXn and X 1 Ă Bn´1, Xn Ă B1 and Ω Ă Bn´1

are small balls centred at 0 upon which the phase φ has the form

(4.2) φpx;ωq “ xx1, ωy ` xnhpωq ` Epx;ωq.

Here h and E are smooth functions, h is quadratic in ω and E is quadratic in x

and ω.6 Furthermore, letting cpar ą 0 be a small dimensional constant, one may
assume

(4.3) }B2
x1ωφpx;ωq ´ In´1}op ă cpar and }B2

ωωBxk
φpx;ωq ´ δknIn´1}op ă cpar

for all px;ωq P X ˆ Ω and 1 ď k ď n.

Here In´1 denotes the pn ´ 1q ˆ pn ´ 1q identity matrix, δij the Kronecker δ-
function and } ¨ }op the operator norm.

The proof of the lemma is based upon three elementary principles.
Localisation. If a property P of a phase holds locally on supp a, then typically one
may assume P holds on the whole of supp a by applying a partition of unity, the
triangle inequality and shifting co-ordinates.
Parametrisation invariance. By the change of variables formula, one may compose
φ with a smooth change of either the x or ω variables.
Modulation invariance. One is free to add smooth functions to the phase which
depend only on either the x or on the ω variables. In particular, φ can be replaced
by

φpx;ωq ` φp0; 0q ´ φp0;ωq ´ φpx; 0q

and therefore one may assume that

(4.4) Bαxφpx; 0q “ 0 and Bβωφp0;ωq “ 0

for all multi-indices pα, βq P Nn0 ˆ N
n´1
0 .

The following argument provides an example of these three principles working
together. Rotating the x-coordinates, one may assume that BωBxn

φp0; 0q “ 0. By
H2) it follows that

det B2
x1ωφp0; 0q ‰ 0.

The inverse function theorem now implies the existence of local inverses to the
functions ω ÞÑ Bx1φpx;ωq and x1 ÞÑ Bωφpx;ωq in a neighbourhood of 0. Thus, by
localisation, one may assume supp a is contained in X ˆΩ where X “ X 1 ˆXn for

6Explicitly, if pα, βq P N0 ˆ N
n´1

0
is a pair of multi-indices, then:

i) Bβ
ωhp0q “ Bβ

ωBα
x Epx; 0q “ 0 whenever x P X and |β| ď 1;

ii) Bβ
ωBα

x Ep0;ωq “ 0 whenever ω P Ω and |α| ď 1.
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X 1 Ă Bn´1, Xn Ă B1 and Ω Ă Bn´1 small balls centred at 0 and that there exist
smooth functions Φ and Ψ taking values in X and Ω, respectively, such that

(4.5) Bx1φpx; Ψpx;uqq “ u and BωφpΦpz1, xn;ωq, xn;ωq “ z1.

The former identity can be thought of as a generalisation of the fact that any
hypersurface can be locally parametrised as a graph. The latter identity features
in the proof of Lemma 4.1 and it is useful to highlight some further properties of
Φ. For each pxn, ωq P Xn ˆ Ω the map z1 ÞÑ Φpz1, xn;ωq is a diffeomorphism from
its domain onto X 1; this provides a useful change of variables on X 1. Furthermore,
it is easy to see that 0 lies in the domain of this map when xn “ 0, ω “ 0 and that

(4.6) Φp0; 0q “ 0, Bxn
Φp0; 0q “ 0 and Bx1Φp0; 0q “ Bx1ωφp0; 0q´1.

Indeed, the first identity follows directly from (4.4) whilst the remaining identities
are obtained by differentiating the defining expression for Φ from (4.5).

Proof (of Lemma 4.1). By (4.4) one may assume that

(4.7) φpx;ωq “ xBωφpx; 0q, ωy ` ρpx;ωq

where ρp0;ωq “ 0 for all ω P Ω. Let Φ be the function defined in (4.5) and,
using localisation and parametrisation invariance, perform the change of variables
x1 ÞÑ Φpx1, xn; 0q on X 1 so that the phase becomes

φpx;ωq “ xx1, ωy ` ρpΦpx; 0q, xn;ωq.

By (4.6) one has Bxn
Φpx1, 0; 0q “ Op|x|q and, taking a Taylor expansion of ρ in xn,

ρpΦpx; 0q, xn;ωq “ ρpΦpx1, 0; 0q, 0;ωq ` pBxn
ρqpΦpx1, 0; 0q, 0;ωqxn `Op|x|2q.

Note that the first expression on the right-hand side satisfies

ρpΦpx1, 0; 0q, 0;ωq “ xBx1ωφp0; 0q´1x1, pBx1ρqp0;ωqy `Op|x|2q

whilst, Taylor-expanding now in x1, it follows that

pBxn
ρqpΦpx1, 0; 0q, 0;ωq “ pBxn

ρqp0;ωq `Op|x|q.

Combining these observations, and noting, for instance, that (4.4) implies that
Bαxρpx; 0q “ 0 for all α P Nn0 and x P Bn, one deduces that

φpx;ωq “
@
x1, ω ` Bx1ωφp0; 0q´JpBx1ρqp0;ωq

D
` xnpBxn

ρqp0;ωq `Op|x|2|ω|2q;

Here the symbol J is used to denote the matrix transpose and ´J the inverse
matrix transpose.

Since ρ is quadratic in ω, it follows that ω ÞÑ ω ` Bx1ωφp0; 0q´JpBx1ρqp0;ωq is
a well-defined change of variables in a neighbourhood of the origin and so, once
again by localisation and parametrisation invariance, the problem is reduced to
considering phase functions of the from (4.2). By the construction h and E are
quadratic. Finally, the condition H2`) implies that the matrix B2

ωωBxn
φp0; 0q is

positive definite. Applying a linear coordinate change, one may therefore suppose
that B2

ωωBxn
φp0; 0q “ In´1. On the other hand, clearly B2

ωωBxk
φp0; 0q “ 0n´1 for

1 ď k ď n´1 and B2
ωx1φp0; 0q “ In´1. By continuity, if the support of a is sufficiently

small, then the conditions of (4.3) are valid on the support of a. �
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4.2. Parabolic rescaling. In addition to the reductions of Lemma 4.1, it will
be useful to have control over higher order derivatives of the phase, and also the
amplitude function.

Lemma 4.2. To prove Theorem 1.2 for some fixed ε ą 0 it suffices to consider the
case where, in addition to the properties described in Lemma 4.1, the phase satisfies

}BβωBαxφ}L8pXˆΩq ă cpar for |α| ď Npar, 3 ď |β| ď Npar

for some small dimensional constant cpar and large integer Npar P N, which can be
chosen to depend on n and ε. Furthermore, one may assume that the amplitude
satisfies

}BβωBαxa}L8pXˆΩq Àα,β 1 for all pα, βq P N
n´1
0 ˆ N

n
0 .

Henceforth cpar ą 0 and Npar P N are assumed to be fixed constants, chosen
to satisfy the requirements of the forthcoming arguments. A phase satisfying the
properties of Lemma 4.2 for this choice of cpar and Npar is said to be reduced. This
notion of reduced phase is precisely that which appears, then undefined, in the
statement of the k-broad estimates of Theorem 1.6.

Proof (of Lemma 4.2). The proof of Lemma 4.2 relies upon a standard parabolic
rescaling. One may assume that the phase of T λ is given by φλpx;ωq :“ λφpx{λ;ωq
where

φpx;ωq “ xx1, ωy ` xnhpωq ` Epx;ωq for px;ωq P X ˆ Ω.

Let ρ ě 1, f P L1pBn´1q and cover Bn´1 by finitely-overlapping ρ´1-balls. Pro-
vided ρ is chosen to depend only on φ and ε ą 0, by the triangle inequality one
may assume that f is supported on one such ball, say Bpω̄, ρ´1q where ω̄ P Bn´1.
Thus, by a linear change of variables,

|T λfpxq| “
ˇ̌ ˆ

Bn´1

e2πipφ
λpx;ω̄`ρ´1ωq´φλpx;ω̄qqaλpx; ω̄ ` ρ´1ωqf̃pωqdω

ˇ̌

where f̃pωq :“ ρ´pn´1qfpω̄ ` ρ´1ωq. The phase function appearing in the above
oscillatory integral may be expressed as

ρ´1xpBωφ
λqpx; ω̄q, ωy ` ρ´2

`
xnh̃pωq ` λẼ1px{λ;ωq

˘

where
h̃pωq :“ ρ2

`
hpω̄ ` ρ´1ωq ´ hpω̄q ´ ρ´1xBωhpω̄q, ωy

˘

and
Ẽ1px;ωq :“ ρ2

`
Epx; ω̄ ` ρ´1ωq ´ Epx; ω̄q ´ ρ´1xBωEpx; ω̄q, ωy

˘
.

Defining Ẽpx;ωq :“ Ẽ1pΦpρ´1x1, xn; ω̄q, xn;ωq where Φ is the function introduced
in (4.5), it follows that under a change of the x variables the phase and amplitude

are transformed into φ̃λ{ρ2 px;ωq and ãλ{ρ2px;ωq, respectively, where

φ̃px;ωq :“ xx1, ωy ` xnh̃pωq ` Ẽpx;ωq

and
ãpx;ωq :“ apΦpρ´1x1, xn; ω̄q, xn; ω̄ ` ρ´1ωq.

In particular, defining

(4.8) T̃ λ{ρ2gpxq :“

ˆ

Rn´1

e2πiφ̃
λ{ρ2px;ωqãλ{ρ2px;ωqgpωqdω

it follows that
}T λf}LppRnq À ρpn`1q{p}T̃ λ{ρ2 f̃}LppRnq.
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It is easy to verify that the phase φ̃ satisfies the conditions of Lemma 4.1 and, pro-
vided ρ is chosen appropriately, it also satisfies the additional conditions described
in Lemma 4.2. This facilitates the desired reduction. �

4.3. Geometric consequences. Henceforth all phase functions φ are assumed to
be reduced in the sense described above. The strategy is to obtain uniform estimates
over this class of phases.

By the definition of Hörmander-type operators, for each x P X the map ω ÞÑ
Bxφpx;ωq parametrises a smooth hypersurface Σx. In many respects, these hyper-

surfaces are geometrically very similar to the paraboloid ω ÞÑ pω, |ω|2

2
q. To see this,

recall that Ψ: U Ñ Ω is a smooth function which satisfies

(4.9) Bx1φpx; Ψpx;uqq “ u

for all px;uq P U Ă X ˆ Rn´1. On each of the fibres Ux :“ tu P Rn´1 : px;uq P Uu
of the domain U , the map u ÞÑ Ψpx;uq is a diffeomorphism. Thus, (4.9) implies
that Σx is the graph of the function

hxpuq :“ Bxn
φpx; Ψpx;uqq

over the fibre Ux. Each hx is a perturbation of |u|2

2
in the following sense.

Lemma 4.3. The function hx satisfies hxp0q “ 0, Buhxp0q “ 0 and

}B2
uuhxpuq ´ In´1}op “ Opcparq

for all u P Ux.

Before proving the lemma, some simple properties of Ψ are recorded. By (4.4) it
follows that Ψpx; 0q “ 0. The implicit function theorem implies that BuΨpx;uq “
B2
x1ωφpx; Ψpx;uqq´1 so that, by (4.3) and the local Lipschitz continuity of taking
matrix inverses,

(4.10) }BuΨpx;uq ´ In´1}op “ Opcparq.

As a consequence of this identity (and choosing cpar to be sufficiently small),

(4.11) |Ψpx;uq ´ Ψpx;u1q| „ |u´ u1| for all u, u1 P Ux,

where the implied constant depends only on n. In addition, if 1 ď k ď n´ 1, then
by twice differentiating Bxk

φpx; Ψpx;uqq “ uk in the u variables one may deduce
that

(4.12) }B2
uuΨkpx;uq}op “ Opcparq.

The stated properties of hx now easily follow.

Proof (of Lemma 4.3). By (4.4) one has

hxp0q “ Bxn
φpx; Ψpx; 0qq “ Bxn

φpx; 0q “ 0.

Similarly, Buhxp0q “ 0 since BωBxn
φpx; 0q “ 0. Finally,

B2
uuhxpuq “ pBuΨqJpx;uqpB2

ωωBxn
φqpx; Ψpx;uqqBuΨpx;uq ` Epx;uq

where Epx;ωq is the n ´ 1 ˆ n´ 1 matrix whose pi, jqth entry is given by

Eijpx;uq “ xpBωBxn
φqpx; Ψpx;uqq, Buiuj

Ψpx;uqy.
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By (4.3) and (4.12) it follows that }Epx;uq}op “ Opcparq, whilst (4.3) and multiple
applications of (4.10) imply that

}pBuΨqJpx;uqpB2
ωωBxn

φqpx; Ψpx;uqqBuΨpx;uq ´ In´1}op “ Opcparq.

This concludes the proof. �

Similar reasoning can be used to provide useful uniform estimates for the gener-
alised Gauss map associated to T λ. To state the result, let Xλ :“ tx P R

n : x{λ P
Xu denote the λ-dilate of X , so that aλ is supported in Xλ ˆ Ω.

Lemma 4.4. For all x, x1 P Xλ and ω, ω1 P Ω the estimates

>pGλpx;ωq, Gλpx;ω1qq „ |ω ´ ω1| and >pGλpx;ωq, Gλpx1;ωqq À λ´1|x1 ´ x2|

hold with implied constants which depend only on the dimension.

The proof, which is an elementary calculus exercise in the style of the proof of
Lemma 4.3, is omitted.

5. Basic analytic preliminaries

5.1. Wave packet decomposition. Throughout the following sections ε ą 0 is a
fixed small parameter and δ ą 0 is a tiny number satisfying7 δ ! ε and δ „ε 1.

A wave packet decomposition is carried out with respect to some spatial param-
eter 1 ! R ! λ. Cover Bn´1 by finitely-overlapping balls θ of radius R´1{2 and let
ψθ be a smooth partition of unity adapted to this cover. These θ will frequently
be referred to as R´1{2-caps. Cover R

n´1 by finitely-overlapping balls of radius
CRp1`δq{2 centred on points belonging to the lattice Rp1`δq{2Zn´1. By Poisson
summation one may find a bump function adapted to Bp0, Rp1`δq{2q so that the
functions ηvpzq :“ ηpz ´ vq for v P Rp1`δq{2Zn´1 form a partition of unity for this
cover. Let T denote the collection of all pairs pθ, vq. Thus, for f : Rn´1 Ñ C with
support in Bn´1 and belonging to some suitable a priori class one has

f “
ÿ

pθ,vqPT

pηvpψθfqqqp “
ÿ

pθ,vqPT

pηv ˚ pψθfq.

For each R´1{2-cap θ let ωθ P Bn´1 denote its centre. Choose a real-valued smooth
function ψ̃ so that the function ψ̃θpωq :“ ψ̃pR1{2pω ´ ωθqq is supported in θ and

ψ̃θpωq “ 1 whenever ω belongs to a cR´1{2 neighbourhood of the support of ψθ for
some small constant c ą 0. Finally, define

fθ,v :“ ψ̃θ ¨ r pηv ˚ pψθfqs.

The function pηvpωq is rapidly decaying for |ω| Á R´p1`δq{2 and, consequently,

}fθ,v ´ pηv ˚ pψθfq}L8pRn´1q ď RapDecpRq}f}L2pBn´1q.

Here the notation RapDecpRq is used to denote any quantity CR which is rapidly
decaying in R; that is, any CR P R such that |CR| Àε,N R´N for all N P N. It
follows that

}f ´
ÿ

θ,v

fθ,v}L8pRn´1q ď RapDecpRq}f}L2pBn´1q.

7For A,B ě 0 the notation A ! B or B " A is used to denote that A is ‘much smaller’ than

B; a more precise interpretation of this is that A ď C´1
ε B for some constant Cε ě 1 which can

be chosen to be large depending on n and ε.
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The functions fθ,v are almost orthogonal: if S Ď T, then
›› ÿ

pθ,vqPS

fθ,v
››2
L2pRn´1q

„
ÿ

pθ,vqPS

}fθ,v}2L2pRn´1q.

Let T λ be an operator with reduced phase φ and amplitude a supported in
X ˆ Ω as in Lemma 4.1. For pθ, vq P T define the curve γ1θ,v : I

1
θ,v Ñ Rn´1 by

setting γ1θ,vptq :“ Φpv, t;ωθq, where Φ is the function introduced in §4 and

I1θ,v :“
 
t P Xn : Bωφpx1, t;ωθq “ v for some x1 P X 1

(
.

Thus, Bωφpγ1θ,vptq, t;ωθq “ v for all t P I1θ,v. Moreover, the rescaled curve γλθ,vptq :“

λγ1
θ,v{λ pt{λq satisfies

Bωφ
λpγλθ,vptq, t;ωθq “ v for all t P Iλθ,v :“ tt P R : t{λ P I1θ,v{λu.

Let Γλθ,v : I
λ
θ,v Ñ R

n denote the graphing map Γλθ,vptq :“ pγλθ,vptq, tq; by an abuse of

notation Γλθ,v will also be used to denote the image of this mapping. It is remarked

that one may easily verify that the tangent vector to the curve Γλθ,v at Γλθ,vptq is

parallel to GλpΓλθ,vptq;ωθq for all t P Iλθ,v.

Define the curved R1{2`δ-tube

Tθ,v :“
 

px1, xnq P Bp0, Rq : xn P Iλθ,v and |x1 ´ γλθ,vpxnq| ď R1{2`δ
(
.

The curve Γλθ,v is referred to as the core of Tθ,v. Observe that, since φ is of the
reduced form defined in §4, one has

(5.1) |x1 ´ γλθ,vpxnq| „ |Bωφ
λ px;ωθq ´ v|,

for all x “ px1, xnq P Xλ with xn P Iλθ,v.

Example 5.1. Let φλpx;ωq :“ xx1, ωy ` xnhpωq and observe that γλθ,vptq “ v ´

tBωhpωθq parametrises a straight line through v in the direction of Bωhpωθq. The
tube is given by

Tθ,v “
 
x P Bp0, Rq : |x1 ` xnBωhpωθq ´ v| ď R1{2`δ

(
,

which agrees with those studied in the case of the extension operator.

Lemma 5.2. If 1 ! R ! λ and x P Bp0, RqzTθ,v, then

|T λfθ,vpxq| ď p1 `R´1{2|Bωφ
λpx;ωθq ´ v|q´pn`1qRapDecpRq}f}L2pBn´1q.

Proof. Observe that

T λfθ,vpxq “

ˆ

Rn´1

pηv ˚ pψθfq ¨Gx

where
Gxpωq :“ e´2πiφλpx;ωqaλpx;ωqψ̃θpωq

and so, by Plancherel,

T λfθ,vpxq “

ˆ

Rn´1

ηv ¨ pψθfqq ¨ Ǧx.

By a simple change of variables, if one defines the phase function φλx,zpωq :“

R1{2φλpx;ωθ `R´1{2ωq ´ xz, ωy, then one has

|Ǧxpzq| “ R´pn´1q{2
ˇ̌ ˆ

Rn´1

e´2πiR´1{2φλ
x,zpωqaλpx;ωθ `R1{2ωqψ̃pωqdω

ˇ̌
.
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This integral is analysed using (non-)stationary phase. Computing the derivative
of the phase function,

Bωφ
λ
x,zpωq “ Bωφ

λpx;ωθ `R´1{2ωq ´ z

“
“
Bωφ

λpx;ωθq ´ v
‰

` rv ´ zs `
“
Bωφ

λpx;ωθ `R´1{2ωq ´ Bωφ
λpx;ωθq

‰
.

Observe that |v ´ z| À Rp1`δq{2 whenever z P supp ηv. Moreover,

|Bωj
φλpx;ωθ`R´1{2ωq´Bωj

φλpx;ωθq| ď R´1{2

ˆ 1

0

|xBωBωj
φλpx;ωθ`tR´1{2ωq, ωy| dt.

Since B2
ωiωj

φλp0;ωq “ 0 for all ω P Ω and 1 ď i, j ď n´ 1, it follows that

|B2
ωiωj

φλpx;ωθ ` tR´1{2ωq| “

ˆ 1

0

|xBxB2
ωiωj

φλpsx;ωθ ` tR´1{2ωq, xy| ds

ď }|BxB2
ωiωj

φλ|}L8pXλˆΩq|x| À R

for x P Bp0, Rq XXλ. Combining these estimates,

|Bωφ
λpx;ωθ `R´1{2ωq ´ Bωφ

λpx;ωθq| À R1{2.

On the other hand, for x P Bp0, RqzTθ,v it is claimed that

(5.2) |Bωφ
λpx;ωθq ´ v| Á R1{2`δ.

If xn P Iλθ,v, then (5.2) follows directly from the definition of Tθ,v and (5.1). Tem-

porarily assuming (5.2) holds in general, it follows that the Bωφ
λpx;ωθq ´ v term

dominates in the above expansion of Bωφ
λ
x,zpωq. In particular, for all z P supp ηv,

one concludes that

R´1{2|Bωφ
λ
x,zpωq| Á R´1{2|Bωφ

λpx;ωθq ´ v| Á Rδ

whenever R " 1. Thus, by repeated integration by parts,

|Ǧxpzq| “ p1 `R´1{2|Bωφ
λpx;ωθq ´ v|q´pn`1qRapDecpRq.

The desired inequality is now an immediate consequence of Young’s inequality and
Plancherel’s theorem.

It remains to establish (5.2) for x P Bp0, RqzTθ,v with xn R Iλθ,v. The condition

on xn implies that v R X̃ 1 where X̃ 1 is defined to be the image of X 1 under the
diffeomorphism z1 ÞÑ λBωφpz1, xn{λ;ωθq. The set X̃ 1 will contain a ball centred
at λBωφp0, xn{λ;ωθq of radius 2cλ for some dimensional constant c ą 0. Since
|xn| ă R and Bωφp0;ωθq “ 0, one observes that λ|Bωφp0, xn{λ;ωθq| À R and so

Bp0, cλq Ď X̃ 1, provided R ! λ. Consequently, |v| Á λ whilst, on the other hand,
|Bωφ

λpx;ωθq| À R and so, again provided R ! λ, the estimate (5.2) immediately
follows.8 �

8This argument can also be used to show that for |v| À λ, the domain Iλ
θ,v

contains an interval

about 0 of length „ λ.



22 L. GUTH, J.HICKMAN, AND M. ILIOPOULOU

5.2. An L2 estimate. The following standard L2-bound, which has been men-
tioned previously in §2, will play a significant rôle in the forthcoming analysis.

Lemma 5.3 (Hörmander [16]). If 1 ď R ď λ and BR is any ball of radius R, then

}T λf}L2pBRq À R1{2}f}L2pBn´1q.

This lemma is a direct corollary of the following lemma which, in turn, is a
consequence of Hörmander’s generalisation of the Hausdorff–Young inequality [16].

Lemma 5.4. For any fixed xn P R, the estimate

}T λf}L2pRn´1ˆtxnuq À }f}L2pBn´1q

holds.

Proof. Defining Sfpx1q :“ T λfpλx1, xnq, the problem is to show that

(5.3) }Sf}L2pRn´1q À λ´pn´1q{2}f}L2pRn´1q.

Observe that

Sfpx1q “

ˆ

Rn´1

e2πiλφpx1,xn{λ;ωqapx1, xn{λ;ωqfpωqdω.

The original hypotheses on the phase φ imply that

| det B2
x1ωφpx1, xn{λ;ωq| Á 1

whilst px1;ωq ÞÑ apx1, xn{λ;ωq has support in some bounded subset of Rn´1ˆR
n´1.

Both these conditions hold uniformly in xn and λ. Thus, the operator S satisfies
the conditions of Hörmander’s generalisation of the Hausdorff–Young inequality [16]
(see also, for instance, [20, p. 377]) uniformly in xn and λ. Applying Hörmander’s
theorem immediately yields (5.3). �

5.3. The locally constant property. As a final analytic preliminary, some sim-
ple consequences of the uncertainty principle are discussed. It is remarked that the
results of this subsection (that is, Lemma 5.6 and Corollary 5.7) only play a rôle
in the proof of Theorem 1.2 much later in the argument (namely, in the parabolic
rescaling argument in §11). They do, however, feature in an independent discussion
in the following section.

Definition 5.5. A function ζ : Rn Ñ r0,8q is said to be locally constant at scale
ρ for some ρ ą 0 if ζpxq „ ζpyq for all x, y P Rn with |x´ y| À ρ.

Owing to the uncertainty principle, heuristically one expects the following: if f is
supported on a ρ´1-cap, then |T λf | is essentially constant at scale ρ. For extension
operators this is due to the fact that, under the support hypothesis on the input
function, Ef has (distributional) Fourier support inside a ρ´1-ball. For general
Hörmander-type operators T λ the Fourier transform of T λf does not necessarily
have compact support. It will, however, be concentrated in some ρ´1-ball and
this is sufficient to ensure the locally constant property holds. This discussion is
formalised by the following lemma and its corollary.

Lemma 5.6. Let T λ be a Hörmander-type operator. There exists a smooth, rapidly
decreasing function η : Rn Ñ R with the following property: if δ ą 0 and 1 ď ρ ď
λ1´δ, then

(5.4) e´2πiφλp ¨ ;ω̄qT λf “ re´2πiφλp ¨ ;ω̄qT λf s ˚ ηρ ` RapDecpλq}f}L2pBn´1q
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holds whenever f is supported in a ρ´1-ball Bpω̄, ρ´1q for some ω̄ P Ω. Here
ηρpxq :“ ρ´nηpx{ρq.

The identity (5.4) can be roughly interpreted as saying that e´2πiφλpx;ω̄qT λfpxq is
equal to an average of itself over a ρ-ball centred at x. This is a rigorous formulation
of the locally constant heuristic discussed above.

Proof (of Lemma 5.6). Suppose that supp f Ă Bpω̄, ρ´1q where ω̄ P Ω and observe
that

(5.5) re´2πiφλp ¨ ;ω̄qT λf sppξq “

ˆ

Rn´1

Kλpξ;ωqfpωqdω

where the function Kλ is given by

Kλpξ;ωq “ λn
ˆ

Rn

e´2πiλpxx,ξy´φpx;ωq`φpx;ω̄qqapx;ωqdx.

This oscillatory integral is estimated via (non-)stationary phase, using the simple
estimate

|Bxφpx;ωq ´ Bxφpx; ω̄q| À ρ´1 for px;ωq P X ˆ Ω with ω P supp f .

In particular, if |ξ| ě Cρ´1 for a suitably large constant C ě 1, then repeated
integration-by-parts shows that

|Kλpξ;ωq| ď RapDecpλqp1 ` |ξ|q´pn`1q.

Let η be a Schwartz function on R
n with η̂pξq “ 1 for all |ξ| ă C for a suitable

constant C ě 1 and support in Bp0, 2Cq. Such a function can further be chosen
to be locally constant at scale 1. From the above observations it follows that the
left-hand side of (5.5) can be expressed as

re´2πiφλp ¨ ;ω̄qT λf sppξq pηρpξq ` RapDecpλqp1 ` |ξ|q´pn`1q}f}L2pBn´1q

and the desired identity is now immediate. �

In order to apply the locally constant property effectively in k-linear settings, it
is useful to establish a variant of the above lemma involving expressions of the form
|T λf |1{k. This can be achieved by combining Lemma 5.6 together with Bernstein’s
inequality.

Corollary 5.7. Let T λ be a Hörmander-type operator and 1 ď k ď n. There exists
a smooth, rapidly decreasing function ζ : Rn Ñ r0,8q with the following properties:

1) ζ is locally constant at scale 1.
2) If δ ą 0 and 1 ď ρ ď λ1´δ, then the pointwise inequality

(5.6) |T λf |1{k À |T λf |1{k ˚ ζρ ` RapDecpλq}f}
1{k
L2pBn´1q

holds whenever f is supported in some ρ´1-ball. Here ζρpxq :“ ρ´nζpx{ρq.

The locally constant property of ζ implies that

|T λf |1{k ˚ ζρpxq „ |T λf |1{k ˚ ζρpyq for all x, y P R
n with |x´ y| À ρ;

namely, |T λf |1{k ˚ ζρ is locally constant at scale ρ. This is again consistent with
uncertainty principle heuristics.
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Proof (of Corollary 5.7 ). From the proof of Lemma 5.6 it is clear that the function
η may be chosen so that |η|1{k admits a smooth, non-negative, rapidly decreasing
majorant ζ which is locally constant at scale 1. Iterating the formula (5.4), one
deduces that

|T λfpxq| ď
ˇ̌ ˆ

Rn

re´2πiφp ¨ ;ω̄qT λf s ˚ ηρpx ´ yqηρpyqdy
ˇ̌

` RapDecpλq}f}L2pBn´1q.

Observe that the above integrand has Fourier support in a ball of radius Opρ´1q.
Bernstein’s inequality9 may therefore be applied to dominate the right-hand side
by

´ ˆ

Rn

|re´2πiφp ¨ ;ω̄qT λf s ˚ ηρpx´ yq|1{kζρpyqdy
¯k

` RapDecpλq}f}L2pBn´1q.

A final application of (5.4) allows one to replace |re´2πiφp ¨ ;ω̄qT λf s ˚ ηρ| with |T λf |
in this expression, concluding the proof. �

6. Properties of the k-broad norms

6.1. k-broad triangle inequality and logarithmic convexity. The functional
f ÞÑ }T λf}BL

p

k,A
pUq is not a norm in a literal sense, but it does exhibit some

properties similar to those of Lp-norms. For instance, the map U ÞÑ }T λf}p
BL

p
k,A

pUq

behaves similarly to a measure.

Lemma 6.1 (Finite (sub)-additivity). Let U1, U2 Ď Rn and U :“ U1 Y U2. If
1 ď p ă 8 and A is a non-negative integer, then

}T λf}p
BL

p

k,A
pUq

ď }T λf}p
BL

p

k,A
pU1q

` }T λf}p
BL

p

k,A
pU2q

holds for all integrable f : Bn´1 Ñ C.

This is an immediate consequence of the definition of the k-broad norms. A
slightly less trivial observation is that }T λf}BL

p

k,A
pUq also satisfies weak versions of

the triangle and logarithmic convexity inequalities.

Lemma 6.2 (Triangle inequality [13]). If U Ď Rn, 1 ď p ă 8 and A :“ A1 ` A2

for A1, A2 non-negative integers, then

}T λpf1 ` f2q}BL
p

k,A
pUq À }T λf1}BL

p

k,A1
pUq ` }T λf2}BL

p

k,A2
pUq

holds for all integrable f1, f2 : B
n´1 Ñ C.

Lemma 6.3 (Logarithmic convexity [13]). Suppose that U Ď R
n, 1 ď p, p1, p2 ă 8

and 0 ď α1, α2 ď 1 satisfy α1 ` α2 “ 1 and

1

p
“
α1

p1
`
α2

p2
.

If A :“ A1 `A2 for A1, A2 non-negative integers, then

}T λf}BL
p
k,A

pUq À }T λf1}α1

BL
p1
k,A1

pUq
}T λf2}α2

BL
p2
k,A2

pUq

9More precisely, here the proof uses a general form of Bernstein’s inequality, valid for exponents
less than 1. In particular, if 0 ă p ď q ď 8 and g is an integrable function on Rn satisfying
supp ĝ Ď Br , then

}g}LqpRnq À rnp1{p´1{qq}g}LppRnq.

This extension follows from the classical Bernstein inequality (that is, the above estimate in the
restricted range 1 ď p ď q ď 8) in a rather straight-forward manner.
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holds for all integrable f : Bn´1 Ñ C.

These estimates are proven in the context of Fourier extension operators in [13].
The arguments are entirely elementary and readily generalise to the variable coef-
ficient case. It is remarked that the parameter A appears in the definition of the
k-broad norm to allow for these weak triangle and logarithmic convexity inequali-
ties.

6.2. k-broad versus k-linear. A relationship between k-broad and k-linear esti-
mates is given by the following proposition.

Proposition 6.4. Let T be a class of Hörmander-type operators which is closed
under translation,10 2 ď p ă 8, 2 ď k ď n and ε ą 0. Suppose that for all
1 ! R ď λ and R-balls BR the k-linear inequality

››
kź

j“1

|T λj fj |
1{k}LppBRq Àε,pφjqkj“1

ν´CεRε}f}L2pBn´1q

holds whenever pT λ1 , . . . , T
λ
k q P T k is a ν-transverse k-tuple of Hörmander-type

operators. Then for all 1 ! R ď λ and R-balls BR the k-broad inequality

}T λf}BL
p

k,1
pBRq Àε,φ K

CεRε}f}L2pBn´1q

holds for any T λ P T .

The parameter K in the above theorem is the same as that which appears in
the definition of the k-broad norms; the Cε denote constants, which may vary from
line to line, which depend only on n and ε.

The (local version of the) Bennett–Carbery–Tao theorem [4] therefore implies
a version of Theorem 1.6 which holds for all Hörmander-type operators (that is,
without the positive-definite hypothesis) with a restricted range of p.

Corollary 6.5. Let T λ be a Hörmander-type operator. For all 2 ď k ď n, p ě
2k{pk ´ 1q and ε ą 0 the estimate

}T λf}BL
p

k,1
pBRq Àε,φ K

CεRε}f}L2pBn´1q

holds for all λ ě 1.

For completeness the proof of Proposition 6.4 is given; the result itself will not
be used in the proof of Theorem 1.2 and is included mainly for expository purposes.
Thus, readers interested only in the proof of Theorem 1.2 may safely skip to the
next section.

Proof (of Proposition 6.4). Let Z Ă BR be a maximal set of points with the prop-
erty that the balls Bpz,R{2C̄Kq for z P Z are pairwise disjoint. Here C̄ ě 1
is a suitable constant, chosen to meet the forthcoming requirements of the proof.
Letting Bz :“ Bpz,R{C̄Kq for z P Z, it follows that #Z À Kn and

}T λf}p
BL

p

k,1
pBRq

ď
ÿ

zPZ

}T λf}p
BL

p

k,1
pBzq

.

Fixing z P Z it therefore suffices to show that

}T λf}BL
p
k,1

pBzq Àε K
CεRε}f}L2pBn´1q,

10That is, if Tλ P T and a P Rn, then the translated operator Tλ
a defined by Tλ

a fpxq :“

Tλfpx ` aq also belongs to T .
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since summing the contributions from each choice of z P Z only introduces an
acceptable Kn factor into the estimate. By introducing a bump function into the
definition of the operator, one may further assume that the amplitude aλ has x-
support in the ball concentric to Bz with twice the radius.

Fix a ball BK2 “ Bpx̄,K2q P BK2 with BK2 XBz ‰ H and suppose that V is a
pk ´ 1q-dimensional subspace with realises the minimum in µTλf pBK2q. Thus, by

definition, if τ is a K´1-cap for which

}T λfτ }p
LppBK2 q ą µTλf pBK2q,

then τ P V , where the inclusion symbol is used in the non-standard sense described
in the introduction. Amongst all such subspaces V choose one which maximises
the cardinality of the set

T pV q :“
 
τ P V : }T λfτ }p

LppBK2 q ě µTλf pBK2q
(
.

By definition there exists some cap τ˚ R V such that }T λfτ˚}p
LppBK2q “ µTλf pBK2q.

Suppose there exists a pk ´ 2q-dimensional subspace W Ă Rn such that τ P W
for all τ P T pV q. Then defining V 1 :“ span

`
W Y tGλpx̄, ωτ˚qu

˘
where ωτ˚ is the

centre of τ˚, it follows that τ˚ P V 1 and τ P V 1 for all τ P T pV q. On the other
hand, V 1 also realises the minimum in the definition in µTλf pBK2q: to see this it
suffices to show that

(6.1) }T λf}p
LppBK2q ď µTλf pBK2q for all τ R V 1 with τ P V ;

if τ R V 1, then τ R W so that τ does not belong to T pV q and so (6.1) is immediate.
These observations contradict the maximality of V and, consequently, no such
subspace W can exist.

By the preceding discussion, one may find a family of caps τ˚
1 , . . . , τ

˚
k´1 P T pV q

satisfying

(6.2)
ˇ̌ kľ

j“1

Gλpx̄, ωjq
ˇ̌

Á K´pk´1q for all ωj P τ˚
j , 1 ď j ď k.

Thus,

(6.3) µTλf pBK2q ď
kź

j“1

}T λfτ˚
j

}
p{k
LppBK2 q

for τ˚
k :“ τ˚. To apply the hypothesised multilinear estimate one wishes to exchange

the order of taking the norm and product on the right-hand side of the above
expression; that is, one wishes to prove an estimate of the form

kź

j“1

}T λfτ˚
j

}
p{k
LppBK2 q À KOp1q

››
kź

j“1

|T λfτ˚
j

|1{k
››p
LppBK2 q

.

This is achieved by exploiting the locally constant property of the T λfτ , as discussed
in §5.3. In particular, by Corollary 5.7 and Hölder’s inequality there exists a non-
negative, rapidly decreasing, locally constant function ζ such that

(6.4) |T λfτ |p{k À |T λfτ |p{k ˚ ζK ` RapDecpλq}f}
1{k
L2pBn´1q

holds for all K´1-caps τ . Since rapidly decaying error terms are entirely harm-
less, henceforth they will be suppressed in the notation. Observe that for all
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x P Bpx̄,K2q and y P Rn one has ζKpx ´ yq À KOp1qwKpx̄ ´ yq where wKpyq :“
p1 ` |y|{Kq´N for some choice suitable of large exponent N satisfying N “ Op1q.
Combining these observations with a second application of (6.4) yields

(6.5) }T λfτ }
p{k
LppBK2 q À KOp1q

ˆ

Rn

|T λfτ |p{k ˚ ζKpyqwKpx̄ ´ yqdy.

Fix x P Bp0,Kq and note that the locally constant property of ζ implies that

(6.6) |T λfτ |p{k ˚ ζKpyq À |T λfτ |p{k ˚ ζKpx` yq for all y P R
n.

Thus, by (6.3), (6.5) and (6.6), one deduces that

µTλf pBK2q À KOp1q

ˆ

pRnqk

kź

j“1

|T λfτ˚
j

|p{k ˚ ζKpx` yjqwKpx̄´ yjqdy.

Taking the average of both sides of this estimate over all x P Bp0,Kq and shifting
the yj variables,

µTλf pBK2q À KOp1q

ˆ

pRnq2k

ˆ

Bpx̄,Kq

kź

j“1

|T λfτ˚
j

˝ σyj ,zj pxq|p{k dxZKpy, zqdydz

where ZKpy, zq :“
śk
j“1 wKpyjqζKpzjq and σyj ,zjpxq :“ x ` yj ´ zj. Since both

wK and ζK decay (at least) as rapidly as |y|´N away from Bp0,Kq, one may
restrict the integral in y and z from the whole space pRnq2k to the bounded region
Bp0, λ{C̄Kq2k at the expense of an additional harmless error term.

Given a K´1-cap τ , let T λτ be a Hörmander-type operator given by replacing the
amplitude aλ in the definition of T λ with some amplitude aλτ which has ω-support
in a 2K´1-cap concentric to τ and which satisfies T λτ fτ “ T λfτ . One now wishes
to bound

(6.7)

ˆ

Bp0,λ{C̄Kq2k

ˆ

Bpx̄,Kq

kź

j“1

|T λ
τ˚
j

fτ˚
j

˝ σyj ,zjpxq|p{k dxZKpy, zqdydz

For the purposes of this proof a k-tuple pτ1, . . . , τkq of K´1-caps is said to be
transverse if pT λτ1 , . . . , T

λ
τk

q is a cK´pk´1q-transverse k-tuple of Hörmander-type op-

erators, for a suitable choice of small constant c ą 0. If the constant C̄ from the
original decomposition is sufficiently large, then using the estimate

|Gλpx̄, ωq ´Gλpx, ωq| À
|x̄´ x|

λ
À C̄´1K´1 for px, ωq P supp a,

it is clear that, in addition to (6.2), one may assume that pτ˚
1 , . . . , τ

˚
k q is transverse.

The expression (6.7) is therefore dominated by

ÿ

pτjqkj“1
trans.

ˆ

Bp0,λ{C̄Kq2k

ˆ

Bpx̄,Kq

kź

j“1

|T λτjfτj ˝ σyj ,zj pxq|p{k dxZKpy, zqdydz,

where the sum is over all choices of transverse k-tuples of caps. Summing both
sides of this inequality over all Bpx̄,K2q P BK2 with Bpx̄,K2q XBz ‰ H, it suffices
to show that

ˆ

Rn

kź

j“1

|T λτjfτj ˝ σyj ,zj pxq|p{k dx À Rε}f}p
L2pBn´1q
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for any choice of K´pk´1q-transverse tuple pτ1, . . . , τkq and any y, z P Bp0, λ{C̄Kqk.
However, defining T λj fpxq :“ T λτjf ˝σyj ,zj pxq and again choosing C̄ to be sufficiently
large, this estimate is an immediate consequence of the hypothesised multilinear
estimate.

�

7. Algebraic preliminaries

7.1. Basic definitions and results. Let 0 ď m ď n and consider a collection of
real polynomials Pj P RrX1, . . . , Xns, 1 ď j ď n´m. Let ZpP1, . . . , Pn´mq denote
their zero locus; that is,

ZpP1, . . . , Pn´mq :“
 
x P R

n : Pjpxq “ 0 for 1 ď j ď n´m
(
.

A set of the above form is referred to as a variety and the maximum degree of
ZpP1, . . . , Pn´mq is defined to be the number

degZpP1, . . . , Pn´mq :“ max
1ďjďn´m

degPj .

Throughout this article it will be convenient to work with varieties which satisfy
the additional property that the n ˆ pn ´ mq matrix p∇P1pzq . . .∇Pn´mpzqq has
full rank whenever z P ZpP1, . . . , Pn´mq. In this case ZpP1, . . . , Pn´mq is said to
be a transverse complete intersection. Clearly any transverse complete intersection
is a smooth m-dimensional submanifold of Rn.

For 0-dimensional transverse complete intersections the following well-known
variant of the classical Bézout theorem holds (see, for instance, [10]).

Theorem 7.1 (Bézout’s theorem). Suppose Z “ ZpP1, . . . , Pnq is a transverse
complete intersection. Then Z is finite and #Z ď

śn
j“1 degPj .

A key tool in the present analysis of Hörmander-type operators is the following
polynomial partitioning result, which is a variant of the polynomial partitioning
theorem introduced in [15] and is based on the classical polynomial ham sandwich
theorem of Stone and Tukey [21].

Theorem 7.2 (Polynomial partitioning [13]). SupposeW P L1pRnq is non-negative.
For any degree D P N there is a polynomial P of degree degP À D such that the
following hold.

i) The set ZpP q is a finite union of „ logD transverse complete intersections.
ii) If tOiuiPI denotes the set of connected components of RnzZpP q, then #I À Dn

and
ˆ

Oi

W „ D´n

ˆ

Rn

W for all i P I.

The connected components Oi of the set RnzZpP q are referred to as cells. It
is remarked that in [13] a stronger version of the above theorem is stated and
proved, which provides further structural information about the polynomial P (in
particular, the full result is stable under certain small perturbations of P ). Whilst
the methods of this article will require this strengthened version of Theorem 7.2,
the full statement of the result is not reproduced here (it is only needed to address
certain technical aspects of the analysis).

It was observed in recent work of the first author [14, 13] that polynomial parti-
tioning is a useful tool for studying oscillatory integral operators. Roughly speaking,
Theorem 7.2 can be used to effectively reduce the problem to situations where the
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mass of T λf is concentrated in the neighbourhood of some low-degree algebraic
variety; note that this is precisely the setup in the sharp examples discussed in §2.

7.2. Polynomial approximation. Recall that the operators T λ are defined with
respect to data belonging to the C8 category. In order to apply algebraic methods
to the problem, one must approximate certain C8 objects by polynomials. This
applies, in particular, to the core curves Γλθ,v which appear in the definition of the

wave packets in §5. Similar issues were addressed in [8, 27] via a Jackson-type
approximation theorem (see, for instance, [1]); for the present purpose an entirely
elementary Taylor approximation argument is all that is required.

Let ε ą 0 be a small parameter and define N “ Nε :“ r1{2εs P N. Suppose that
Γ: p´1, 1q Ñ Rn is a smooth curve satisfying

}Γ}CN`1p´1,1q :“ max
1ďkďN`1

sup
|t|ă1

|Γpkqptq| À 1;

by the reductions made in §4, the curves Γθ,v from §5 satisfy this condition. Let
rΓsε : R Ñ Rn denote the polynomial curve given by the degree N Taylor approxi-
mation of Γ around 0. Observe that

}rΓsε}C8p´2,2q ď e2}Γ}CNp´1,1q À 1.

Given λ " 1, noting that λ´εN ď λ´1{2, Taylor’s theorem yields

|Γpiqptq ´ rΓspiq
ε ptq| Àε λ

´1{2|t|1´i for all |t| Àε λ
´ε and i “ 0, 1.

Letting Γλ : p´λ, λq Ñ Rn denote the rescaled curve Γλptq :“ λΓpt{λq, the above
inequalities trivially imply that

(7.1) }rΓλs1
ε}C8p´2λ,2λq À 1 and }rΓλs2

ε}C8p´2λ,2λq À λ´1

and

(7.2) |pΓλqpiqptq ´ prΓλsεq
piqptq| Àε λ

´1{2|t|1´i for all |t| Àε λ
1´ε and i “ 0, 1.

Combining the i “ 1 case of the above estimate with the elementary inequality

|x^ y| ď |x||y|
ˇ̌
ˇ x
|x|

´
y

|y|

ˇ̌
ˇ ď 2mint|x|, |y|u|x´ y| for all x, y P R

nzt0u,

one observes that the tangent spaces to the curves Γλ and rΓλsε have a small angular
separation; more precisely,

(7.3) >pTΓλptqΓ
λ, TrΓλsεptqrΓλsεq Àε λ

´1{2 for all |t| Àε λ
1´ε.

7.3. Transverse interactions between curved tubes and varieties. Let Z “
ZpP1, . . . , Pn´mq be a transverse complete intersection and fix a polynomial curve
Γ: R Ñ Rn. The purpose of this subsection is to study transverse interactions
between Γ and an r-neighbourhood of Z; that is, roughly speaking, one wishes to
understand the set of points at which the curve Γ enters NrZ at a large angle.
More precisely, given α, r ą 0 the problem is to estimate the size of the set

Ząα,r,Γ :“
 
z P Z : D x P Γ with |x´ z| ă r and >pTzZ, TxΓq ą α

(
.

It will be convenient to assume that Γ is a polynomial graph, by which it is meant
that the curve can be rotated so that it is given by Γptq “ pγptq, tq for some poly-
nomial mapping γ : R Ñ R

n´1.
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Lemma 7.3. Let n ě 2, 1 ď m ď n and Z “ ZpP1, . . . , Pn´mq Ď Rn be a trans-
verse complete intersection. Suppose Γ: R Ñ Rn is a polynomial graph satisfying

(7.4) }Γ1}L8p´2λ,2λq À 1 and }Γ2}L8p´2λ,2λq ď δ

for some λ, δ ą 0. There exists a dimensional constant C̄ ą 0 such that for all
α ą 0 and 0 ă r ă λ satisfying α ě C̄δr the set Ząα,r,Γ X Bp0, λq is contained in

a union of OppdegZ ¨ deg Γqnq balls of radius r{α.

The case of interest is given by taking Γ :“ rΓλθ,vsε to be the polynomial approxi-

mant of the curve Γλθ,v introduced in the previous subsection. Here deg Γ Àε 1 and,

by (7.1), the condition (7.4) holds with δ „ε 1{λ; thus, Lemma 7.3 implies that for
α ą 0 and 0 ă r ă λ satisfying α Á r{λ, the set Ząα,r,Γ XBp0, λq is contained in a

union of OεppdegZqnq balls of radius r{α.
Using Bézout’s theorem (that is, Theorem 7.1), Lemma 7.3 was established in

the case where Γ is a line by the first author in [Lemma 5.7] [13]. If Γ “ ℓ is a
line, then the condition (7.4) holds for any λ ą 0 and any δ ą 0 and therefore
the lemma implies that for any α, r ą 0 the set Ząα,r,ℓ is contained in a union of

OppdegZqnq balls of radius r{α. The result for general curves Γ is, in fact, a rather
straight-forward consequence of the special case of lines.

Proof (of Lemma 7.3). Since the problem is rotationally invariant, one may assume
that Γptq “ pγptq, tq where γ : R Ñ Rn´1 is a polynomial mapping.

The function Υ: Rn Ñ Rn given by Υpx1, xnq :“ px1 ´ γpxnq, xnq is clearly a dif-
feomorphism which maps bijectively between Γ and the vertical line ℓ “ spantenu.
Furthermore, it easily follows that the image set

Z̃ :“ Υ
`
ZpP1, . . . , Pn´mq

˘
“ ZpP1 ˝ Υ´1, . . . , Pn´m ˝ Υ´1q

is a transverse complete intersection of maximum degree deg Z̃ ď degZ ¨ deg Γ.
Let λ, α, r satisfy the hypotheses of the lemma for some suitably large dimen-

sional constant C̄ ě 1. The key observation is as follows.

Claim. There exist dimensional constants 0 ă c ď 1 and C ě 1 such that

Ząα,r,Γ X
`
R
n´1 ˆ p´λ, λq

˘
Ď Υ´1

`
Z̃ącα,Cr,ℓ

˘
.

Once this claim is verified, Lemma 7.3 easily follows. Indeed, one may apply the
special case of Lemma 7.3 for lines (which, as previously remarked, is proved in

[Lemma 5.7] [13]) to conclude that Z̃ącα,Cr,ℓ is contained in a union of OppdegZ ¨
deg Γqnq balls of radius r{α. On the other hand, as a consequence of the first
hypothesis in (7.4),

(7.5) |Υpxq ´ Υpx1q| „ |x´ x1| for all x, x1 P R
n´1 ˆ p´λ, λq.

Combining these observations, it follows that the set Ząα,r,Γ X Bp0, λq can be

covered by OppdegZ ¨ deg Γqnq balls of radius r{α, as required.
Turning to the proof of the claim, let z P Ząα,r,Γ XBp0, λq and note that there

exists some x “ Γpxnq P Γ with |x ´ z| ă r and >pTzZ, TxΓq ą α. Defining

z̃ :“ Υpzq P Z̃ and x̃ :“ Υpxq P ℓ, it follows from (7.5) that |x̃ ´ z̃| À r. Thus, the

problem is reduced to showing that >pTz̃Z̃, enq “ >pTz̃Z̃, Tx̃ℓq Á α.
Observe that, provided C̄ is sufficiently large depending only on n,

(7.6) >pTzZ, TΓpznqΓq ą α{2.
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Indeed, |zn| ă λ and |xn| ă λ` r ă 2λ and so, by the second condition in (7.4),

|Γ1pxnq ´ Γ1pznq| ď δ|xn ´ zn| ă δr ă C̄´1α.

Thus, if C̄ is appropriately chosen, then >pTΓpxnqΓ, TΓpznqΓq ă α{2, which imme-
diately yields (7.6).

Combining the observations of the previous paragraphs, the claim follows pro-
vided one can show that >pTz̃Z̃, enq „ >pTzZ, TΓpznqΓq. Let η be a smooth curve

in Z containing z and define η̃ :“ Υpηq; thus, η̃ is a smooth curve in Z̃ containing
z̃. The problem is now reduced to proving that

(7.7) >pTz̃ η̃, enq „ >pTzη, TΓpznqΓq.

If Tzη lies in the hyperplane eK
n orthogonal to en, then the above estimate easily

follows. Indeed, the tangent space TΓpznqΓ is spanned by Γ1pznq “ pγ1pznq, 1q and
therefore, by (7.4), one has >pTzη, TΓpznqΓq „ 1. On the other hand, it is clear

from the definition of Υ that Tz̃ η̃ also lies in eK
n and so >pTz̃ η̃, enq “ π{2. Thus,

(7.7) holds in this case.
If Tzη does not lie in the hyperplane eK

n , then η can be locally parametrised as
a graph over the xn-variable. By an abuse of notation, let η denote this graph
parametrisation and η̃ :“ Υ ˝ η so that ηpznq “ z and η̃pznq “ z̃. One may easily
verify that |η̃1pznq ^ en| “ |η1pznq ^ Γ1pznq| and so

sin>pTz̃η̃, enq|η̃1pznq| “ sin>pTzη, TΓpznqΓq|η1pznq||Γ1pznq|.

By the first hypothesis in (7.4), one has |η̃1pznq| „ |η1pznq| and |Γ1pznq| „ 1, and
(7.7) follows. �

8. Transverse equidistribution estimates

8.1. Tangential wave packets and transverse equidistribution. In this sec-
tion the theory of transverse equidistribution estimates, as introduced in [13], is
extended to the variable coefficient setting. This is a key step in the proof of The-
orem 1.6 and here the positive-definite hypothesis H2`) plays a crucial rôle in the
argument.

The first step is to give a precise definition of what it means for a wave packet to
be ‘tangential’ to a transverse complete intersection Z. Throughout this section let
T λ be a Hormander-type operator with reduced phase φ and for some R ! λ define
the tubes Tθ,v as in §5. Furthermore, let δm denote a small parameter satisfying
0 ă δ ! δm ! 1 (here δ is the same parameter as that which appears in the
definition of the wave packets).

Definition 8.1. Suppose Z “ ZpP1, . . . , Pn´mq is a transverse complete intersec-
tion. A tube Tθ,v is R´1{2`δm -tangent to Z in Bp0, Rq if

(8.1) Tθ,v Ď NR1{2`δm pZq

and

(8.2) >pGλpx;ωθq, TzZq ď c̄tangR
´1{2`δm

for any x P Tθ,v and z P Z XBp0, 2Rq with |x´ z| ď C̄tangR
1{2`δm .

Here c̄tang ą 0 (respectively, C̄tang ě 1) is a dimensional constant, chosen to be
sufficiently small (respectively, large) for the purposes of the following arguments.
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Definition 8.2. If S Ď T, then f is said to be concentrated on wave packets from
S if

f “
ÿ

pθ,vqPS

fθ,v ` RapDecpRq}f}L2pBn´1q.

One wishes to study functions concentrated on wave packets from the collection

TZ :“
 

pθ, vq P T : Tθ,v is R´1{2`δm -tangent to Z in Bp0, Rq
(
.

Let B Ď Rn be a fixed ball of radius R1{2`δm with centre x̄ P Bp0, Rq. Through-
out this section the analysis will be essentially confined to a spatially localised
operator ηB ¨ T λg where ηB is a suitable choice of Schwartz function concentrated
on B. For any pθ, vq the frequencies of ηB ¨T λgθ,v are concentrated near the surface

(8.3) Σ :“ tΣpωq : ω P Ωu where Σpωq :“ Bxφ
λpx̄;ωq.

Now consider the refined set of wave packets

TZ,B :“
 

pθ, vq P TZ : Tθ,v XB ‰ H
(
.

If pθ, vq P TZ,B , then the direction Gλpx̄;ωθq of the curved tube Tθ,v on the ball B
must make a small angle with each of the tangent spaces TzZ for all z P Z X B.
It transpires that this essentially constrains the frequency Σpωθq to lie in a small
neighbourhood of some fixed (depending on the choice of ball B) m-dimensional
manifold Sξ (herem “ dimZ). In the case of the parabolic extension operator Epar,
which is studied in [13], the relationship between the normal direction Gλpx̄;ωθq

and the frequency Σpωθq is particularly simple. Here Σpωθq “
`
ωθ,

|ωθ|2

2

˘
is con-

strained to lie in roughly the R´1{2-neighbourhood some affine subspace Aξ. The
uncertainty principle then suggests that if g concentrated on wave packets from
TZ,B , then the function |Epargpxq| is morally constant as one varies x by R1{2 in
directions perpendicular to Aξ. Furthermore, it can be shown that the affine sub-
space Aξ makes a small angle with the tangent planes TzZ for z P Z X B and so

|Epargpxq| is morally constant as one varies x by R1{2 in directions transverse to
Z XB.

One wishes to extend the above observations for Epar to the variable coefficient
setting; that is, for g concentrated on wave packets from TZ,B ,

11 the problem is
to show that |T λg| is morally constant in directions transverse to Z X B. More
precisely, one wishes to establish an inequality roughly of the form

(8.4)

 

N
ρ1{2`δm pZqXB

|T λg|2 À

 

B

|T λg|2

for 0 ă ρ ă R; this would show that the L2 mass of T λg is unable to concentrate
in a small neighbourhood of Z X B. For the parabolic extension operator the
observations of the previous paragraph can be used to prove (8.4) (up to a rapidly
decaying error term). The general case is more complicated, however. First of
all, the surface Sξ described above is no longer necessarily an affine subspace and
may possess curvature. One way to circumvent this issue is to introduce a further
constraint on the family of wave packets. Let R1{2 ă ρ ! R and throughout this

11In fact, in the general case a more stringent hypothesis on g is required, as discussed below.
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section let τ Ă Rn´1 be a cap of radius Opρ´1{2`δmq centred at a point in Bn´1.
Now define

TZ,B,τ :“
 

pθ, vq P TZ : θ X τ ‰ H and Tθ,v XB ‰ H
(
.

The frequencies Σpωθq for pθ, vq P TZ,B,τ are further constrained to lie in a small
region of Σ upon which the curved space Sξ can be effectively approximated by
an affine space Aξ. Consequently, one can carry out a similar analysis as in the
parabolic extension case.

The second issue is to ensure that the resulting affine space Aξ makes a small
angle with the tangent spaces TzZ for z P Z X B. This is crucial to ensure that
the morally constant property holds in directions transverse to Z. For general
Hörmander-type operators this property can fail (a simple example is given by the
extension operator associated to the hyperbolic paraboloid, as discussed below). In
order to ensure the angle condition one needs to exploit the additional positive-
definite hypothesis H2`).

In practice, the rigorous formulation of these heuristics is somewhat messier than
(8.4), and it is convenient to state the key estimate in the following manner.

Lemma 8.3. With the above setup, if dimZ Àε 1 and g is concentrated on wave
packets from TZ,B,τ , then

(8.5)

ˆ

N
ρ1{2`δm pZqXB

|T λg|2 À R1{2`Opδmqpρ{Rqpn´mq{2}g}2L2pBn´1q.

The inequality (8.5) is related to the heuristic inequality (8.4) via Hörmander’s
L2 bound

}T λg}2L2pBq À R1{2`δm}g}2L2pBn´1q.

The estimate is presented in this way (rather than in a form more closely resembling
(8.4)) as it provides a relatively clean statement and, moreover, (8.5) happens to
be the precise bound required later in the proof.

8.2. Uncertainty principle preliminaries. If G : Rn Ñ C is frequency sup-
ported on a ball of radius r ą 0, then the uncertainty principle dictates that G
should be essentially constant at spatial scale r´1. In particular, the L2-mass of G
cannot be highly concentrated in any ball of radius ρ ă r´1 and so one has

 

Bpx0,ρq

|G|2 À

 

Bpx0,r´1q

|G|2.

Strictly speaking, for this inequality to hold the right-hand integral should be taken
with respect to a rapidly decaying weight function rather than over the compact
region Bpx0, r

´1q (see, for instance, [13, Section 6]). There is a variant of this

estimate which is effective in cases where G has the property that Ĝ is merely
concentrated in (rather than supported in) an r-ball.

Lemma 8.4. If r´1{2 ď ρ ď r´1, then for any ball Bpx0, ρq, ξ0 P R̂n and δ ą 0
one has

 

Bpx0,ρq

|G|2 Àδ }Ĝw´1
Bpξ0,rq}

2δ{p1`δq
8

1

|Bp0, r´1q|

` ˆ

Rn

|G|2
˘1{p1`δq

.

Here wBpξ0,rq is a weight concentrated on Bpξ0, rq given by

(8.6) wBpξ0,rqpξq :“ p1 ` r´1|ξ ´ ξ0|q´N
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for some large N “ Nδ P N.

Hence, if Ĝ is concentrated in Bpξ0, rq in the sense that |Ĝpξq| À MwBpξ0,rqpξq for
some controllable constantM ě 0, then the lemma produces a favourable estimate.

Proof (of Lemma 8.4). Define ψpxq :“ ψ0pρ´1px ´ x0qq where ψ0 is a Schwartz
function which satisfies |ψ0pxq| Á 1 on Bp0, 1q. Thus, by Plancherel,

ˆ

Bpx0,ρq

|G|2 À

ˆ

|ψG|2 “

ˆ

|ψ̂ ˚ Ĝ|2.

Using the rapid decay of ψ̂ and Hölder’s inequality, one deduces that

|ψ̂ ˚ Ĝpξq| Àδ ρ
n

ˆ

R̂n

wBpξ,ρ´1qpηqδ{p1`δq|Ĝpηq| dη.

for all ξ P R̂n. By expressing the right-hand integral as
ˆ

R̂n

´
wBpξ,ρ´1qpηqwBpξ0,rqpηq1{2

¯δ{p1`δq´
|Ĝpηq|1`δwBpξ0,rqpηq´δ{2

¯1{p1`δq

dη

and applying Hölder’s inequality, it follows that

|ψ̂ ˚ Ĝpξq| À |Bpx0, ρq| ¨ Ipξqδ{p1`δq ¨ IIpξq1{p1`δq

where

Ipξq :“

ˆ

R̂n

wBpξ,ρ´1qpηqwBpξ0,rqpηq1{2 dη,

IIpξq :“

ˆ

R̂n

|Ĝpηq|1`δwBpξ0,rqpηq´δ{2 dη.

To estimate Ipξq first perform the variable shift η ÞÑ η ` ξ0 and then decompose
the range of integration into the regions |η| ă |ξ ´ ξ0|{2 and |η| ě |ξ ´ ξ0|{2.
Since wBpξ´ξ0,ρ´1qpηq Àδ wBpξ0,ρ´1qpξq for |η| ă |ξ ´ ξ0|{2 and wBp0,ρ´1qpηq Àδ

wBpξ0,ρ´1qpξq for |η| ě |ξ ´ ξ0|{2, it follows that

Ipξq Àδ |Bpx0, ρq|´1wBpξ0,ρ´1qpξq1{2.

To estimate IIpξq note that, provided Nδ is chosen sufficiently large, by Cauchy–
Schwarz and Plancherel’s theorem one has

IIpξq ď }Ĝw´1
Bpξ0,rq}δ8

ˆ

|Ĝpηq|wBpξ0,rqpηqδ{2 dη

À |Bp0, r´1q|´1{2}Ĝw´1
Bpξ0,rq}δ8}G}L2pRnq.

Combining these observations, one obtains the desired estimate but with an
additional factor of pρr1{2q´2nδ{p1`δq on the right-hand side. Since 1 ď ρr1{2, the
result immediately follows. �

8.3. Wave packets tangential to linear subspaces. Here, as a step towards
Lemma 8.3, transverse equidistribution estimates are proven for functions concen-
trated on wave packets tangential to some fixed linear subspace V Ď Rn. As before,
let B be a ball of radius R1{2`δm with centre x̄ P Rn and define

TV,B :“
 

pθ, vq : >pGλpx̄, ωθq, V q À R´1{2`δm and Tθ,v XB ‰ H
(
.

Let R1{2 ă ρ ă R and for τ Ă Rn´1 a ball of radius Opρ´1{2`δm q centred at a point
in Bn´1 define

TV,B,τ :“
 

pθ, vq P TV,B : θ X p 1
10

¨ τq ‰ H
(
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where p 1
10

¨ τq is the cap concentric to τ but with 1{10th of the radius.
The key estimate is the following.

Lemma 8.5. If V Ď Rn is a linear subspace, then there exists a linear subspace V 1

with the following properties:

1) dim V ` dimV 1 “ n.
2) V, V 1 are quantitatively transverse in the sense that there exists a uniform con-

stant ctrans ą 0 such that

>pv, v1q ě 2ctrans for all non-zero vectors v P V and v1 P V 1.

3) If g is concentrated on wave packets from TV,B,τ , Π is any plane parallel to V 1

and x0 P Π XB, then the inequality
ˆ

ΠXBpx0,ρ1{2`δm q

|T λg|2 Àδ R
Opδmqpρ{RqdimV 1{2}g}

2δ{p1`δq
L2pBn´1q

` ˆ

ΠX2B

|T λg|2
˘1{p1`δq

holds up to the inclusion of a RapDecpRq}g}L2pBn´1q term on the right-hand
side.

Proof (of Lemma 8.5). The argument is presented in a number of stages.

Constructing the subspace V 1. Recall that ω ÞÑ Gλpx̄;ωq :“
Gλ

0 px̄;ωq

|Gλ
0 px̄;ωq|

is the

Gauss map associated to the hypersurface Σ, defined in (8.3). Since Gpx; 0q “ en
for all x P X , Lemma 4.4 implies that

>pGλpx̄;ωq, enq „ |ω| for all ω P Ω.

Consequently, by choosing diamΩ to be sufficiently small in the initial reductions,
one may assume that the Gauss map ω ÞÑ Gλpx̄;ωq always makes a wide angle with
the hyperplane eK

n “ R
n´1 ˆ t0u. In particular,

>pGλpx̄;ωq, eK
n q Á 1 for all ω P Ω.

Since the situation is trivial if TV,B “ H, one may assume that

(8.7) >pV, eK
n q :“ max

vPV XSn´1
>pv, eK

n q Á 1.

Define Sω Ă Rn´1 by

Sω :“
 
ω P Ω : Gλpx̄;ωq P V

(
.

Fixing an orthonormal basis tN1, . . . , Nn´dimV u for V K, one has

Sω “
 
ω P Ω : xGλ0 px̄;ωq, Nky “ 0 for 1 ď k ď n´ dimV

(
.

Claim. If Sω ‰ H, then Sω a smooth surface in Rn´1 of dimension dimV ´ 1.

Proof. Let ω P Sω and note that each Nk is tangential to Σ at Σpωq. Hence, one
may write

Nk “
n´1ÿ

j“1

N
pjq
k pωqBωj

Bxφ
λpx̄;ωq

for some choice of coefficients N
pjq
k pωq P R. A computation now shows that

Bωi
xGλ0 px̄;ωq, Nky “ ´

n´1ÿ

j“1

xB2
ωiωj

Bxφ
λpx̄;ωq, Gλ0 px̄;ωqyN

pjq
k pωq.
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The condition H2) implies the invertibility of the pn ´ 1q ˆ pn ´ 1q matrix whose
pi, jqth entry is given by

xB2
ωiωj

Bxφ
λpx̄;ωq, Gλ0 px̄;ωqy.

Thus, the Jacobian of ω ÞÑ pxGλ0 px̄;ωq, Nkyqn´dimV
k“1 has maximal rank, and the

claim follows by the implicit function theorem. �

At this point it is convenient to switch to a graph parametrisation of Σ via the
change of variables u ÞÑ Ψλpx̄;uq where Ψλ is the (appropriate λ-rescaling of the)
function introduced in §4. For convenience, let Ψ: U Ñ Ω denote this mapping;
that is, Ψpuq :“ Ψλpx̄;uq. Recall that the hypersurface Σ coincides with the graph
of the function

(8.8) h̄ : U Ñ R, h̄puq :“ Bxn
φλpx̄; Ψpuqq.

If Sω X τ “ H, then it follows that

>pGλpx̄; θq, V q Á ρ´1{2`δm ą R´1{2`δm

whenever θ X p 1
10

¨ τq ‰ H. Consequently, TB,τ,V “ H and the situation is trivial.
Thus, one may assume without loss of generality that Sω X τ ‰ H and so, letting

Su :“ Ψ´1pSωq “ tu P U : Gλ0 px̄; Ψpuqq P V u,

it follows that Su XΨ´1pτq ‰ H. The properties of the mapping Ψ discussed in §4
imply that Ψ´1pτq is roughly a ball of radius Opρ´1{2`δm q.

Fix some u0 P Su X Ψ´1pτq and let Au be the tangent plane to Su at u0. This
is interpreted as a pdimV ´ 1q-dimensional affine subspace of Rn´1 through u0.
Now define Aξ :“ Au ˆ R Ď Rn so that dimVξ “ dim V and let Vu and Vξ be the
linear subspaces parallel to Au and Aξ, respectively. Finally, let V

1 :“ V K
ξ so that

dimV ` dimV 1 “ n.

Verifying the transverse equidistribution estimate in 3). Suppose Π Ď Rn is
an affine subspace parallel to V 1 which intersects B and x0 P Π XB. Let ηBpxq :“
ηppx ´ x̄q{R1{2`δmq where η is a Schwartz function which satisfies ηpxq “ 1 for
x P Bp0, 2q and, for any pθ, vq P T, consider

`
ηB ¨ T λgθ,v|Π

˘
ppξq “ e´2πixx0,ξyRdimV 1p1{2`δmq

ˆ

Bn´1

Kλpξ;ωqgθ,vpωqdω

where Kλpξ;ωq is given by
ˆ

V 1

e2πipφ
λpx0`R1{2`δmz;ωq´R1{2`δm xz,ξyqaλpx0 `R1{2`δmz;ωqη̃pzqdz

for η̃pzq :“ ηpz ` px0 ´ x̄q{R1{2`δmq. The z-gradient of the phase in the above
oscillatory integral is equal to

R1{2`δm
`
rξ ´ projV 1Σpωq

‰
` projV 1

“
pBxφ

λqpx̄;ωq ´ pBxφ
λqpx0 `R1{2`δmz;ωqs

˘

where the second term satisfies
ˇ̌
projV 1

“
pBxφ

λqpx̄;ωq ´ pBxφ
λqpx0 `R1{2`δmz;ωq

‰ˇ̌
À R1{2`δm{λ ! R´1{2`δm .

Repeated integration-by-parts now shows that Kλ is rapidly decaying whenever
|ξ ´ projV 1Σpωq| Á R´1{2`δm and, moreover,

|Kλpξ;ωq| ÀN p1 `R1{2|ξ ´ projV 1Σpωq|q´N .
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If ω P supp gθ,v, then |ω´ωθ| ă R´1{2 and so |Σpωq´ξθ| À R´1{2 where ξθ :“ Σpωθq.
Consequently,

(8.9) |pηB ¨ T λgθ,v|Πqppξq| ÀN ROp1qwBpprojV 1ξθ,R´1{2qpξq}gθ,v}L2pBn´1q

where the definition of the weight function

wBpprojV 1ξθ,R´1{2qpξq :“ p1 `R1{2|ξ ´ ξθ|q´N

agrees with that of Lemma 8.4 (although here the weights are thought of as functions
on V 1), and so N “ Nδ is a large integer, depending on δ.

The following geometric observation is key to the proof of property 3).

Claim. If pθ, vq P TB,τ,V , then distpξθ, Aξq À R´1{2`δm .

Temporarily assume this claim and recall that V 1 :“ V K
ξ where Vξ is the linear

subspace parallel to the affine subspace Aξ. Thus, if pθ, vq P TB,τ,V , then projV 1ξθ
lies in some fixed ball of radius OpR´1{2`δm q. Letting ξ˚ P V 1 denote the centre of
this ball, it follows that wBpprojV 1 ξθ,R´1{2q Àδ wBpξ˚,R´1{2`δm q and so

ÿ

pθ,vqPTB,τ,V

wBpprojV 1 ξθ,R´1{2q Àδ R
Op1qwBpξ˚,R´1{2`δm q.

Recalling (8.9),

}pηB ¨ T λg|Πqpw´1

Bpξ˚,R´1{2`δm q
}8 À ROp1q}g}L2pBn´1q

and, applying Lemma 8.4, one concludes that
ˆ

Bpx0,ρ1{2`δm qXΠ

|T λg|2 Àδ R
Opδmq

` ρ1{2

R1{2

˘´ dimV 1

}g}
2δ{p1`δq
L2pBn´1q

` ˆ

Π

|T λg|2|ηB |2
˘1{p1`δq

.

If ξ R 2B, then ξ R
Ť

pθ,vqPTB
Tθ,v and so |T λgθ,vpξq| “ RapDecpRq}g}L2pBn´1q for

all pθ, vq P TB,τ,V . Hence
ˆ

Π

|T λg|2|ηB|2 ď

ˆ

2BXΠ

|T λg|2 ` RapDecpRq}g}L2pBn´1q,

completing the proof of property 3) under the assumption that the above claim
holds.

Proof (of Claim). Fix pθ, vq P TB,τ,V and let uθ :“ projxK
n
Σpωθq. Recalling that

Aξ “ Au ˆ R and applying triangle inequality, one deduces that

distpξθ , Aξq “ distpuθ, Auq ď dist
`
uθ, Su X Ψ´1pτq

˘
` sup
u˚PSuXΨ´1pτq

distpu˚, Auq.

Furthermore,

dist
`
uθ, Su X Ψ´1pτq

˘
„ distpωθ, Sω X τq À >pGλpx̄;ωθq, V q À R´1{2`δm ,

where the last inequality is by the definition of TB,τ,V . On the other hand, fix-
ing u˚ P Su X Ψ´1pτq, one wishes to estimate distpu˚, Auq. Provided ρ is suffi-
ciently large (so that diam τ is sufficiently small), the surface Su X Ψ´1pτq can be
parametrised as the graph of some function ψ : W Ñ V K

u Ď Rn´1 where W Ă Vu
is an open set about the origin of diameter Opρ´1{2`δmq. In particular, one may
write

Su X Ψ´1pτq “
 
w ` ψpwq : w P W

(
` u0
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where ψp0q “ 0 and Bwψjp0q “ 0 for 1 ď j ď n´dimVu. Thus, u˚ “ w˚`ψpw˚q`u0
for some w˚ P W and, since w˚ P Vu ` u0 “ Au, it follows that distpu˚, Auq ď
|ψpw˚q|. By Taylor’s theorem,

|ψjpw˚q| ď

ˆ 1

0

p1 ´ tq|xB2
wwψjptw˚qw˚, w˚y| dt À |w˚|2 À ρ´1`2δm ď R´1{2`δm

for 1 ď j ď n´dimVu and combining these observations yields the desired estimate.
�

Verifying the transversality condition in 1). The transversality of the planes
V and V 1 heavily relies upon the positive-definite hypothesis H2`); the property
does not hold in general if one only assumes the weaker condition H2).

Example 8.6. For φhyppx;ωq :“ xx1, ωy`x3ω1ω2 for px;ωq P R3ˆR2 the oscillatory
integral operator

Ehypfpxq :“

ˆ

B2

e2πiφhyppx;ωqfpωqdω

is the extension operator associated to the hyperbolic paraboloid. This is the
prototypical example of a Hörmander-type operator for which H2`) fails. Here
G0pωq “ p´ω2,´ω1, 1qJ and therefore if V :“ tx P R3 : x1 “ 0u, then

Sω :“ tω P B2 : G0pωq P V u “ tω P B2 : ω2 “ 0u.

It follows that Vξ “ tξ P R̂3 : ξ2 “ 0u and so V 1 :“ V K
ξ is a vector subspace of V .

Clearly, in this situation the desired transversality condition completely fails.

The present analysis concerns Hörmander-type operators with positive-definite
reduced phase φλ, so that φλ is a small perturbation of φpar. Such phases do not
exhibit the phenomenon observed in the above example: the following claim is key
to understanding this.

Claim. Let cpar be the constant defined in §4. Then

max
v˚PV XpSn´2ˆt0uq

>pv˚, Vuq “ Opcparq.

Here Vu is identified with a subspace of eK
n “ Rn´1 ˆ t0u in the natural manner.

Example 8.7. Returning to the example of the hyperbolic paraboloid with V :“
tx P R3 : x1 “ 0u, the spaces V X pR2 ˆ t0uq and Vu :“ tx P R3 : x2 “ x3 “ 0u are
mutually orthogonal, and so the claim does not hold in this case.

Provided cpar ą 0 is chosen sufficiently small, the claim implies the transversality
condition. Indeed, let tv˚

1 , . . . , v
˚
dimV´1u be an orthonormal basis for V X eK

n . Fix

a unit vector v˚
dimV P V which is perpendicular to V X eK

n so that tv˚
1 , . . . , v

˚
dimV u

forms an orthonormal basis for V . By the above claim, there exist vk P VuXSn´2 Ă
eK
n such that

>pv˚
k , vkq “ Opcparq for 1 ď k ď dimV ´ 1.

Applying the Gram–Schmidt process, one may further assume that tv1, . . . , vdimV´1u
forms an orthonormal basis of Vu; adjoining en to this set then gives an orthonormal
basis of Vξ. Given v P V X Sn´1 and writing

v “
dimV´1ÿ

k“1

xv, v˚
k yvk ` xv, v˚

dimV yv˚
dimV `

dimV ´1ÿ

k“1

xv, v˚
k ypv˚

k ´ vkq,
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since sin>pv, V 1q “ |projVξ
v|, it follows that

sin>pv, V 1q “
´ dimV ´1ÿ

k“1

|xv, v˚
k y|2 ` |xv, v˚

dimV y|2|xv˚
dimV , eny|2

¯1{2

´Opcparq

ě
´ dimVÿ

k“1

|xv, v˚
k y|2

¯1{2

¨ |xv˚
dimV , eny| ´Opcparq.

Consequently, provided that cpar is chosen to be sufficiently small,

sin>pv, V 1q ě |xv˚
dimV , eny| ´Opcparq Á 1;

indeed, the last inequality holds since (8.7) implies that

|xv˚
dimV , eny| “ >pv˚

dimV , e
K
n q “ >pV, eK

n q Á 1.

This concludes the proof of the transversality condition, conditional on the above
claim.

Proof of Claim. Fix v˚ P V X pSn´2 ˆ t0uq and let v P Vu X Sn´2 denote the unit
normalisation of the vector projVu

v˚. It suffices to show that >pv˚, vq “ Opcparq.
Since

v˚ ´ v “ p|projVu
v˚| ´ 1qv ` projV K

u
v˚

and ||projVu
v˚| ´ 1| ď |projV K

u
v˚|, the problem is further reduced to proving that

(8.10) |projV K
u
v˚| “ Opcparq.

The surface Su is defined by the equations ´xBuh̄puq, N 1
ky`Nk,n “ 0 for 1 ď k ď

n´ dimV where, as above, tN1, . . . , Nn´dimV u is a choice of orthonormal basis for
V K and h̄ is the function introduced in (8.8). By differentiating these expressions,
one deduces that a basis for V K

u is given by tM1, . . . ,Mn´dimV u where

Mk :“ B2
uuh̄pu0qN 1

k for 1 ď k ď n´ dimV .

Let 1 ď k ď n´ dim V and recall from Lemma 4.3 that

(8.11) }B2
uuh̄pu0q ´ In´1}op “ Opcparq.

Consequently,

(8.12) |Mk ´N 1
k| “ Opcparq

and, combining this with the fact that xv˚, N 1
ky “ 0 for 1 ď k ď n´ dimV (where

v˚ is identified with a vector in Rn´1 in the natural manner), it follows that

(8.13) xv˚,Mky “ xv˚,Mk ´N 1
ky “ Opcparq.

Let M be the pn´1q ˆ pn´dimV q matrix whose kth column is given by the vector
Mk. The orthogonal projection of v˚ onto the subspace V K

u can be expressed in
terms of M via the formula

projV K
u
v˚ :“ MpMJMq´1MJv˚.

By (8.13), the components of the vectorMJv˚ are all Opcparq. Thus, to prove (8.10)
(and thereby establish the claim) it suffices to show that }MpMJMq´1}op À 1,
which would in turn follow from

}M}op À 1 and }pMJMq´1}op À 1.

The bound for M is an immediate consequence of the definition of the Mk and
(8.11). The remaining estimate would follow if one could show that, provided cpar
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is sufficiently small, |λ| Á 1 for every eigenvalue λ of the symmetric matrix MJM.
By (8.12) and continuity of eigenvalues, it suffices to show that the matrix NJN
satisfies the same property, where N is the pn´ 1q ˆ pn´ dimV q matrix whose kth
column is given by the vector N 1

k. By (8.7) the vectors N 1
1, . . . , N

1
n´dimV P Rn´1

are linearly independent and, moreover, satisfy

| detNJN| “ |N 1
1 ^ ¨ ¨ ¨ ^N 1

n´dimV |2 Á 1.

Therefore, the desired condition on the eigenvalues holds if the spectral radius of
NJN is Op1q. But the latter property is an obvious consequence of the Newton-
Girard identity

mÿ

i“1

a2i “
` mÿ

i“1

ai
˘2

´ 2
ÿ

1ďi1ăi2ďm

ai1ai2 ai P R for 1 ď i ď m

and the fact that the entries of NJN are all Op1q. �

This concludes the proof of Lemma 8.5. �

8.4. The proof of the transverse equidistribution estimate. It remains to
demonstrate how to pass from Lemma 8.5 to Lemma 8.3. At this stage, the proof is
very similar to the argument found in [13], but the details are nevertheless included
for completeness.

There are two additional ingredients needed for the proof of Lemma 8.3. The
first is the following theorem of Wongkew [26] (see also [14, 28]), which controls the
size of a neighbourhood of a variety.

Theorem 8.8 (Wongkew [26]). Suppose Z “ ZpP1, . . . , Pn´mq is anm-dimensional

transverse complete intersection in Rn with degZ ď D. For any 0 ă ρ ď R and
R-ball BR the neighbourhood NρpZ XBRq can be covered by OpDnpR{ρqn´mq balls
of radius ρ.

The second ingredient is a geometric lemma concerning planar slices of neigh-
bourhoods of varieties. The statement of this result requires a general quantitative
notion of transversality for pairs of linear subspaces in Rn. Any m-dimensional
linear subspace V can be expressed as a transverse complete intersection V “
ZpPN1

, . . . , PNn´m
q where tN1, . . . , Nn´mu forms an orthonormal basis of V K and

PNj
pxq :“ xx,Njy. Suppose V1, V2 are linear subspaces in Rn satisfying

(8.14) dimV1 ` dimV2 ě n.

It is easy to verify that the subspace V1 XV2 is a transverse complete intersection if
and only if dimV1XV2 “ dimV1`dimV2´n (of course, the inequality dimV1XV2 ě
dimV1 ` dimV2 ´ n always holds so the latter condition says that V1 X V2 is as
small as possible).

Definition 8.9. A pair V1, V2 of linear subspaces in Rn satisfying (8.14) is said to
be quantitatively transverse if the following hold:

i) dimpV1 X V2q “ dimV1 ` dimV2 ´ n;
ii) >pv1, v2q ě ctrans for all non-zero vectors vj P pV1 X V2qK X Vj , j “ 1, 2.

Remark 8.10. In the special case where dimV1 ` dimV2 “ n, it follows that the
pair V1, V2 is quantitatively transverse if and only if >pv1, v2q ě ctrans for all non-
zero vectors v1 P V1, v2 P V2. Thus, up to the minor disparity between the choice
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of constant ctrans, this agrees with the transversality condition appearing in the
statement of Lemma 8.5.

Lemma 8.11. There exists some dimensional constant C ą 0 such that the fol-
lowing holds. Let Br Ď Rn be an r-ball, V Ď Rn a linear subspace, Z a transverse
complete intersection and suppose that dimZ ` dim V ě n and TzZ, V is a quanti-
tatively transverse pair for all z P Z X 2Br. Then

V XBr XNρpZq Ď NCρpV X Zq

for all 0 ă ρ ! r.

The proof of this simple lemma is postponed until the end of this section.

Proof (of Lemma 8.3). If Tθ,v XNR1{2`δm pZq XB “ H, then it follows that

|T λgθ,vpxq| “ RapDecpRq}g}L2pBn´1q for all x P Nρ1{2`δm pZq XB.

Consequently, one may assume that g is concentrated on only those wave packets
from TB,τ,Z for which Tθ,v intersectsNR1{2`δm pZqXB non-trivially. Suppose pθ, vq P
TB,τ,Z has this property and let x P Tθ,v X NR1{2`δm pZq X B. If z P Z X 2B, then

|x´ z| À R1{2`δm and, by the R1{2`δm-tangent condition,

>pGλpx; θq, TzZq À R´1{2`δm .

Since |Gλpx̄; θq ´Gλpx; θq| À |x̄´ x|{λ À R´1{2`δm , one concludes that

>pGλpx̄; θq, TzZq À R´1{2`δm for all z P Z X 2B.

Thus, there exists a subspace V Ď Rn of minimal dimension dimV ď dimZ such
that

>pGλpx̄; θq, V q À R´1{2`δm

for all pθ, vq P TB,τ,Z for which Tθ,v X NR1{2`δm pZq X B ‰ H. In particular, g is
concentrated on wave packets from TB,τ,V . One may apply Lemma 8.5 to find a
subspace V 1 of dimension n´ dimV such that

(8.15) >pv, v1q ě 2ctrans for all non-zero vectors v P V and v1 P V 1

and

(8.16)

ˆ

ΠXBpx0,ρ1{2`δm q

|T λg|2 Àδ R
Opδmqpρ{RqdimV 1{2}g}

2δ{p1`δq
L2pBn´1q

` ˆ

ΠX2B

|T λg|2
˘1{p1`δq

for every affine subspace Π parallel to V 1. More precisely, the above estimate holds
up to the inclusion of some additional rapidly decreasing term. This small error will
propagate through the remainder of the argument but in the end will be harmless
and is therefore suppressed in the notation.

It is claimed that for each z P Z X 2B the tangent space TzZ forms a quantita-
tively transverse pair TzZ, V

1 with V 1. Indeed, if this fails, then it is easy to see
that for some z P Z X 2B there exists a subspace W Ď TzZ of dimension

dimW ą dimZ ´ dimV

with the property that >pw, V 1q ă ctrans for all w P W zt0u. Consequently, the
crucial angle condition (8.15) guarantees that

>pw, V q ě ctrans for all w P W zt0u.
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This implies that there exists a linear map L : Rn Ñ V such that L restricted to
V is the identity, L restricted to W is zero and }L}op À 1. Recall that for each

pθ, vq P TB,Z one has >pGλpx̄, θq, V q À R´1{2`δm and so

sup
ω,ω1Pθ

|LpGλpx̄, ωqq ´Gλpx̄, ω1q| À R´1{2`δm .

On the other hand, Gλpx̄, θq Ă NC1R´1{2`δm pTzZq X Sn´1 and so LpGλpx̄, θqq lies
in

LpNC1R´1{2`δm pTzZq X Sn´1q Ď NC2R´1{2`δm pLpTzZqq.

This shows that for all pθ, vq P TB,Z one has

>pGλpx̄, θq, LpTzZqq À R´1{2`δm .

Since L vanishes on W , by rank-nullity LpTzZq is a subspace of dimension at most
dimZ ´ dimW ă dimV . This contradicts the minimality of V and so pTzZ, V

1q is
a quantitatively transverse pair for all z P Z X 2B.

By Lemma 8.11 one deduces that

Π XNρ1{2`δm pZq XB Ď NCρ1{2`δm pΠ X Zq X 2B.

Since ΠXZ is a transverse complete intersection of dimension dimV 1 ` dimZ ´n,
Wongkew’s theorem now implies that Π XNρ1{2`δm pZq XB can be covered by

O
`
ROpδmqpR{ρqpdimV 1`dimZ´nq{2

˘

balls of radius ρ1{2`δm . Applying the estimate (8.16) to each of these balls and
summing, one deduces that

ˆ

ΠXN
ρ1{2`δm pZqXB

|T λg|2 Àδ R
Opδmqpρ{Rqpn´mq{2}g}

2δ{p1`δq
L2pBn´1q

` ˆ

ΠX2B

|T λg|2
˘1{p1`δq

.

Integrating over planes Π parallel to V 1 and applying Hölder’s inequality, it follows
that

ˆ

N
ρ1{2`δm pZqXB

|T λg|2 Àδ R
Opδmqpρ{Rqpn´mq{2}g}

2δ{p1`δq
L2pBn´1q

`ˆ

2B

|T λg|2
˘1{p1`δq

.

Finally, recalling Hörmander’s bound,

` ˆ

2B

|T λg|2
˘1{p1`δq

À R1{2`Opδmq
` ˆ

Bn´1

|g|2
˘1{p1`δq

and absorbing the implied rapidly decaying error into the main term, one concludes
that

ˆ

N
ρ1{2`δm pZqXB

|T λg|2 Àδ R
1{2`Opδmqpρ{Rqpn´mq{2}g}2L2pBn´1q,

which is the desired estimate. �

It remains to prove Lemma 8.11.

Proof (of Lemma 8.11). Applying a rotation, one may assume that V is the span
of the co-ordinate vectors e1, . . . , edimV . For the purposes of this proof, γV :“
pγ1, . . . , γdimV q and γV K “ pγdimV `1, . . . , γnq will denote the orthogonal projections
of a space curve γ onto V and V K, respectively.
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Suppose that x P V X Br X NρpZq and fix some z0 P Z X NρpBrq with 0 ă
|x ´ z0| ă ρ. Let γ : R Ñ Rn be the constant speed parametrisation of the line
through γp0q :“ z0 and γp1q :“ x. To prove the lemma it suffices to show that
there exists a curve γ̃ : r0, 1s Ñ Rn such that for all t P r0, 1s the following hold:

1) γ̃p0q “ γp0q “ z0,
2) γ̃ptq P Z,
3) γ̃V K ptq “ γV Kptq,
4) |γ̃1ptq| ď C̄|γ̃1

V K ptq| where C̄ :“ psin ctransq
´1.

Indeed, once this is established, observe that z1 :“ γ̃p1q P Z X V by properties 2)
and 3). Furthermore, 3) and 4) ensure that

|γ̃1ptq| ď C̄|γ̃1
V K ptq| ď C̄|γ1ptq| ă C̄ρ

and so, combining this observation with 1),

(8.17) |x´ γ̃ptq| ď |x´ z0| ` |z0 ´ γ̃ptq| ă p1 ` C̄tqρ

for all t P r0, 1s. In particular, |x´ z1| À ρ, giving the desired conclusion.
The transversality condition implies that the distribution Wz :“ pTzZ X V qK X

TzZ has rank n ´ dimV on Z X 2Br and, moreover, projWK
z

|V : V Ñ WK
z is an

isomorphism for all z P Z X 2Br. Smoothly extend Wz to a small neighbourhood
U of Z X 2Br so that

(8.18) projWK
x

|V : V Ñ WK
x is an isomorphism for all x P U .

The curve γ̃ will be chosen so that its tangent always lies in this distribution. Given
that γ̃V K is already defined by property 3), to satisfy this condition γ̃V must be a
solution to the ODE#

projWK
xptq

py1ptq, γ1
V Kptqq “ 0

yp0q “ projV z0

where xptq :“ pyptq, γV K ptqq. By (8.18), solving the above ODE is equivalent to
solving a system of the form

(8.19)

"
y1 “ gpt, yq

yp0q “ projV z0

for g a smooth function defined on tpt, yq P R ˆ V : py, γV K ptqq P Uu. Note that g
can be described explicitly in terms of the inverse of projWK

x
|V and, provided U is

appropriately chosen, the derivatives of g are bounded.
The Picard–Lindelöf existence theorem implies that the system (8.19) has a

solution γ̃V defined on an interval r0, T s for some T ą 0 such that γ̃ :“ pγ̃V , γV K q
satisfies γ̃ptq P 2Br for all t P r0, T s. On this interval the curve γ̃ clearly further
satisfies 1) and 3) and, by the tangency condition which motivated the definition
of the ODE, 2) also holds. If t P r0, T s, then it follows that γ̃ptq P Z X 2Br and
γ̃1ptq P Wγ̃ptq and so the transversality hypothesis implies that

C̄´1 “ sin ctrans ď sin>pγ̃1ptq, V q “
|γ̃1
V K ptq|

|γ̃1ptq|
.

Rearranging, one concludes that properties 1) to 4) all hold on r0, T s.
It remains to show that T can be chosen to satisfy T ě 1. If distpγ̃pT q, U cq Á 1,

then the regularity of g implies that the interval of existence can be extended by
a fixed increment. Thus, one may assume that at least one of the following holds:
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T ě 1 or |γ̃pT q ´ x| ě r{2.12 Supposing the latter holds, by the choice of T and
(8.17), one deduces that

r{2 ď |γ̃pT q ´ x| ď p1 ` C̄T qρ.

Provided r is chosen to be sufficiently large compared to ρ, the desired bound
immediately follows. �

9. Comparing wave packets at different spatial scales

9.1. Wave packet decomposition at scale ρ. The proof of Theorem 1.6 relies
on a multi-scale analysis and for this it is necessary to compare wave packets at
different scales.

Let 1 ! R ! λ and recall the decomposition

T λfpxq “
ÿ

pθ,vqPT

T λfθ,vpxq ` RapDecpRq}f}L2pBn´1q

described in §5. Consider a smaller spatial scale13 R1{2 ď ρ ď R and fix Bpy, ρq Ă
Bp0, Rq with centre y P Xλ. Each of the T λfθ,v can be further decomposed into
wave packets at scale ρ over Bpy, ρq. To do this, first apply a transformation to

recentre Bpy, ρq at the origin. For g : Bn´1 Ñ C integrable define g̃ :“ e2πiφ
λpy; ¨qg

so that

(9.1) T λgpxq “ T̃ λg̃px̃q for x̃ “ x´ y

where T̃ λ is the Hörmander-type operator with phase φ̃λ and amplitude ãλ given
by

(9.2) φ̃px;ωq :“ φ
´
x`

y

λ
;ω

¯
´ φ

´ y
λ
;ω

¯
and ãpx;ωq :“ a

´
x`

y

λ
;ω

¯
.

Applying this identity to the wave packet decomposition above,

T λfpxq “
ÿ

pθ,vqPT

T̃ λppfθ,vqrqpx̃q ` RapDecpRq}f}L2pBn´1q.

Each T λfθ,v is (spatially) concentrated on the curved R1{2`δ-tube Tθ,v and, conse-

quently, each T̃ λpfθ,vqr is concentrated on the translate Tθ,v ´ y. Since

Bωφ̃
λppγλω,vptq, tq ´ y;ωq “ Bωφ

λppγλω,vptq, tq;ωq ´ Bωφ
λpy;ωq

“ v ´ Bωφ
λpy;ωq,(9.3)

the core curve Γλθ,v ´ y of Tθ,v ´ y is equal to Γθ,v´v̄py;ωθq where

v̄py;ωq :“ Bωφ
λpy;ωq.

Now repeat the construction of the wave packets for each T̃ λpfθ,vqr, but at scale
ρ. In particular, cover Ω by finitely overlapping caps θ̃ of radius ρ´1{2 and Rn´1

12Indeed, suppose both conditions fail for T . The failure of the latter condition implies that
distpγ̃pT q, p2Brqcq ě r{2. Since γ̃pT q P Z by property 2), one concludes that γ̃pT q is far from Uc

and thus the interval of existence for γ̃ can be extended by a fixed increment. One may redefine
T to be some value in the interval of existence incrementally larger than the original value of T
and repeat this procedure until at least one of the stated conditions hold.

13Later it will be useful to assume the more stringent condition R1{2 ď ρ ď R1´2δ .
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by finitely-overlapping balls of radius ρp1`δq{2 centered at vectors ṽ P ρp1`δq{2Zn´1.
Let T̃ denote the set of all pairs pθ̃, ṽq. For each pθ, vq P T one may decompose

pfθ,vqr “
ÿ

pθ̃,ṽqPT̃

pfθ,vqr̃θ,ṽ ` RapDecpRq}f}L2pBn´1q

as in §5. The significant contributions to this sum arise from pairs pθ̃, ṽq belonging
to

T̃θ,v :“ tpθ̃, ṽq P T̃ : distpθ, θ̃q À ρ´1{2 and |v ´ v̄py;ωθq ´ ṽ| À Rp1`δq{2u,

as demonstrated by the following lemma.

Lemma 9.1. If R1{2 ď ρ ď R, then, with the above definitions, the function pfθ,vqr
is concentrated on wave packets from T̃θ,v; that is,

pfθ,vqr “
ÿ

pθ̃,ṽqPT̃θ,v

pfθ,vqr̃θ,ṽ ` RapDecpRq}f}L2pBn´1q.

Proof. Since pfθ,vqr is supported in θ, clearly the wave packets of pfθ,vqr at scale
ρ are all supported in ď

θ̃: distpθ̃,θqÀρ´1{2

θ̃.

Thus, it suffices to show that for each pθ, vq P T and ρ´1{2-cap θ̃ one has
ÿ

ṽ:|v´v̄py;ωθq´ṽ|ÁRp1`δq{2

pfθ,vqr̃θ,ṽ “ RapDecpRq}f}L2pBn´1q.

Fixing pθ, vq P T and pθ̃, ṽq P T̃ with |v´ v̄py;ωθq´ ṽ| Á Rp1`δq{2, the above estimate
would follow if one could show that

pfθ,vqr̃θ,ṽ “
`
1 `R´1{2|v ´ v̄py;ωθq ´ ṽ|

˘´pn`1q
RapDecpRq}f}L2pBn´1q.

Fourier inversion yields the pointwise bound

|pfθ,vqr̃θ,ṽpωq| ď }pψ̃θ̃ q̌ }L1pRnq

››ηṽ
`
ψθ̃pfθ,vqr

˘
q
››
L8pRnq

À
››pψθ̃ q̌ ˚

`
pfθ,vqr

˘
q
››
L8pBpṽ,Cρp1`δq{2qq

for all ω P Rn´1. Since pψθ̃ q̌ is concentrated in Bp0, ρ1{2q, the problem is further
reduced to showing that

`
pfθ,vqr

˘
qpzq “

`
1 `R´1{2|z ´ v ` v̄py;ωθq|

˘´pn`1q
RapDecpRq}f}L2pBn´1q

whenever |z ´ v ` v̄py;ωθq| Á Rp1`δq{2.

Let
˜̃
ψ be a Schwartz function on Rn´1 satisfying

˜̃
ψpωq “ 1 for ω P Bn´1 and

define ˜̃
ψθpωq :“ ˜̃

ψpR´1{2pω ´ ωθqq so that
`
pfθ,vqr

˘
q “

` ˜̃
ψθe

2πiφλpy; ¨q
˘
q ˚ pfθ,vqq.

On the one hand, since supp ηv Ă Bpv, CRp1`δq{2q, it is not difficult to show that

(9.4) |pfθ,vqqpzq| “ p1 `R´1{2|z ´ v|q´pn`1qRapDecpRq}f}L2pBn´1q

whenever |z ´ v| Á Rp1`δq{2. On the other hand, it is claimed that

(9.5)
ˇ̌` ˜̃
ψθe

2πiφλpy; ¨q
˘
qpzq

ˇ̌
“ p1 `R´1{2|z ` v̄py;ωθq|q´pn`1qRapDecpRq
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whenever |z ` v̄py;ωθq| Á Rp1`δq{2. A routine argument then shows that (9.4) and
(9.5) imply the desired estimate for

`
pfθ,vqr

˘
q and so it only remains to prove the

claim.
The inverse Fourier transform in (9.5) can be expressed as

R´pn´1q{2

ˆ

Rn´1

e2πipxz,ωθ`R´1{2ωy`φλpy;ωθ`R´1{2ωqq ˜̃ψpωqdω,

where the ω-gradient of the phase is given by

(9.6) R´1{2
`
rBωφ

λpy;ωθ `R´1{2ωq ´ Bωφ
λpy;ωθqs ` rv̄py;ωθq ` zs

˘
.

Using the fact that B2
ωωφ

λp0;ωq “ 0, the first term in (9.6) can be estimated thus:

|Bωφ
λpy;ωθ `R´1{2ωq ´ Bωφ

λpy;ωθq| À R´1{2|y| ď R1{2.

Consequently, if z R Bp´v̄py;ωθq, Rp1`δq{2q, then the second term in (9.6) dominates
the ω-gradient of the phase and (9.6) is Á Rδ{2 in norm. Repeated integration by
parts now implies (9.4), concluding the proof. �

9.2. Tangency properties. Let Z be a transverse complete intersection of di-
mension m and suppose h is a function which is concentrated on wave packets
from

TZ,Bpy,ρq :“
 

pθ, vq P TZ : Tθ,v XBpy, ρq ‰ H
(
.

What can be said about the scale ρ wave packets of h̃? In particular, do the lower
scale wave packets inherit the tangency property; namely, is h̃ concentrated on scale
ρ wave packets which are ρ´1{2`δm-tangent to some variety? It transpires that this
is not true in general. It is true, however, that h̃ can be broken up into pieces
which are each made up of scale ρ wave packets tangential to some translate of Z.

To make the above discussion precise, let γ̃λω,v be the curve defined by

(9.7) Bωφ̃
λpγ̃λω,vptq, t;ωq “ v for t P p´ρ, ρq.

It is remarked that (9.3) implies the relation

(9.8) γλω,vptq “ γ̃λω,v´v̄py;ωqpt´ ynq ` y1.

Let T̃ω,v be the ρ1{2`δ-tube with core curve Γ̃λω,v “ pγ̃λω,vptq, tq (defined analogously

to the R1{2`δ-tube Tθ,v) and for b P Rn define

T̃Z`b :“
 

pθ̃, ṽq P T̃ : T̃θ̃,ṽ is ρ´1{2`δm-tangent to Z ` b in Bp0, ρq
(
.

The key observation is as follows.

Proposition 9.2. Let R1{2 ď ρ ď R1´δ and Z Ď Rn be a transverse complete
intersection.

1) Let pθ, vq P TZ and b P Bp0, 2R1{2`δmq. If pθ̃, ṽq P T̃θ,v satisfies

T̃θ̃,ṽ XN 1
2
ρ1{2`δm pZ ´ y ` bq ‰ H,

then pθ̃, ṽq P T̃Z´y`b.

2) If h is concentrated on wave packets in TZ,Bpy,ρq, then h̃ is concentrated on wave

packets in
Ť

|b|ÀR1{2`δm T̃Z´y`b.



SHARP ESTIMATES FOR OSCILLATORY INTEGRAL OPERATORS 47

Under the hypotheses of the proposition, if one defines

T̃b :“
!

pθ̃, ṽq P
ď

pθ,vqPTZ,Bpy,ρq

T̃θ,v : T̃θ̃,ṽ XN 1
2
ρ1{2`δm pZ ´ y ` bq ‰ H

)
,

then it follows that T̃b Ď T̃Z´y`b. The proof of Proposition 9.2 will in fact yield
the following stronger result.

Corollary 9.3. Under the hypotheses of 1) of Proposition 9.2, if pθ, vq P T and

T̃θ,v X T̃b ‰ H, then T̃θ̃,ṽ Ď Nρ1{2`δm pZ ´ y ` bq for all pθ̃, ṽq P T̃θ,v.

In view of the forthcoming analysis, before proving these statements a simple ap-
plication is discussed. Given a function h concentrated on wave packets in TZ,Bpy,ρq,
consider a function of the form

(9.9) h̃b :“
ÿ

pθ̃,ṽqPT̃b

h̃θ̃,ṽ.

Expressions of the form (9.9) will play an important rôle in later arguments. One

may easily verify that }h̃b}L2pBn´1q À }rh˚
b sr}L2pBn´1q where

(9.10) h˚
b :“

ÿ

pθ,vqPTZ,Bpy,ρq

T̃θ,vXT̃b‰H

hθ,v.

The latter function is slightly easier to analyse; in particular, Corollary 9.3 implies
that

(9.11) T̃ λrh˚
b srpx̃q “ T λh˚

b pxqχN
ρ1{2`δm pZ`bqpxq ` RapDecpRq}h}L2pBn´1q

for all x “ x̃` y P Bpy, ρq.
The proof of Proposition 9.2 relies on the following lemma.

Lemma 9.4. If pθ, vq P T and pθ̃, ṽq P T̃θ,v, then

|Γ̃λ
θ̃,ṽ

ptq ´ pΓλθ,vpt` ynq ´ yq| À Rp1`δq{2 for all t P p´ρ, ρq.

Proof. By the identity (9.8) and the definition of T̃θ,v, it suffices to show that if

pω1, v1q, pω2, v2q P ΩˆRn´1 satisfy |ω1 ´ω2| À ρ´1{2 and |v1 ´ v2| À Rp1`δq{2, then

|γ̃λω1,v1
ptq ´ γ̃λω2,v2

ptq| À Rp1`δq{2 for all t P p´ρ, ρq.

Fixing t P p´ρ, ρq, let xt :“ pγ̃λω1,v1
ptq, tq and vt :“ Bωφ̃

λpxt;ω2q and note that, since

the value of γ̃ω,vptq is uniquely determined by (9.7), xt “ pγ̃λω2,vt
ptq, tq. Observe that

|v1 ´ vt| “ |Bωφ̃
λpxt;ω1q ´ Bωφ̃

λpxt;ω2q| À |ω1 ´ ω2||xt| À ρ1{2.

Since |v1 ´ v2| À Rp1`δq{2, it follows that |vt ´ v2| À Rp1`δq{2. Therefore,

|γ̃λω1,v1
ptq ´ γ̃λω2,v2

ptq| “ |γ̃λω2,vt
ptq ´ γ̃λω2,v2

ptq| „ |vt ´ v2| À Rp1`δq{2,

which establishes the lemma. �

One may now turn to the proof of Proposition 9.2.

Proof (of Proposition 9.2). The proof is broken into stages.
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The angle condition. Fix pθ, vq P TZ and pθ̃, ṽq P T̃θ,v. Motivated by the definition

of tangency, let x P T̃θ̃,ṽ and suppose z P Z and b P Bp0, 2R1{2`δmq are such that

z ´ y ` b P Bp0, 4ρq and |x´ pz ´ y ` bq| ď C̄tangρ
1{2`δm . It is claimed that

(9.12) >pG̃λpx;ωθ̃q, Tz´y`bpZ ´ y ` bqq ď c̄tangρ
´1{2`δm ,

where G̃λ is the generalised Gauss map associated to the phase φ̃λ. It is easy to
see that G̃λpx;ωq “ Gλpx` y;ωq and so the above estimate can be written as

(9.13) >pGλpx` y;ωθ̃q, TzZq ď c̄tangρ
´1{2`δm .

By Lemma 9.4, the definition of T̃θ̃,ṽ and the hypothesis ρ ď R1´δ, it follows that

(9.14) |x` y ´ Γλθ,vpxn ` ynq| À Rp1`δq{2

and this implies that

>pGλpx` y;ωθ̃q, TzZq À >pGλpΓλθ,vpxn ` ynq;ωθq, TzZq ` ρ´1{2.

Finally, Γλθ,vpxn ` ynq P Tθ,v and this tube is R´1{2`δm -tangent to Z. Note that

z P Z XBp0, 2Rq whilst, recalling (9.14), one has

|Γλθ,vpxn ` ynq ´ z| ď |x` y ´ Γλθ,vpxn ` ynq| ` |x´ pz ´ y ` bq| ` |b| À R1{2`δm .

Thus, if the constant C̄tang in Definition 8.1 is appropriately chosen, then the
tangency of Tθ,v implies that

>pGλpΓλθ,vpxn ` ynq;ωθq, TzZq ď c̄tangR
´1{2`δm

and, provided that R is sufficiently large, (9.13) (and therefore (9.12)) immediately
follows.

Containment properties. The angle condition (9.12) implies Corollary 9.3: any

tube T̃θ̃,ṽ which intersects N 1
2
ρ1{2`δm pZ ´ y ` bq X Bp0, ρq is actually contained

in Nρ1{2`δm pZ ´ y ` bq. To demonstrate this containment property, continue with
the setup of the previous stage, but now assume the slightly stronger conditions
that z´y`b P Bp0, ρq and |x´pz´y`bq| ď p1{2qρ1{2`δm . Define a time-dependent
vector field Xθ̃,ṽ : p´ρ, ρq ˆ Z XBp0, 2Rq Ñ Rm on Z XBp0, 2Rq by

Xθ̃,ṽpt, zq :“ projTzZ
pΓ̃λ
θ̃,ṽ

q1ptq for all pt, zq P r´ρ, ρs ˆ Z XBp0, 2Rq.

This can be smoothly extended to a map on r´ρ, ρs ˆ U where U Ď R
n is a small

open neighbourhood of ZXBp0, 2Rq. By the Picard–Lindelöf existence theorem for
ODE there exists some smooth mapping Zθ̃,ṽ : p´ρ, ρq Ñ Z such that Zθ̃,ṽpxnq “ z

and Z 1
θ̃,ṽ

ptq “ Xθ̃,ṽpt, Zθ̃,ṽptqq for all t P p´ρ, ρq. Here x “ px1, xnq P T̃θ̃,ṽ are the

points fixed above.
Observe that

|Γ̃λ
θ̃,ṽ

pxnq ´ pz ´ y ` bq| ď |Γ̃λ
θ̃,ṽ

pxnq ´ x| ` |x´ pz ´ y ` bq| ă p2{3qρ1{2`δm .

Let I denote the set of all t P p´ρ, ρq such that t ě xn and

|Γ̃λ
θ̃,ṽ

psq ´ pZθ̃,ṽpsq ´ y ` bq| ď p9{10qρ1{2`δm for all xn ď s ď t.

It is claimed that t˚ :“ sup I “ ρ. To see this, first note that if t˚ ă ρ, then

p9{10qρ1{2`δm “ |Γ̃λ
θ̃,ṽ

pt˚q ´ pZθ̃,ṽpt˚q ´ y ` bq|.
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The angle condition (9.12) implies that

>ppΓ̃λ
θ̃,ṽ

q1ptq, TZθ̃,ṽptqZq ď c̄tangρ
´1{2`δm for all xn ď t ď t˚.

Combining the previous two displays with the identity

Γ̃λ
θ̃,ṽ

pt˚q ´ Zθ̃,ṽpt˚q “

ˆ t˚

xn

projpTZ
θ̃,ṽ

ptqZqK pΓ̃λ
θ̃,ṽ

q1ptqdt ` pΓ̃λ
θ̃,ṽ

pxnq ´ zq,

one concludes that

p9{10qρ1{2`δm ă

ˆ t˚

xn

sin>
`
pΓ̃λ
θ̃,ṽ

q1ptq, TZθ̃,ṽptqZ
˘
|pΓ̃λ

θ̃,ṽ
q1ptq| dt ` p2{3qρ1{2`δm

ď 2c̄tangρ
´1{2`δm |t˚ ´ xn| ` p2{3qρ1{2`δm .

Since |t˚ ´xn| ď 2ρ, if c̄tang is appropriately chosen, then this yields a contradiction
and, consequently, rxn, ρq Ď I. A similar argument shows that p´ρ, xns Ď I and

so Γ̃λ
θ̃,ṽ

pp´ρ, ρqq Ď N 9
10
ρ1{2`δm pZ ´ y ` bq. One therefore concludes that T̃θ̃,ṽ Ď

Nρ1{2`δm pZ ´ y ` bq.

Proof of Proposition 9.2, 1). Let b P Bp0, 2R1{2`δmq and suppose that T̃θ̃,ṽ X

N 1
2
ρ1{2`δ pZ ´ y ` bq X Bp0, ρq ‰ H; the problem is to show that T̃θ̃,ṽ is ρ´1{2`δm -

tangential to Z ´ y ` b. By hypothesis, there exists some x P T̃θ̃,ṽ and z P Z such

that z´y` b P Bp0, ρq and |x´ pz´y` bq| ď p1{2qρ1{2`δm . The preceding analysis

therefore implies that T̃θ̃,ṽ Ď Nρ1{2`δm pZ´ y` bq, which is the desired containment

condition for tangency. On the other hand, the angle condition for tangency always
holds by (9.12), and so the proof of part 1) is complete.

Proof of Proposition 9.2, 2). By Lemma 9.1 it suffices to prove that
ď

pθ,vqPTZ,Bpy,ρq

T̃θ,v Ď
ď

|b|ÀR1{2`δm

T̃Z´y`b.

Fixing pθ, vq P TZ,Bpy,ρq and pθ̃, ṽq P T̃θ,v, by (9.12) the problem is further reduced

to showing that there exists some |b| À R1{2`δm such that T̃θ̃,ṽ Ď Nρ1{2`δm pZ´y`bq.

Lemma 9.4 implies that Γ̃λ
θ̃,ṽ

ptq P NCR1{2`δm pZ ´ yq for t P r´ρ, ρs. Consequently,

fixing t0 P r´ρ, ρs there exists some |b| À R1{2`δm such that Γ̃λ
θ̃,ṽ

pt0q P Z ´ y ` b.

The desired inclusion now follows from the containment property discussed earlier
in the proof.

�

9.3. Sorting the wave packets. If pθ, vq P T and pθ̃, ṽq P T̃θ,v, then Lemma 9.4
implies that14

(9.15) distH
`
Tθ,v XBpy, ρq, T̃θ̃,ṽ ` yq À R1{2`δ.

In particular, if a pair of wave packets pθ1, v1q, pθ2, v2q P T are such that T̃θ1,v1 X

T̃θ2,v2 ‰ H, then the tubes Tθ1,v1 , Tθ2,v2 are approximately equal on Bpy, ρq.15 This
suggests sorting the scale R wave packets pθ, vq P T into disjoint sets for which the
associated tubes essentially agree on Bpy, ρq.

14Here distH denotes the Hausdorff distance.
15More precisely, enlarging the radius of either one of the Tθj ,vj

by a constant factor produces

a tube which contains pTθ1,v1 Y Tθ2,v2q X Bpy, ρq.
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Tθ̃,w

Bpx0, CR
1{2`δq

Bpy, ρq

Figure 4. The set Tθ̃,w :“
Ť

pθ,vqPTθ̃,w
Tθ,vXBpy, ρq is highlighted

in yellow. Fixing x0 P Tθ̃,w, for every pθ, vq P Tθ̃,w the tube Tθ,v

intersects the ball Bpx0, CR
1{2`δq.

Let T denote the collection of all pairs pθ̃, wq formed by a ρ´1{2-cap θ̃ and

w P Rp1`δq{2Zn´1. For each pθ̃, wq P T choose some

Tθ̃,w Ď
 

pθ, vq P T : distpθ, θ̃q À ρ´1{2 and |v ´ v̄py;ωθq ´ w| À Rp1`δq{2
(

so that the family tTθ̃,w : pθ̃, wq P T u forms a covering of T by disjoint sets. Defining

Tθ̃,w :“
ď

pθ,vqPTθ̃,w

Tθ,v XBpy, ρq,

one obtains the following corollary to Lemma 9.4.

Corollary 9.5. If pθ̃, wq P T and pθ, vq P Tθ̃,w, then

distH
`
Tθ,v XBpy, ρq, Tθ̃,wq À R1{2`δ.

Let g : Bn´1 Ñ C be integrable and define

gθ̃,w :“
ÿ

pθ,vqPTθ̃,w

gθ,v for all pθ̃, wq P T .

Since the Tθ̃,w cover T and are disjoint, it follows that

(9.16) g “
ÿ

pθ̃,wqPT

gθ̃,w ` RapDecpRq}g}L2pBn´1q;
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furthermore, the functions gθ̃,w are almost orthogonal and, consequently,

(9.17) }g}2L2pBn´1q „
ÿ

pθ̃,wqPT

}gθ̃,w}2L2pBn´1q.

By Lemma 9.1, the function pgθ̃,wqr is concentrated on scale ρ wave packets

belonging to
Ť

pθ,vqPTθ̃,w
T̃θ,v. This union is contained in

T̃θ̃,w :“
 

pθ̃1, ṽq P T̃ : distpθ̃1, θ̃q À ρ´1{2 and |ṽ ´ w| À Rp1`δq{2
(

and therefore each pgθ̃,wqr is concentrated on wave packets from T̃θ̃,w. The family

tT̃θ̃,w : pθ̃, wq P T u forms a covering of T̃ by almost disjoint sets. This implies
almost orthogonality between the scale ρ wave packets of the different functions
pgθ̃,wqr. A particular consequence of this observation is that

(9.18)
›› ÿ

pθ̃,wqPT

pgθ̃,wqrb
››2
L2pBn´1q

„
ÿ

pθ̃,wqPT

}pgθ̃,wqrb }2L2pBn´1q,

where h̃b is defined for a given function h as in (9.9).

9.4. Transverse equidistribution revisited. Let Z be an m-dimensional trans-
verse complete intersection, pθ̃, wq P T and h be a function concentrated on wave
packets in TZXBpy,ρq X Tθ̃,w. Here the key example to have in mind is h “ gθ̃,w for

some function g concentrated on wave packets in TZ,Bpy,ρq.
Every scale R wave packet of h intersects Bpy, ρq on the set Tθ̃,w which, by

Corollary 9.5, is comparable to Tθ,v XBpy, ρq for any pθ, vq P Tθ̃,w.
16 Consequently,

if x0 P Tθ̃,w, then all the scale R wave packets of h intersect Bpx0, CR
1{2`δmq

(see Figure 4). Moreover, (9.15) implies that the scale ρ wave packets of h̃ will
intersect Bpx0 ´y, CR1{2`δmq. Under these conditions a useful reverse-type version
of Hörmander’s L2 bound holds.

Lemma 9.6. Let T λ be a Hörmander-type operator with phase φλ given by a trans-
late of a reduced phase in the sense of (9.2) and 1 ď R1{2`δ ď r À λ1{2. If f is
concentrated on wave packets which intersect some Bpx̄, rq Ď Bp0, Rq, then17

(9.19) }f}2L2pBn´1q À r´1}T λf}2L2pBpx̄,Crqq.

Lemma 9.6 can be proven for extension operators fairly directly via Plancherel’s
theorem (see [13, §3]). Establishing the general (variable coefficient) version of
Lemma 9.6 involves a number of additional technicalities and the proof is therefore
postponed until the end of the section.

For h as above, x0 P Tθ̃,w and |b| À R1{2`δm the preceding discussion implies

that the function rh˚
b s r , as defined in (9.10), is a sum of wave packets which

intersect Bpx0 ´ y, CR1{2`δmq. Lemma 9.6 can therefore be applied at scale ρ with
r „ R1{2`δm to yield

}h̃b}
2
L2pBn´1q À }rh˚

b sr}2L2pBn´1q À R´1{2´δm}T̃ λrh˚
b sr}2L2pBpx0´y,CR1{2`δm qq.

16Here ‘the scale R wave packets of h’ refers to the scale R wave packets upon which h is
concentrated.

17The operator Tλ appearing on the right-hand side of (9.19) will be defined with respect to
an amplitude with slightly larger support than the aλ appearing in the original definition of the
operator. The choice amplitude function in Tλ is essentially irrelevant in future applications of
(9.19), so this technicality does not present any difficulties.



52 L. GUTH, J.HICKMAN, AND M. ILIOPOULOU

By (9.11), one concludes that

(9.20) }h̃b}
2
L2pBn´1q À R´1{2´δm}T λh˚

b }2
L2pN

ρ1{2`δm pZ`bqXBpx0,CR1{2`δm qq.

This observation has several useful consequences. First of all, by applying Hörmander’s
L2 bound one obtains the following.

Lemma 9.7. Let h be concentrated on wave packets from TZXBpy,ρq X Tθ̃,w, for

some pθ̃, wq P T . Let B Ă Bp0, CR1{2`δmq be such that the sets Nρ1{2`δm pZ ` bq X

Bpx0, CR
1{2`δmq are pairwise disjoint over all b P B. Then,

ÿ

bPB

}h̃b}
2
L2pBn´1q À }h}2L2pBn´1q.

A further consequence of (9.20) is the following transverse equidistribution result.

Lemma 9.8. Let pθ̃, wq P T , |b| À R1{2`δm and Z be an m-dimensional transverse
complete intersection with degZ Àε 1. If h is concentrated on wave packets from
TZXBpy,ρq X Tθ̃,w, then

}h̃b}
2
L2pBn´1q À ROpδmqpρ{Rqpn´mq{2}h}2L2pBn´1q.

Proof. The transverse equidistribution estimate in Lemma 8.3 implies that

}T λh̃˚
b }2L2pN

ρ1{2`δm pZ`bqXBpx0,CR1{2`δm qq À R1{2`Opδmqpρ{Rqpn´mq{2}h}2L2pBn´1q.

Combining this with (9.20) completes the proof. �

Let g be concentrated on wave packets of TZ,Bpy,ρq. For each pθ̃, wq P T the
function gθ̃,w is concentrated on wave packets in TZXBpy,ρq X Tθ̃,w. It follows that
Lemma 9.7 and Lemma 9.8 hold for h “ gθ̃,w. Combining the contributions from
distinct Tθ̃,w, one obtains the following.

Lemma 9.9. Let |b| À R1{2`δm and Z be an m-dimensional transverse complete
intersection with degZ Àε 1. If g is concentrated on wave packets from TZ,Bpy,ρq,
then

}g̃b}L2pBn´1q À ROpδmqpρ{Rqpn´mq{2}g}L2pBn´1q.

Proof. By (9.16) and the linearity of the map h ÞÑ h̃b it follows that

g̃b “
ÿ

pθ̃,wqPT

pgθ̃,wqrb ` RapDecpRq}g}L2pBn´1q.

The almost orthogonality relation (9.18) between the pgθ̃,wqrb implies that

}g̃b}
2
L2pBn´1q À

ÿ

pθ̃,wqPT

}pgθ̃,wqrb }2L2pBn´1q ` RapDecpRq}g}2L2pBn´1q.

By Lemma 9.8, the right-hand side of the above display is in turn dominated by

ROpδmqpρ{Rqpn´mq{2
ÿ

pθ̃,wqPT

}gθ̃,w}2L2pBn´1q ` RapDecpRq}g}2L2pBn´1q.

An application of (9.17) yields the desired estimate.
�



SHARP ESTIMATES FOR OSCILLATORY INTEGRAL OPERATORS 53

9.5. The proof of the reverse L2 bound.

Proof (of Lemma 9.6). One may assume without loss of generality that x̄ “ 0 and
r “ R1{2`δ. Indeed, the first reduction follows from the formula (9.1), which can be

used to replace T λ and f with T̃ λ and f̃ , here defined with y :“ x̄. Lemma 9.1 and
the identity (9.8) imply that f̃ is concentrated on scale R wave packets associated to

T̃ λ which intersect Bp0, rq. For the second reduction, suppose the result is known
for r “ R1{2`δ and let R1{2`δ ď r ď R and f be as in the statement of the theorem.
For a P R consider the slab

Sa :“ R
n´1 ˆ ra´R1{2`δ, a `R1{2`δs XBp0, Crq

where C ě 2 is a constant, chosen large enough for the purposes of the argument.
Cover Sa with a collection tBjujPJ of finitely-overlapping R1{2`δ-balls satisfying
Bj X Sa ‰ H for all j P J . By the initial reductions, any tube Tθ,v makes a
small angle with the en direction and thus intersects at most Op1q of these balls.
Orthogonality of the wave packets together with the hypothesised estimate therefore
imply that

(9.21) }g}2L2pBn´1q À R´1{2´δ}T λg}2L2pN
CR1{2`δ pSaqq

for any g concentrated on wave packets at scale R which intersect Sa. If pθ, vq P
TBp0,rq, then the aforementioned angle condition implies that Tθ,v intersects every
slab Sa for which Sa X Bp0, rq ‰ H. Hence, if f is concentrated on wave packets
from TBp0,rq, then one may sum (9.21) over a collection of „ r{R1{2`δ slabs which
cover Bp0, rq to obtain the desired result.

Fix a function f satisfying the hypotheses of the lemma with x̄ “ 0 and r “
R1{2`δ and note that

(9.22) }f}L2pBn´1q „ }
ÿ

pθ,vq:Tθ,vXBp0,R1{2`δq‰H

fθ,v}L2pBn´1q.

Let Ψ: U Ñ Ω be the diffeomorphism Ψpuq :“ Ψλp0;uq, where Ψλ is the rescaled
version of map Ψ introduced in §4. Recall that Ψ reparametrises the surface
tBxφ

λp0;ωq : ω P Ωu as the graph of the function h̄puq :“ Bxn
φλp0;Ψpuqq; in partic-

ular, Bx1φλ p0;Ψpuqq “ u for all u P U . Applying the change of variables ω ÞÑ Ψpuq,
and denoting the corresponding Jacobian by JΨ, it follows that }f}L2pBn´1q „
}fΨ}L2pBn´1q where

fΨ :“
` ÿ

pθ,vq:Tθ,vXBp0,R1{2`δq‰H

fθ,v ˝ Ψ
˘

¨ JΨ.

Let E denote the extension operator

Egpxq :“

ˆ

U

e2πipxx1,uy`xnh̄puqqgpuqdu

associated to the graph u ÞÑ pu, h̄puqq. For any xn P R and g a square integrable
function supported on U , Plancherel’s theorem implies that

}g}2L2pBn´1q “ }e2πixnh̄g}2L2pBn´1q “ }Eg}2L2pRn´1ˆtxnuq.

Hence, averaging this estimate over |xn| ă R1{2`δ one obtains

(9.23) }g}2L2pBn´1q „ R´1{2´δ}Eg}2L2pRn´1ˆp´R1{2`δ,R1{2`δqq.
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The key observation is that the hypothesis on f implies that the right-hand L2-norm
can be localised.

Claim. If |xn| ă R1{2`δ and x1 R Bp0, CR1{2`δq, then

EfΨpxq “ p1 `R´1{2|x1|q´pn`1qRapDecpRq}f}L2pBn´1q.

This concentration property is very similar to that detailed in Lemma 5.2, the
main difference being that the condition pθ, vq P TBp0,R1{2`δq is defined with respect

to the operator T λ whilst the above identity concerns the linearised version E.
The proof is a minor adaptation of the stationary phase analysis used to establish
Lemma 5.2 and is therefore omitted.

For the specific choice of function g “ fΨ, the claim implies that (9.23) may be
strengthened to

(9.24) }f}2L2pBn´1q „ }fΨ}2L2pBn´1q „ R´1{2´δ}EfΨ}2
L2pBp0,CR1{2`δqq.

This is easily seen to imply the lemma. Indeed, reversing the earlier change of
variables,

EfΨpzq “

ˆ

Ω

e2πiφ
λpz;ωqe´2πiλΩpz{λ;ωqfpωqdω ` RapDecpRq}f}L2pBn´1q

for all z P Bp0, CR1{2`δq, where Ω is the error term in the Taylor expansion

φpz;ωq “ φp0;ωq ` xBxφp0;ωq, zy ` Ωpz;ωq.

Were it not for the factor e´2πiλΩpz{λ;ωq the functions EfΨpzq and T λfpzq would
be equal up to a negligible error term and (9.24) would directly imply the desired
estimate. This unwanted additional factor can be removed via a Fourier series
decomposition. Recalling the hypothesis R1{2`δ À λ1{2, it follows that

(9.25) |BβωBαxλΩpR1{2`δz{λ;ωq| Àα,β 1

for all multi-indices pα, βq P Nn0 ˆ N
n´1
0 . Let ψ P C8

c pRn ˆ Rn´1q be supported on
X ˆ Ω and equal to 1 on supp a. By forming the Fourier series expansion in both
the x and ω variables one obtains

e´2πiλΩpz{λ;ωqψpz{R1{2`δ;ωq “
ÿ

kPZnˆZ
n´1

k“pk1,k2q

p1 ` |k|q´Ncke
2πipxR1{2`δz,k1y`xω,k2yq,

where the ck are weighted Fourier coefficients and N ě n ` 1 is an integer which
depends only on n and is chosen large enough to satisfy the forthcoming require-
ments of the proof. Observe that (9.25) implies that |ck| À 1 for all k P Zn ˆZn´1.
Thus, (9.24) now yields

}f}L2pBn´1q À R1{4`δ{2
ÿ

kPZnˆZ
n´1

k“pk1,k2q

p1 ` |k|q´N
››T λpe2πix ¨ ,k2yfq

››
L2pBp0,CR1{2`δqq

.

Recalling Hörmander’s L2-estimate from Lemma 5.3, there exists a constant A,
depending only on the dimension, such that

}f}L2pBn´1q ď A
`
R1{4`δ{2}T λf}L2pBp0,CR1{2`δqq `

ÿ

|k|‰0

p1 ` |k|q´N }f}L2pBn´1q

˘
.

If N is chosen appropriately, then A
ř

|k|‰0p1 ` |k|q´N ď 1{2 and the desired

estimate follows.
�
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10. Proof of the k-broad estimate

10.1. A more general result. In this section the proof of the k-broad estimate in
Theorem 1.6 is given. In order to facilitate an inductive argument, a more general
result will be established, which is described presently.

Throughout this section T λ denotes an arbitrary choice of a translate of a
Hörmander-type operator with reduced positive-definite phase. That is, T λ is of
the form of the operator T̃ λ discussed in the previous section, with phase and am-
plitude of the type described in (9.2). Many of the estimates involving T λ, such as
(10.1) below, are understood to hold uniformly for the entire class of such opera-
tors; it is important to work with the whole class rather than a single choice of T λ

in order to run certain induction arguments.
In order to state the result, first define the exponent

ek,nppq :“
1

2

´1
2

´
1

p

¯
pn` kq

and note that ´ek,nppq ` 1{2 ď 0 if and only if p ě p̄pk, nq where p̄pk, nq “
2pn` kq{pn` k ´ 2q is the exponent appearing in Theorem 1.6.

Proposition 10.1. Given ε ą 0 sufficiently small and 1 ď m ď n there exist

0 ă δ ! δn´1 ! δn´2 ! . . . ! δ1 ! ε

and constants C̄ε, Āε dyadic, Dm,ε Àε 1 and ϑm ă ε such that the following holds.

Suppose Z “ ZpP1, . . . , Pn´mq is a transverse complete intersection with degZ ď
Dm,ε. For all 2 ď k ď n, 1 ď A ď Āε dyadic and 1 ď K ď R ď λ the inequality

(10.1) }T λf}BL
p
k,A

pBp0,Rqq Àε K
C̄εRϑm`δplog Āε´logAq´ek,nppq`1{2}f}L2pBn´1q

holds whenever f is concentrated on wave packets from TZ and

(10.2) 2 ď p ď p̄0pk,mq :“

"
p̄pk,mq if k ă m

p̄pm,mq ` δ if k “ m
.

Here TZ is defined as in §8; that is,

TZ :“ tpθ, vq P T : Tθ,v is R´1{2`δm-tangent to Z in Bp0, Rqu.

Proposition 10.1 immediately yields the desired k-broad estimate.

Proof (of Theorem 1.6). Theorem 1.6 is a special case of Proposition 10.1. Indeed,
Z “ Rn is a transverse complete intersection of dimension n and TZ contains all
wave packets in Bp0, Rq. Thus, taking A “ Āε and p “ p̄pk, nq yields the endpoint
case of Theorem 1.6. The general result follows by interpolating with the trivial
p “ 8 estimate via the logarithmic convexity of the k-broad norms (that is, Lemma
6.3). �

10.2. Reducing to R À λ1´ε. Turning to the proof of Proposition 10.1, the first
step is a technical reduction on the radii R which is needed to facilitate certain
polynomial partitioning arguments. In particular, it will be necessary to approx-
imate the curves Γλθ,v by polynomial curves of degree independent of R; by the

observations of §7.2, this is possible when 1 ď R Àε λ
1´ε and thus (10.1) will

first be proved for this restricted range of R. The result can then be extended to
the full R ď λ range by a triangle inequality argument (incurring a permissible
ROpεq loss). The concentration hypothesis on f in Proposition 10.1 creates some
difficulties here, which are addressed by the following lemma.
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Lemma 10.2. Let 1 ď ρ ď R ď λ and assume that for any transverse complete
intersection Z “ ZpP1, . . . , Pn´mq with degZ ď D the inequality

(10.3) }T λf}BL
p

k,A
pBp0,ρqq ď E}f}L2pBn´1q

holds with some constant E ą 0 whenever f is concentrated on wave packets from
T̃Z . Then for all Z as above, the inequality

}T λf}BL
p
k,A

pBp0,Rqq À pR{ρqOp1qE}f}L2pBn´1q

holds for all functions f concentrated on wave packets in TZ .

Here T̃Z denotes the collection of wave packets at scale ρ that are ρ1{2`δm -
transverse to Z in Bp0, ρq; this notation is consistent with that used in §9.

Proof (of Lemma 10.2). Let f be a function concentrated on wave packets in TZ

for some transverse complete intersection Z as in the statement of the lemma. Fix
a cover Bρ of Bp0, Rq by finitely overlapping ρ-balls. By the sub-additivity of the
k-broad norms and Lemma 5.2, there exists some B “ Bpy, ρq P Bρ such that

}T λf}p
BL

p

k,A
pBp0,Rqq

À pR{ρqOp1q}T λh}p
BL

p

k,A
pBq

` RapDecpRq}f}p
L2pBn´1q,

where h :“
ř

pθ,vqPTZ,B
fθ,v; here and below the notation TZ,B is consistent with

that used in §8. As in §9, write T λhpx ` yq “ T̃ λh̃pxq so that, suppressing the
harmless rapidly decaying term in the notation, one has18

(10.4) }T λf}p
BL

p
k,A

pBp0,Rqq
À pR{ρqOp1q}T̃ λh̃}BL

p
k,A

pBp0,ρqq.

In general, h̃ is not concentrated on wave packets which are ρ´1{2`δm -tangential
to a suitable variety inside Bp0, ρq; thus, hypothesis (10.3) cannot be applied di-
rectly to estimate the right-hand side of (10.4). Rather, one approaches the prob-

lem via the methods of §9. By Proposition 9.2, h̃ is concentrated on wave packets
in

Ť
bPB T̃Z´y`b where B is a discrete set of cardinality À pR{ρqOp1q such that

|b| À R1{2`δm for all b P B. Consequently, by the sub-additivity of the k-broad
norms and Lemma 5.2 and Corollary 9.3, there exists some b P B such that

(10.5) }T̃ λh̃}p
BL

p
k,A

pBp0,ρqq
À pR{ρqOp1q}T̃ λh̃b}

p

BL
p
k,A

pBp0,ρqq
,

for h̃b as defined in §9. Recall from Proposition 9.2 that h̃b is concentrated on wave
packets in T̃Z´y`b and satisfies

(10.6) }h̃b}L2pBn´1q À }f}L2pBn´1q.

Combining (10.4) and (10.5), the desired estimate now follows by applying hypothe-

sis (10.3) to the function h̃b and then using (10.6) to bound the resulting right-hand
expression. �

18 Strictly speaking, in order for (10.4) to hold the k-broad norm on the right-hand side should
be defined with respect to a translate of the family of balls BK2 . Since the estimates will be
uniform over all choices of families BK2 of bounded multiplicity, this slight technicality does not

affect the argument.



SHARP ESTIMATES FOR OSCILLATORY INTEGRAL OPERATORS 57

10.3. Setting up the induction argument. Henceforth it is assumed that 1 ď
R Àε λ

1´ε. Under this hypothesis, given ε ą 0 sufficiently small, Proposition 10.1
will be established for the following choice of parameters:

Dm,ε :“ ε´δ´p2n´mq

, ϑpεq :“ ε´ cnδm, Āε „ δ´ε,(10.7)

δi “ δipεq :“ ε2i`1 for all i “ 1, . . . , n´ 1.

Here 0 ă δ “ δpεq ! δn´1pεq and cn ą 0 is a fixed dimensional constant.
The proof is by induction on the radius R and the dimension m; presently the

base cases for this induction are established.

Base case for the radius: R Àε K
n. Provided that the implied constant in (10.1)

and Cε are chosen to be sufficiently large, in this case Proposition 10.1 follows
immediately from the trivial inequality

(10.8) }T λf}BL
p

k,A
pBp0,Rqq À Rn{p}f}L2pBn´1q,

valid for all A P N and 1 ď p ď 8.

Base case for the dimension: m ď k ´ 1. Assuming (without loss of generality)

that K Àε R
1{n, one can show in this case that

(10.9) }T λf}BL
p
k,A

pBp0,Rqq “ RapDecpRq}f}L2pBn´1q.

Indeed, fix a ball BK2 P BK2 with BK2 X Bp0, Rq ‰ H; here BK2 denotes the
collection of K2-balls featured in the definition of the k-broad norm (1.12). Let
TBK2

denote the collection of all K´1-caps τ for which there exists some pθ, vq P
TZ,B

K2
with θ X τ ‰ H. Observe that if τ R TB

K2
, then

(10.10)

ˆ

BK2

|T λfτ |p “ RapDecpRq}f}p
L2pBn´1q,

since f is concentrated on wave packets in TZ .
It is claimed that there exists some V P Grpk ´ 1, nq, such that

(10.11) >pGλpx̄; τq, V q ď K´1 for all τ P TBK2
,

where x̄ P Rn denotes the centre of BK2 . Indeed, by (10.10) one may assume
without loss of generality that TBK2

‰ H and hence TZ,BK2
‰ H. Thus, there

exists z P Z X Bp0, Rq with |z ´ x̄| À R1{2`δm and, taking V P Grpk ´ 1, nq to be
any subspace that contains TzZ, the claim is easily deduced from the definition of
R1{2`δm-tangency (together with the hypothesis K À R1{n).

Recalling the definition of µTλf pBK2q from (1.11), it follows from (10.11) that

µTλf pBK2q ď max
τRV

ˆ

BK2

|T λfτ |p ď max
τRTB

K2

ˆ

BK2

|T λfτ |p

and the desired estimate (10.9) is now a consequence of (10.10).

Reduction to A ě 2: Recall that Āε „ δ´ε. Although the argument does not
require one to induct on A, it is useful to note that (10.8) implies that Proposition
10.1 holds for A “ 1. This allows one to assume A ě 2 throughout the following
argument, and therefore facilitates the use of the k-broad triangle and logarithmic-
convexity inequalities.
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10.4. An overview of the inductive step. Let 2 ď k ď n ´ 1, k ď m ď n and
R Áε K

n. Assume, by way of induction hypothesis, that (10.1) holds whenever the
dimension of the transverse complete intersection Z is at most m´ 1 or the radial
parameter is at most R{2.

Fix ε ą 0, 1 ă A ď Āε and a transverse complete intersection Z “ ZpP1, . . . , Pn´mq
with degZ ď Dm,ε, where the parameters Āε and Dm,ε are as defined in (10.7).
Let f be concentrated on wave packets from TZ .

It suffices to show that (10.1) holds at the endpoint p “ p̄0pk,mq. Indeed, observe
that Lemma 5.3 implies the L2-bound

}T λf}2BL2
k,A

pBp0,Rqq À
ÿ

τ :K´1´cap

}T λfτ }2L2pBp0,Rqq À R}f}2L2pBn´1q.

Once (10.1) is established for p “ p̄0pk,mq, one may use the logarithmic convexity
of the k-broad norms to interpolate the p “ p̄0pk,mq estimate against the above
inequality and thereby obtain (10.1) in the desired range.

The analysis proceeds by considering two different cases.

The algebraic case. There exists a transverse complete intersection Y l Ď Z of di-
mension 1 ď l ď m ´ 1 of maximum degree at most pDm,εq

n such that

(10.12) }T λf}p
BL

p
k,A

pN 1
4
R1{2`δm pY lqXBp0,Rqq

ě calg}T λf}p
BL

p
k,A

pBp0,Rqq
.

Here calg ą 0 is a constant depending only on n and ε which is chosen to be
sufficiently small to suit the needs of the forthcoming argument.

The cellular case. The negation of the algebraic case: for every transverse complete
intersection Y l Ď Z of dimension 1 ď l ď m ´ 1 and maximum degree at most
pDm,εq

n the inequality

(10.13) }T λf}p
BL

p
k,A

pN 1
4
R1{2`δm pY lqXBp0,Rqq

ă calg}T λf}p
BL

p
k,A

pBp0,Rqq

holds.

The cellular case is the simplest situation and will be treated first. Here a
polynomial partitioning argument is employed which splits the mass of the k-broad
norm into small pieces; these pieces can then be treated individually using the
radial induction hypothesis. The algebraic case is the most involved situation; it
encapsulates the kind of behaviour experienced in the sharp examples in §2. In this
case T λf can be thought of as concentrated near a low-dimensional and low-degree
variety Y l (in a k-broad sense). If the wave packets of f are also tangential to this
variety, then one may use induction on the dimension to conclude the argument.
This might not be the case, however, and if many of the wave packets of f are
transverse to Y l, then an alternative argument is required. Thus, the algebraic case
naturally splits into two sub-cases, a tangential and a transverse sub-case, which
are discussed in detail below. Lemma 7.3 can be applied to show that a given tube
Tθ,v can only interact transversely with the variety Y l on a small number of balls,
which eventually allows one to also close the induction in the transverse situation.
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10.5. The cellular case. The cellular case can be treated using polynomial parti-
tioning. Roughly speaking, since by hypothesis T λf is concentrated in a neighbour-
hood of an m-dimensional transverse complete intersection, for any D ě 1 Theorem
7.2 can be applied in m dimensions to show that there exists a non-zero polynomial
P of degree at most D such that, letting tOiuiPI denote the connected components
of RnzZpP q (which, recall, are referred to as cells), one has #tOi : i P Iu „ Dm

and

(10.14) }T λf}p
BL

p
k,A

pOiq
„ D´m}T λf}p

BL
p
k,A

pBp0,Rqq
for all i P I.

Thus, the mass of the k-broad norm is essentially equally distributed amongst the
cells. Moreover, using the hypothesis of the cellular case, one can construct P so
that very little of the mass lies near the cell wall

W :“ N2R1{2`δ pZpP qq XBp0, Rq.

In particular, the estimate (10.14) essentially still holds if the Oi are replaced with
the shrunken cells O1

i :“ OizW . The O1
i can be thought of as well-separated19 and

this facilitates a divide-and-conquer-style argument. More precisely, the fact that
a non-zero univariate polynomial of degree at most D has at most D roots quickly
leads to the following observation.

Lemma 10.3. If P is a polynomial of degree degP ď D and tO1
iuiPI are defined

as above, then each tube Tθ,v enters at most D{ε of the cells O1
i.

It is important to note that, in general, Lemma 10.3 does not hold if the O1
i are

replaced with the cells Oi.

Proof (of Lemma 10.3). Let rΓλθ,vsε : R Ñ Rn´1 denote the polynomial approxi-

mant of Γλθ,v, as defined in §7.2. Thus, degrΓλθ,vsε ď r1{2εs and (7.2) implies that

|rΓλθ,vsεptq ´ Γλθ,vptq| ď R1{2 for all t P p´R,Rq.

Suppose that x P O1
i XTθ,v. By the definition of O1

i, the ball B
`
x, 2R1{2`δ

˘
con-

tains no points of ZpP q, and is therefore contained in Oi. On the other hand,
distpx,Γλθ,vq ă R1{2`δ and therefore distpx, rΓλθ,vsεq ă 2R1{2`δ. Consequently,

rΓλθ,vsε enters Bpx, 2R1{2`δq Ď Oi. Thus, if Tθ,v enters a cell O1
i, then the polyno-

mial curve rΓλθ,vsε enters Oi whilst, by the simple property of univariate polynomials

quoted above, rΓλθ,vsε can enter at most degP ¨ degrΓλθ,vsε ` 1 ď D{ε cells Oi. �

Some aspects of the discussion prior to Lemma 10.3 are not entirely precise; for
instance, to apply the polynomial partitioning theorem one must work with an L1

function rather than a k-broad norm. In view of this, let µ denote the measure on
R
n with Radon–Nikodym derivative

ÿ

BK2PBK2

µTλf pBK2q
1

|BK2 |
χBK2

with respect to the Lebesgue measure. One may easily verify that

(10.15) µpUq ď }T λf}p
BL

p

k,A
pUq

and }T λf}p
BL

p

k,A
pBp0,Rqq

ď µpBp0, 2Rqq

19In particular, the distance between a pair of distinct O1
i is wider than the width R1{2`δ of

any tube Tθ,v.
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for all Lebesgue measurable sets U Ď Rn. These inequalities ensure that the mea-
sure µ acts as an effective surrogate for the k-broad norm in the polynomial parti-
tioning argument.

By combining the cellular hypothesis with Theorem 7.2, one obtains the following
partitioning result.

Lemma 10.4 (Polynomial partitioning [13]). There exists a polynomial P of degree
degP ď Dm,ε such that, if tOiuiPI and W are defined as above and O1

i :“ OizW
for all i P I, then #I À pDm,εq

m and

(10.16) µpO1
iq „ pDm,εq

´mµpBp0, 2Rqq

for at least 99% of the cells O1
i.

This lemma is contained in the work of the second author [13, §8.1] and the
details of the proof are not reproduced here. The basic idea is as follows: by hy-
pothesis, the mass of µ is concentrated in NR1{2`δm pZq where Z is anm-dimensional
algebraic variety; this allows one to apply Theorem 7.2 inm-dimensions to construct
a polynomial P which satisfies the desired properties with Oi in place of O1

i. The
hypothesis of the cellular case implies that the mass of µ cannot concentrate in a
neighbourhood of a certain type of algebraic variety and this can be used to show,
in particular, that the mass cannot concentrate around the cell wall W . Provided
the constant calg is chosen to be sufficiently small, this allows one to pass to the
shrunken cells O1

i in (10.16) (at least for 99% of the cells).
There are a number of technicalities involved in rigorously carrying out this ar-

gument. In particular, one must justify the application of Theorem 7.2 in dimension
m; this requires locally approximating Z by some tangent plane TzZ and applying
the theorem to the push-forward of µ onto TzZ under orthogonal projection. The
partitioning variety in TzZ is lifted to a variety Z̃ in Rn by taking the pre-image
under the orthogonal projection; it is possible to define Z̃ in this way so that it is
transverse to Z. The cells Oi are then defined with respect to Z̃.20

Presently, it is shown how together Lemma 10.3 and Lemma 10.4 easily yield the
proof of Proposition 10.1 in the cellular case. Applying Lemma 10.4 one obtains a
partition of RnzW into disjoint cells tOiuiPI . For each i P I let

Ti :“ tpθ, vq P TZ : Tθ,v XO1
i ‰ Hu and fi :“

ÿ

pθ,vqPTi

fθ,v.

By Lemma 5.2 one has

}T λf}p
BL

p
k,A

pO1
iq

ď }T λfi}
p

BL
p
k,A

pO1
iq

` RapDecpRq}f}p
L2pBn´1q.

Combining this inequality with (10.15) and Lemma 10.4, one deduces that at least
99% of the cells O1

i have the property that

(10.17) }T λf}p
BL

p
k,A

pBp0,Rqq
À pDm,εq

m}T λfi}
p

BL
p
k,A

pO1
iq

` RapDecpRq}f}p
L2pBn´1q.

20To carry out this argument rigorously, one must further ensure the all the relevant varieties
are transverse complete intersections of dimension at most m ´ 1 and controlled degree in order
to invoke (10.13). Such technicalities account for the choice of maximum degree pDm,εqn in the

definition of the algebraic and cellular cases.
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On the other hand, by Lemma 10.3 and orthogonality between the fθ,v, one has
ÿ

iPI

}fi}
2
L2pBn´1q „

ÿ

pθ,vqPTZ

#ti P I : pθ, vq P Tiu}fθ,v}2L2pBn´1q

Àε Dm,ε}f}2L2pBn´1q.

Since there are roughly pDm,εq
m cells in total, Markov’s inequality shows that at

least 99% of the cells O1
i have the property that

(10.18) }fi}
2
L2pBn´1q Àε D

´pm´1q
m,ε }f}2L2pBn´1q.

Therefore, there exists some cell O1
i for which (10.17) and (10.18) simultaneously

hold; henceforth, attention is focused on a single such cell O1
i.

Let Em,ApRq denote the constant appearing on the right-hand side of (10.1);
namely,

Em,ApRq :“ Cm,εK
C̄εRε´cnδm`δplog Āε´logAq´ek,nppq`1{2.

By the radial induction hypothesis, Proposition 10.1 holds for the radius R{2.
Applying Lemma 10.2 to fi for the fixed choice of i as above and ρ “ R{2, one
obtains

}T λfi}BL
p
k,A

pBp0,Rqq À Em,ApR{2q}fi}L2pBn´1q À Em,ApRq}fi}L2pBn´1q.

Combining the above estimate with (10.17) and (10.18), one deduces that

}T λf}BL
p
k,A

pBp0,Rqq ď CεpDm,εq
´pm´1q{2`m{pEm,ApRq}f}L2pBn´1q

for some constant Cε ą 0. TheDm,ε exponent is negative if and only if p ą 2m{pm´
1q; note this is the case for the choice of exponent p “ p̄0pk,mq.21 Thus, recalling
the definition of D “ Dm,ε and assuming ε is sufficiently small depending on n,

it follows that CεpDm,εq
´pm´1q{2`m{p ď 1. This establishes the desired estimate

(10.1) and closes the induction in the cellular case.

10.6. The algebraic case. Fix a transverse complete intersection Y l of dimension
1 ď l ď m ´ 1 and maximum degree deg Y l ď pDm,εq

n which satisfies (10.12). Let

1 ď ρ ! R be such that ρ1{2`δl “ R1{2`δm and note that

(10.19) R ď R2δl ¨ ρ and ρ ď R´δl{2 ¨ R.

Let Bρ be a finitely-overlapping cover of Bp0, Rq by ρ-balls and for each B P Bρ
define

TB :“ tpθ, vq P T : Tθ,v XN 1
4
R1{2`δm pY lq XB ‰ Hu

and fB :“
ř

pθ,vqPTB
fθ,v. Thus, by (10.12) and Lemma 5.2,

}T λf}p
BL

p
k,A

pBp0,Rqq
À

ÿ

BPBρ

}T λfB}p
BL

p
k,A

pN 1
4
R1{2`δm pY lqXBq

holds up to the inclusion of a rapidly decreasing error term. In what follows, such
error terms, which are harmless, are suppressed in the notation.

For B “ Bpy, ρq P Bρ let TB,tang denote the set of all pθ, vq P TB with the

property that whenever x P Tθ,v and z P Y lXBpy, 2ρq satisfy |x´z| ď 2C̄tangρ
1{2`δl ,

it follows that

(10.20) >
`
Gλpx;ωθq, TzY

l
˘

ď
c̄tang

2
ρ´1{2`δl ,

21It is for this reason that one works with the modified exponent p̄0pk,mq rather than p̄pk,mq.
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where C̄tang and c̄tang are the constants appearing in the definition of tangency.
Furthermore, let TB,trans :“ TBzTB,tang and define

fB,tang :“
ÿ

pθ,vqPTB,tang

fθ,v and fB,trans :“
ÿ

pθ,vqPTB,trans

fθ,v.

It follows that fB “ fB,tang ` fB,trans and, by the triangle inequality for broad
norms (that is, Lemma 6.2), one concludes that

}T λf}p
BL

p
k,A

pBp0,Rqq
À

ÿ

BPBρ

}T λfB,tang}p
BL

p

k,A{2
pBq

`
ÿ

BPBρ

}T λfB,trans}
p

BL
p

k,A{2
pBq

.

Either the tangential or transverse contribution to the above sum dominates, and
each case is treated separately.

The tangential sub-case. Suppose that the tangential term dominates; that is,

(10.21) }T λf}p
BL

p
k,A

pBp0,Rqq
À

ÿ

BPBρ

}T λfB,tang}p
BL

p

k,A{2
pBq

.

Each term in the right-hand sum is bounded using the dimensional induction hy-
pothesis. Fix B “ Bpy, ρq P Bρ and, as in §9, let T̃ λpfB,tangqrpxq “ T λfB,tangpx`yq
so that22

(10.22) }T λfB,tang}BL
p

k,A{2
pBpy,ρqq “ }T̃ λpfB,tangqr}BL

p

k,A{2
pBp0,ρqq.

Since deg Y l ď Dl,ǫ, in order to apply the induction hypothesis, one must verify

that pfB,tangqr is concentrated on scale ρ wave packets that are ρ´1{2`δl-tangent

to Y l ´ y in Bp0, ρq. By Lemma 9.1, pfB,tangqr is concentrated on scale ρ wave
packets from

T̃B,tang :“
ď

pθ,vqPTB,tang

T̃θ,v,

where the T̃θ,v are as defined in §9. Fix pθ̃, ṽq P T̃B,tang and recall from (9.15) that

(10.23) distHpT̃θ̃,ṽ, pTθ,v ´ yq XBp0, ρqq À R1{2`δ ! ρ1{2`δl .

Combining this with the definition of TB,tang, it is easy to see that T̃θ̃,ṽ satis-
fies the angle condition for tangency and it remains to verify the containment
property T̃θ̃,ṽ Ď Nρ1{2`δl pY l ´ yq. The definition of TB and (10.23) imply that

T̃θ̃,ṽ X N 1
2
ρ1{2`δl pY l ´ yq X Bp0, ρq ‰ H and so the containment property follows

from the angle condition, as in the proof of Proposition 9.2.
Thus, the dimensional induction hypothesis may be applied to pfB,tangqr, and

one therefore deduces that

}T̃ λpfB,tangqr}BL
p

k,A{2
pBp0,ρqq ď El,A{2pρq}fB,tang}L2pBn´1q.

Combining this estimate with (10.21) and (10.22), one concludes that

}T λf}BL
p
k,A

pBp0,Rqq ď ROpδlqEl,A{2pρq}f}2L2pBn´1q.

To close the induction in this case, it remains to show that

ROpδlqEl,A{2pρq ď Em,ApRq.

22See footnote 18 on page 56.
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Clearly, ρδplog Āε´logpA{2qq ď Rδplog Āε´logAq and ρ´ek,nppq`1{2 ď ROpδlqR´ek,nppq`1{2,
where both inequalities are by (10.19). Combining these observations, the prob-
lem is further reduced to showing that ρε´cnδl ď R´cδlRε´cnδm , where c ą 0 is
a dimensional constant. By (10.19), one may ensure that this inequality holds by
choosing the constant cn in (10.7) at the outset to be large relative to c.

The transverse sub-case. Now suppose the transverse term dominates; that is,

(10.24) }T λf}p
BL

p
k,A

pBp0,Rqq
À

ÿ

BPBρ

}T λfB,trans}
p

BL
p

k,A{2
pBq

.

In this case one may exploit the following key inequality.

Claim.

(10.25)
ÿ

BPBρ

}fB,trans}
2
L2pBn´1q Àε }f}2L2pBn´1q.

Proof. This is a fairly direct consequence of the hypothesis of the transverse case
together with Lemma 7.3. Indeed, note that

ÿ

BPBρ

}fB,trans}
2
L2pBn´1q „

ÿ

pθ,vqPT

#tB P Bρ : pθ, vq P TB,transu}fθ,v}2L2pBn´1q.

and so, to prove (10.25), it suffices to fix an arbitrary pθ, vq P TB,trans and show
that

(10.26) #tB P Bρ : pθ, vq P TB,transu Àε 1.

Let Γ :“ rΓλθ,vsε : R Ñ Rn be the polynomial approximant of the core curve Γλθ,v
defined in §7.2. Thus, deg Γ Àε 1 and, recalling that R Àε λ

1´ε, property (7.2) of
the approximant implies that

(10.27) |Γptq ´ Γλθ,vptq| ď R1{2 for all t P p´R,Rq.

Let u P Tθ,v and x P ΓXBp0, Rq with |u´x| À R1{2`δ. It follows from the definition
of Tθ,v and (10.27) that there exists some t P p´R,Rq such that

|u´ Γλθ,vptq| À R1{2`δ and |x´ Γptq| À R1{2`δ.

Consequently, recalling Lemma 4.4,

>pGλpu;ωθq,TxΓq À >pTΓλ
θ,v

ptqΓ
λ
θ,v, TΓptqΓq `R1{2`δ{λ

and therefore, by property (7.3) of the approximant,

>pGλpu;ωθq,TxΓq Àε λ
´1{2 `R1{2`δ{λ ă

c̄tang

4
ρ´1{2`δl .

Using the above inequality, one may easily verify that if B “ Bpy, ρq P Bρ and

pθ, vq P TB,trans, then Y ląα,r,Γ X Bpy, 2ρq ‰ H for α „ ρ´1{2`δl and r „ ρ1{2`δl .

Here Y ląα,r,Γ is as defined in §7; that is

Y ląα,r,Γ :“
 
z P Y l : D x P Γ with |x´ z| ă r and >pTzY

l, TxΓq ą α
(
.

By Lemma 7.3, the number of balls B “ Bpy, ρq P Bρ for which Bpy, 2ρq intersects

Y ląα,r,Γ non-trivially is at most Oppdeg Γqn ¨ pdeg Y lqnq “ Oεp1q. Combining these

observations, one immediately deduces (10.26), as required. �
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In view of (10.25), the strategy in the transverse case is to use the radial induction
hypothesis to show that for some constant c̄ε ą 0 one has

(10.28) }T λfB,trans}BL
p

k,A{2
pBq ď c̄εEm,ApRq}fB,trans}L2pBn´1q for all B P Bρ.

Indeed, provided c̄ε ą 0 is sufficiently small, depending only on n and ε, the pre-
ceding inequality may be combined with (10.24), (10.25) and the simple estimate

}fB,trans}L2pBn´1q À }f}L2pBn´1q,

to yield

}T λf}BL
p

k,A{2
pBp0,Rqq Àε c̄εEm,ApRq}f}

1´2{p
L2pBn´1q

` ÿ

BPBρ

}fB,trans}
2
L2pBn´1q

˘1{p

ď Em,ApRq}f}L2pBn´1q,

closing the induction in this case.
The main obstacle in carrying out this programme is that the fB,trans do not,

in general, satisfy the hypothesis of Proposition 10.1 at scale ρ, and therefore one
cannot directly apply the radial induction hypothesis to these functions. However,
one can appeal to the theory developed in §9, which essentially allows fB,trans to
be broken into pieces fB,trans,b which do satisfy the hypothesis of the proposition
at scale ρ. Here is a sketch of how the argument works. By choosing a suitable set
of translates B, one may essentially write

(10.29) }T λfB,trans}LppBp0,Rqq À
` ÿ

bPB

}T λfB,trans,b}
p

LppBp0,Rqq

˘1{p

where each piece fB,trans,b is defined so that it is concentrated on scale ρ wave
packets which are tangential to some translate Z ´ y ` b of Z. By the theory of
transverse equidistributions developed in §8 and §9, the fB,trans,b satisfy favourable
L2 estimates and, in particular, the inequality (10.32) below holds. The radial
induction hypothesis is applied to each of the T λfB,trans,b. To close the induction,
one must estimate the resulting sum

` ÿ

bPB

}fB,trans,b}
p

LppBn´1q

˘1{p

in terms of }fB,trans}L2pBn´1q. Here the gain in ρ{R in (10.32), afforded by trans-
verse equidistribution, is crucial to the argument: it allows one to sum up the
contributions from the individual pieces fB,trans,b without any (significant) loss in
R. It is this gain which accounts for the improved range of estimates for the k-broad
inequalities under the positive-definite hypothesis (recall, the proof of the transverse
equidistribution lemma relied heavily on the positive-definite condition).

As part of this argument, to ensure that the fB,trans,b form a reasonable decom-
position of fB,trans so that (10.29) essentially holds, the set of translates B must be
chosen so that

Ť
bPBNρ1{2`δm pZ ´ y` bq covers NR1{2`δm pZq (recall, by hypothesis

fB,trans is concentrated on wave packets in TZ and so the mass of T λfB,trans is
concentrated in NR1{2`δm pZq) and so that the Nρ1{2`δm pZ ´ y ` bq are essentially
disjoint. This can be achieved using a probabilistic construction. More precisely,
fixing B “ Bpy, ρq P Bρ, one may show the following.

Lemma 10.5. There exist a finite set B Ă Bp0, 2R1{2`δmq and a collection B1 Ď
tBK2 P BK2 : BK2 XBpy, ρq ‰ Hu such that, up to inclusion of a rapidly decreasing



SHARP ESTIMATES FOR OSCILLATORY INTEGRAL OPERATORS 65

error term,

(10.30) }T λfB,trans}BL
p

k,A{2
pBp0,Rqq À plogRq2

` ÿ

BK2PB1

µTλfB,trans
pBK2q

˘1{p

and for each BK2 P B1 the following hold:

i) There exists some b P B such that

(10.31) BK2 Ă N 1
2
ρ1{2`δm pZ ` bq;

ii) There exist at most Op1q vectors b P B for which

BK2 XNρ1{2`δm pZ ` bq ‰ H.

The proof of the lemma, which is slightly technical, is postponed until the end of
the section. Temporarily assuming this result, one may argue as follows to complete
the proof of Proposition 10.1.

For each b P B let B1
b denote the collection of all BK2 P B1 for which (10.31)

holds. Thus, by (10.30) and property i) in the lemma,

}T λfB,trans}BL
p

k,A{2
pBp0,Rqq À plogRq2

´ ÿ

bPB

ÿ

BK2PB1
b

µT̃λpfB,transqrpBK2 ´ yq
¯1{p

,

up to a rapidly decreasing error term.
Define the collection of wave packets

T̃
1
b :“

!
pθ̃, ṽq P

ď

pθ,vqPTBpy,ρq,trans

T̃θ,v : T̃θ̃,ṽ X
ď

BK2PB1
b

pBK2 ´ yq ‰ H
)
;

note this set is a subset of the collection T̃b defined in §9 and so, by Proposition
9.2, one has T̃1

b Ď T̃Z´y`b. Therefore, if fB,trans,b is defined by

pfB,trans,bqr “
ÿ

pθ̃,ṽqPT̃1
b

pfB,transqr̃θ,ṽ ,

then pfB,trans,bqr is concentrated on wave packets that are ρ´1{2`δm-tangent to
Z ´ y ` b. Furthermore, again up to a rapidly decreasing error term, one has

}T λfB,trans}BL
p

k,A{2
pBp0,Rqq À plogRq2

` ÿ

bPB

}T̃ λpfB,trans,bqr}p
BL

p

k,A{2
pBp0,ρqq

˘1{p
.

The function pfB,trans,bqr satisfies the hypotheses of Proposition 10.1 at scale ρ and
therefore the radial induction hypothesis yields

` ÿ

bPB

}T̃ λpfB,trans,bqr}p
BL

p

k,A{2
pBp0,ρqq

˘1{p
ď Em,A{2pρq

` ÿ

bPB

}fB,trans,b}
p

L2pBn´1q

˘1{p
.

On the other hand, it is claimed that

` ÿ

bPB

}fB,trans,b}
p

L2pBn´1q

˘1{p
À ROpδmqpρ{Rqpn´mqp1{4´1{2pq}fB,trans}L2pBn´1q.

Clearly it suffices to prove the above inequality for p “ 2 and p “ 8; the desired
estimate for p “ p̄0pk,mq then follows by interpolation (via Hölder’s inequality).
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p “ 2. Observe that, by the orthogonality between the wave packets,
ÿ

bPB

}fB,trans,b}
2
L2pBn´1q „

ÿ

pθ̃,ṽqPT̃

#Bθ̃,ṽ ¨ }pfB,transqr̃θ,ṽ }2L2pBn´1q

where Bθ̃,ṽ :“ tb P B : pθ̃, ṽq P T̃1
bu. Fixing pθ̃, ṽq P T̃, it suffices to show that

#Bθ̃,ṽ À 1. Supposing Bθ̃,ṽ ‰ H, there exists some BK2 P B1 with T̃θ̃,ṽ X pBK2 ´

yq ‰ H. For any b P Bθ̃,ṽ it follows that pθ̃, ṽq P T̃b and so T̃θ̃,ṽ Ď Nρ1{2`δm pZ´y`bq

by Corollary 9.3. Consequently, BK2 X Nρ1{2`δm pZ ` bq ‰ H for all b P Bθ̃,ṽ and

so the desired bound follows from property ii) of Lemma 10.5.

p “ 8. In this case, the estimate is a direct consequence of the transverse equidis-
tribution estimates established in §8 and §9. In particular, the function fB,trans is
concentrated on wave packets belonging to TZ,B and so, by Lemma 9.9, on deduces
that

(10.32) }fB,trans,b}L2pBn´1q À ROpδmqpρ{Rqpn´mq{4}fB,trans}L2pBn´1q,

as required.

. The preceding analysis shows that }T λfB,trans}BL
p

k,A{2
pBp0,Rqq is bounded above

by

ROpδmqEm,Apρqpρ{Rqpn´mqp1{4´1{2pq}fB,trans}L2pBn´1q

and therefore, to prove (10.28) and thereby close the induction argument in this
case, it suffices to show that

(10.33) ROpδmqEm,Apρqpρ{Rqpn´mqp1{4´1{2pq ď c̄εEm,ApRq.

For the exponent p “ p̄pk,mq one has

ρ´ek,nppq`1{2pρ{Rqpn´mqp1{4´1{2pq ď R´ek,nppq`1{2

whilst for the perturbed exponent p “ p̄0pk,mq the same inequality holds up to a
ROpδq factor. Thus, the left-hand side of (10.33) is dominated by

ROpδmqpρ{RqεEm,ApRq.

Recalling (10.19) and the choice of parameters δl and δm, one obtains the desired
inequality.

The probabilistic argument. The above argument establishes Proposition 10.1
except for the details of the probabilistic argument used to prove Lemma 10.5.

Proof (of Lemma 10.5). Before commencing the argument proper, a few technical
reductions are necessary. By a standard dyadic pigeonholing argument, one may
assume that

(10.34) }T λfB,trans}BL
p

k,A{2
pBp0,Rqq À logR

` ÿ

BK2PB2

µTλfB,trans
pBK2q

˘1{p

for some sub-collection B2 Ď BK2 with the property that

(10.35) µTλfB,trans
pBK2q „ µTλfB,trans

pB̄K2q for all BK2 , B̄K2 P B2.

Since fB,trans is concentrated on wave packets from TZ,B , one may further assume
that BK2 X Bpy, ρq X NR1{2`δm pZq ‰ H for all BK2 P B2, at the cost of a rapidly
decaying term on the right-hand side of (10.34).
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A set of translatesB will be selected at random from Rn according to a probabil-
ity measure P. The distribution P is taken to be a mollified version of the uniform
probability distribution Punif on Bp0, R1{2`δmq. In particular, let ω : Rn Ñ r0,8q
be given by23

ωpxq :“ exp
´´p|x| ´R1{2`δmq`

ρ1{2`δm

¯
for all x P R

n

and P be the continuous probability measure on R
n with Radon–Nikodym deriva-

tive
`
´

Rn ω
˘´1

ω (with respect to Lebesgue measure). This measure approximates
Punif in the sense that

(10.36) PpRnzBp0, 2R1{2`δmqq “ RapDecpRq.

The motivation behind the definition of P is that, in contrast with Punif , it enjoys
the doubling property

P
`
Bpx, 2rq

˘
À P

`
Bpx, rq

˘
for all x P R

n and 0 ă r À ρ1{2`δm .

Consequently, by the Vitali covering lemma, for any E Ď Rn one has

(10.37) P
`
N2rpEq

˘
À P

`
NrpEq

˘
for all 0 ă r À ρ1{2`δm .

Recall, if Bpx,K2q P B2, then Bpx,K2q XNR1{2`δm pZq ‰ H and so

|Bp0, R1{2`δmq XNρ1{2`δm pZ ´ xq| Á |Bp0, ρ1{2`δmq|

which implies that

P
`
Nρ1{2`δm pZ ´ xq

˘
Á

|Bp0, ρ1{2`δmq|

|Bp0, R1{2`δmq|
.

For any s P N with 2s Á |Bp0, ρ1{2`δmq|, define

Bs :“

"
Bpx,K2q P B2 : PpNρ1{2`δm pZ ´ xqq „

2s

|Bp0, R1{2`δmq|

*
.

By a further pigeonholing argument, there exists some value of s as above such that
(10.30) holds with Bs in place of B1.

Let C̄ ě 1 be a dimensional constant, chosen to be sufficiently large for the
purposes of the following argument, such that N :“ C̄2´s|Bp0, R1{2`δmq| P N.
Recalling (10.19), it follows that

(10.38) N À
|Bp0, R1{2`δmq|

|Bp0, ρ1{2`δmq|
À R2nδl .

Suppose B “ tb1, . . . , bNu is a sequence of vectors in Rn formed by choosing
each term independently at random according to the probability distribution P.
The problem is to show that B satisfies each of the desired properties with high
probability.

23Here puq` :“

"
u if u ě 0
0 if u ă 0

for all u P R.
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The containment property B Ă Bp0, 2R1{2`δmq. Recalling (10.36) and (10.38), it
follows that

P
`
B Ď Bp0, 2R1{2`δmq

˘
“ 1 `

Nÿ

k“1

ˆ
N

k

˙
p´1qkP

`
R
nzBp0, 2R1{2`δmq

˘k

“ 1 ` RapDecpRq.

Thus, if R ě 1 is sufficiently large depending only on n and ε, then

(10.39) P
`
B Ď Bp0, 2R1{2`δmq

˘
ě

99

100
,

which verifies that the desired containment property holds with high probability.

Property i). Let Bpx,K2q P Bs and observe that

P
´
Bpx,K2q Ď

Nď

j“1

N 1
2
ρ1{2`δm pZ ` bjq

¯
ě P

´
x P

Nď

j“1

N 1
4
ρ1{2`δm pZ ` bjq

¯

“ 1 ´
´
1 ´ P

`
N 1

4
ρ1{2`δm pZ ´ xq

˘¯N
.

By the definition of Bs and the doubling property (10.37) of P, it follows that
P
`
N 1

4
ρ1{2`δm pZ ´ xq

˘
“ cC̄{N for some dimensional constant c ą 0 and, conse-

quently,

P
´
Bpx,K2q Ď

Nď

j“1

N 1
2
ρ1{2`δm pZ ` bjq

¯
ě 1 ´ p1 ´ cC̄{NqN ą 1 ´ e´cC̄ .

Let X denote the random variable that counts the number of BK2 P Bs for which
BK2 Ď N 1

2
ρ1{2`δm pZ ` bq for some b P B. If C̄ is suitably chosen, then the above

inequality implies that the expected value of X satisfies ErXs ě p1 ´ 10´4q#Bs.
By Markov’s inequality,

(10.40) P
´
X ą

99

100
#Bs

¯
ě 1 ´

100

#Bs
Er#Bs ´Xs ě

99

100
,

which verifies that property i) of the lemma holds with high probability.

Property ii). For each x P Rn let Mx denote the random variable that counts the
number of sets Nρ1{2`δm pZ ` bjq containing x; that is,

Mxpb1, . . . , bNq :“
Nÿ

j“1

χN
2ρ1{2`δm pZ`bjqpxq.

If Bpx,K2q P Bs, then

ErMxs “
Nÿ

j“1

P
`
N2ρ1{2`δm pZ ´ xq

˘
„ N

2s

|Bp0, R1{2`δmq|
„ 1.

Now let C ě 1 be a dimensional constant and Y denote the random variable that
counts the number of Bpx,K2q P Bs for which Mx ď C. By a two-fold application
of Markov’s inequality, if C is chosen to be sufficiently large, then

(10.41) P
´
Y ą

99

100
#Bs

¯
ě P

´
#Bs ´

1

C

ÿ

Bpx,K2qPBs

Mx ą
99

100
#Bs

¯
ě

99

100
,
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which verifies that property ii) of the lemma holds with high probability.

In view of (10.39), (10.40) and (10.41), there exists a choice ofB Ď Bp0, 2R1{2`δmq
and a subset B1 Ď Bs of cardinality comparable to that of Bs for which the desired
properties i) and ii) hold. Finally, by (10.35), the inequality (10.30) also holds for
the sub-collection B1.

�

11. Going from k-broad to linear estimates

11.1. Applying the Bourgain–Guth method. Theorem 1.2 can be deduced as
a consequence of the k-broad estimates via the method of [8]. The key proposition
is as follows.

Proposition 11.1. Suppose that for all K ě 1 and all ε ą 0 any Hörmander-type
operator T λ with reduced positive-definite phase obeys the k-broad inequality

(11.1) }T λf}BL
p

k,A
pBp0,Rqq Àε K

CεRε}f}LppBn´1q

for some fixed k,A, p, q, Cε and all R ě 1. If

2 ¨
2n´ k ` 2

2n´ k
ď p ď 2 ¨

k ´ 1

k ´ 2
,

then any Hörmander-type operator T λ with positive-definite phase satisfies

}T λf}LppBp0,Rqq Àφ,ε R
ε}f}LppBn´1q.

Theorem 1.2 is now a direct consequence of Proposition 11.1 and Theorem 1.6.

Proof (of Theorem 1.2). Theorem 1.6 implies that for each 2 ď k ď n the estimate
(11.1) is valid for all p ě p̄pn, kq. Thus, for each k one may apply Proposition
11.1 with p̄pn, kq ď p ď 2pk ´ 1q{pk ´ 2q to obtain a (potentially empty) range of
estimates for the linear problem. Since p̄pn, kq is a decreasing function of k, the
optimal estimate is given by applying Proposition 11.1 as above with k chosen to
be as large as possible subject to the constraint

2 ¨
2n´ k ` 2

2n´ k
ď p̄pn, kq “ 2 ¨

n ` k

n` k ´ 2
.

Rearranging this inequality yields k ď n{2` 1. Hence, defining k˚ :“ n{2` 1 for n
even and k˚ :“ pn ` 1q{2 for n odd, the linear estimate holds for all p ě p̄pn, k˚q.
A simple computation shows that this corresponds to the range of estimates stated
in Theorem 1.2. �

For contrast, it is noted that there is also a version of Proposition 11.1 which
holds without the positive-definite assumption. This can be combined with the
multilinear estimates of Bennett–Carbery–Tao [4] to prove Theorem 1.1 (this is
essentially the argument used in [8]).

Proposition 11.2. Suppose that for all K ě 1 and all ε ą 0 any Hörmander-type
operator T λ with reduced phase obeys the k-broad inequality

(11.2) }T λf}BL
p
k,A

pBp0,Rqq Àε K
CεRε}f}LppBn´1q

for some fixed k,A, p, q, Cε and all R ě 1. If

2 ¨
n´ k ` 2

n´ k ` 1
ď p,
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then any Hörmander-type operator T λ satisfies

}T λf}LppBp0,Rqq Àφ,ε R
ε}f}LppBn´1q.

Theorem 1.1 is now a direct consequence of Proposition 11.2 and the Bennett–
Carbery–Tao theorem.

Proof (of Theorem 1.1). The proof is precisely the same as that of Theorem 1.2
above, but with the exponent 2k{pk ´ 1q from the Bennett–Carbery–Tao theorem
(that is, Theorem 1.5 or, more precisely, the k-broad version given by Corollary
6.5) playing the rôle of p̄pn, kq. �

To establish the main result, Theorem 1.2, it remains to prove Proposition 11.1.
Both Proposition 11.1 and Proposition 11.2 can be established using very similar
arguments: in fact, the proofs differ only at one (crucial) point. To highlight the
essential differences between the positive-definite and mixed-signature cases, at the
end of this subsection it is indicated how one may adapt the proof of Proposition
11.1 to yield Proposition 11.2.

The proof of Proposition 11.1 is an induction on scale argument. The induction
quantity is defined as follows.

Definition 11.3. For 1 ď p ď 8 and R ě 1 let QppRq denote the infimum over
all constants C for which the estimate

}T λf}LppBp0,rqq ď C}f}LppBn´1q

holds for 1 ď r ď R and all Hörmander-type operators T λ with reduced positive-
definite phase and all λ ě R.

With this definition, the problem is now to show that, under the hypotheses of
Proposition 11.1, one has

(11.3) QppRq Àε R
ε

for all ε ą 0 and 1 ď R ď λ. Indeed, this establishes the linear estimates in the
case of reduced phases, and then the arguments of §4 extend the result to general
Hörmander-type operators with positive-definite phase.

It is useful to introduce some of the ingredients of the proof of (11.3). Decompose
Bp0, Rq into balls BK2 of radius K2 and consider }T λf}LppBK2q for some fixed BK2

with centre x̄. To bound this quantity one expresses f as a sum of two terms: a
“narrow” and a “broad” term. The narrow term is of the form

(11.4)
ÿ

τPVa for some a

fτ ,

consisting of contributions to f from caps for which Gλpx̄; τq makes a small an-
gle with some member of a family of pk ´ 1q-planes. The broad term consists of
the contributions to f from all the remaining caps. One may choose the planes
V1, . . . , VA so that the broad term can be bounded by the k-broad inequality from
the hypothesis. Thus, the problem is roughly reduced to studying the case where f
is of the form (11.4). To treat this case, the first step is to apply an ℓp-decoupling
inequality to isolate the contributions of the different fτ .
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Theorem 11.4. Suppose that T λ is a Hörmander-type operator with reduced positive-
definite phase. If V Ď Rn is an m-dimensional linear subspace, then for 2 ď p ď
2m{pm´ 1q and δ ą 0 one has

›› ÿ

τPV

T λgτ
››
LppBK2 q

Àδ K
pm´1qp1{2´1{pq`δ

` ÿ

τPV

}T λgτ }p
LppwB

K2
q

˘1{p
.

Here the sums are over all caps τ for which >pGλpx̄, τq, V q ď K´1 where x̄ is the
centre of BK2 and wBK2

is a rapidly decaying weight of the form of that defined in
(8.6).

This theorem is a variable coefficient generalisation of a decoupling inequality
due to Bourgain [6]. It can be established by adapting the argument of [6] using
many of the techniques employed in the current article: see also [2].24

Summing together the contributions from the various spatial balls BK2 , it re-
mains to estimate the decoupled contributions }T λfτ }LppBRq. Since each fτ has

small support, after rescaling one obtains favourable estimates for }T λfτ }LppBp0,Rqq

by invoking the induction hypothesis. This is made precise by the following lemma.

Lemma 11.5 (Parabolic rescaling). Let 1 ď R ď λ and suppose f is supported on
a ball of radius ρ´1 where 1 ď ρ ď R. For all p ě 2 and δ ą 0 one has

}T λf}LppBp0,Rqq Àδ QppRqRδρ2n{p´pn´1q}f}LppBn´1q.

The proof of the parabolic rescaling lemma for extension operators is simple,
consisting of an affine change of variables. In the variable coefficient case some
significant additional complications arise; the proof is therefore postponed until the
following subsection.

Having introduced the main tools, the proof of Proposition 11.1 follows easily.

Proof (of Proposition 11.1). It suffices to demonstrate the linear estimate for p sat-
isfying the additional condition

(11.5) 2 ¨
2n´ k ` 2

2n´ k
ă p;

the result for the remaining value of p then follows immediately by Hölder’s in-
equality.

Let ε ą 0 be given. By hypothesis,
ÿ

BK2PBK2

BK2XBp0,Rq‰H

min
V1,...,VA

max
τRVa

ˆ

BK2

|T λfτ |p ď CpK, εqRpε{2}f}p
LppBn´1q

where V1, . . . , VA are pk´1q-planes and the notation τ R Va signifies that >pGλpx̄, τq, Vaq ą
K´1 for x̄ the centre of the corresponding K2-ball BK2 .

For each BK2 fix a choice of V1, . . . , VA which achieves the minimum above. Then
one may write

ˆ

BK2

|T λf |p À KOp1q max
τRVa

ˆ

BK2

|T λfτ |p `
Aÿ

a“1

ˆ

BK2

|
ÿ

τPVa

T λfτ |p.

24It is remarked that since the decoupling estimate is applied at a small spatial scale K2 ! λ1{2

one can avoid the use of the full statement of Theorem 11.4 by appealing to an approximation
argument. If one argues in this way, then only Theorem 11.4 for extension operators associated
to elliptic-type hypersurfaces is required.
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The first term can be estimated using the hypothesised k-broad estimate; in par-
ticular,

ˆ

Bp0,Rq

|T λf |p À KOp1qCpK, εqRpε{2}f}p
LppBn´1q `

ÿ

BK2PBK2

BK2XBp0,Rq‰H

Aÿ

a“1

ˆ

BK2

|
ÿ

τPVa

T λfτ |p.

It remains to bound the narrow term, where the contributions come from caps
whose directions make a small angle with one of planes Va. By Theorem 11.4, for
any δ1 ą 0 one has

ˆ

BK2

|
ÿ

τPVa

T λfτ
ˇ̌p

Àδ1 Kpk´2qpp{2´1q`δ1 ÿ

τPVa

ˆ

Rn

|T λfτ |pwBK2

for each 1 ď a ď A. Thus, summing over the a and all the relevant balls BK2 , one
concludes that

ÿ

BK2PBK2

BK2XBp0,Rq‰H

Aÿ

a“1

ˆ

BK2

|
ÿ

τPVa

T λfτ |p Àδ1 Kpk´2qpp{2´1q`δ1 ÿ

τ :K´1´cap

ˆ

Bp0,2Rq

|T λfτ |p.

Since each fτ is supported on a K´1-cap, the summands appearing in the right-
hand expression are amenable to parabolic rescaling. In particular, letting δ ą 0
be a small number chosen to satisfy the requirements of the forthcoming argument,
Lemma 11.5 implies that

ˆ

Bp0,2Rq

|T λfτ |p Àδ QppRqpRδK2n´pn´1qp}fτ }p
LppBn´1q

.

Defining
epk, pq :“ pk ´ 2qp1 ´ p{2q ´ 2n` pn ´ 1qp

and combining these estimates,
ˆ

Bp0,Rq

|T λf |p ď
`
KOp1qCpK, εqRpε{2 ` Cδ,δ1QppRqpRδK´epk,pq`δ1˘

}f}p
LppBn´1q

and so, by definition,

QppRqp ď KOp1qCpK, εqRpε{2 ` Cδ,δ1QppRqpRδK´epk,pq`δ1

.

Since p satisfies (11.5), it follows that epp, kq ą 0 and one may choose δ1 “
epk, pq{2 so that the K exponent in the right-hand term is negative. Thus, if
K “ K0R

2δ{epk,pq for a sufficiently large constant K0, depending only on ε, δ, p and
n, it follows that

QppRqp ď KOp1qCpK0R
2δ{epk,pq, εqRpε{2 `QppRqp{2.

Recall that, by hypothesis, the constant CpK, εq arising from the k-broad estimate
grows at most polynomially in K. Consequently, one may choose δ to be small
enough (depending only on admissible parameters) so that QppRq Àε R

ε, as re-
quired. �

As mentioned above, this argument can be adapted to study the case of general
Hörmander-type operators (with potentially mixed signature) to prove Proposition
11.2. The induction quantity QppRq is defined as before, but now the supremum
is taken over the larger class of all Hörmander-type operators T λ which are in a
suitably reduced form. The proof of the parabolic rescaling lemma then extends to
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this setting mutatis mutandis. The key differences arise in the decoupling inequality.
In particular, Theorem 11.4 does not hold at the required level of generality. To see
why this is so, consider the example of the extension operator E associated to (a
compact piece of) the hyperbolic paraboloid given by the graph of hpωq :“ ω1ω2.
If V :“ tx P R

3 : x1 “ 0u and G is the relevant Gauss map, then

Sω :“ tω P B2 : Gpωq P V u “ tω P B2 : ω2 “ 0u.

Thus, the Egτ for τ P V are (distributionally) Fourier supported in a neighbourhood
of the ξ1-axis (which is, in particular, a curve of everywhere zero curvature). As
is well-known, in the absence of curvature, no non-trivial decoupling estimates are
possible.

The following simple result acts as a substitute for Theorem 11.4.

Lemma 11.6 (Bourgain–Guth [8]). Suppose that T λ is a Hörmander-type operator
with reduced phase. If V Ď Rn is an m-dimensional linear subspace, then for all
p ě 2 and δ ą 0 one has

›› ÿ

τPV

T λgτ
››
LppBK2q

Àδ K
pm´1qp1´2{pq`δ

` ÿ

τPV

}T λgτ }p
LppwB

K2
q

˘1{p
.

This lemma provides much weaker estimates than those guaranteed by the ℓp-
decoupling theorem in the positive-definite case: here the K exponent is larger by
a factor of 2 than that appearing in Theorem 11.4. To prove Proposition 11.2 one
proceeds as in the proof of Proposition 11.1, first decomposing Bp0, Rq into balls
of radius K2. For each such ball the broad term is bounded using the hypothesised
k-broad estimate whilst the narrow term is bounded by Lemma 11.6 together with
the induction hypothesis (via parabolic rescaling). The larger exponent incurred
by Lemma 11.6 propagates through the argument until one arrives at the estimate

QppRqp ď KOp1qCpK, εqRpε{2 ` Cδ,δ1QppRqpRδKpk´2qpp´2q`2n´pn´1qp`δ1

.

In order to close the induction, once again one must ensure that the K exponent
is negative. By choosing δ1 appropriately, this is possible if p satisfies the stronger
hypothesis p ą 2pn ´ k ` 2q{pn ´ k ` 1q, which is precisely the condition featured
in the statement of Proposition 11.2.

11.2. Proof of Lemma 11.5. It remains to establish the parabolic rescaling
lemma, which is achieved by adapting arguments implicit in [8]. As mentioned in
the previous section, some additional complications arise in the case of Hörmander
operators (as opposed to the extension case) and the proof of the parabolic rescaling
is slightly involved.

It will be useful to work with the following discrete reformulation of the main
estimate for the operator T λ.

Lemma 11.7. If D is a maximal R´1-separated discrete subset of Ω, then

(11.6)
›› ÿ

ωθPD

e2πiφ
λp ¨ ;ωθqGpωθq

››
LppBp0,Rqq

À QppRqRpn´1q{p1

}G}ℓppDq

for all G : D Ñ C.

Proof. Fix ψ P C8
c pRn´1q supported on Bp0, 2q which satisfies 0 ď ψ ď 1 and

ψpωq “ 1 for all ω P Bn´1 and for each ωθ P D define ψθpωq :“ ψp10Rpω ´ ωθqq.
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Thus, for all x P Bp0, Rq the exponential sum appearing in the left-hand side of
(11.6) can be expressed as a constant multiple of

Rn´1

ˆ

Rn´1

e2πiφ
λpx;ωqaλpx;ωq

“
ψ̃px{Rq

ÿ

ωθPD

e´2πiλΩθpx{λ;ωqGpωθqψθpωq
‰
dω

where Ωθpx;ωq :“ φpx;ωq´φpx;ωθq, ψ̃ P C8
c pRnq is a function of n variables which

enjoys properties similar to those of ψ and aλ is a suitable choice of amplitude.
Since

sup
ωPsuppψθ

|BβxΩθpx;ωq| Àβ R
´1|x| for all β P N

n
0 and x P X ,

one may safely remove the λΩθpx{λ;ωq term from the phase. More precisely, by

expanding ψ̃pxqe´2πiλΩθpRx{λ;ωq as a Fourier series in the variable x, one can show
that ˇ̌ ÿ

ωθPD

e2πiφ
λpx;ωθqGpωθq

ˇ̌
À Rn´1

ÿ

kPZn

p1 ` |k|q´pn`1q|T λgkpxq|

where T λ is a Hörmander-type operator with phase φλ and

gkpωq :“
ÿ

ωθPD

Gpωθqck,θpωqψθpωq

for some choice of smooth functions ck,θ satisfying the uniform bound }ck,θ}L8pBn´1q À
1. Thus, by the definition of QppRq it follows that
›› ÿ

ωθPD

e2πiφ
λp ¨ ;ωθqGpωθq

››
LppBp0,Rqq

À QppRqRn´1
ÿ

kPZn

p1 ` |k|q´pn`1q}gk}LppBn´1q

and, since the ψθ are supported on pairwise disjoint sets,

}gk}LppBn´1q À R´pn´1q{p1` ÿ

ωθPD

|Gpωθq|p
˘1{p

,

concluding the proof. �

Proof (of Lemma 11.5). Recall, the phase of T λ is given by φλpx;ωq :“ λφpx{λ;ωq
where

(11.7) φpx;ωq “ xx1, ωy ` xnhpωq ` Epx;ωq.

Let Bpω̄, ρ´1q be a ball supporting f , where ω̄ P Bn´1. If T̃ λ{ρ2 denotes the
parabolically rescaled operator defined in (4.8), with rescaled phase function

(11.8) φ̃px;ωq :“ xx1, ωy ` xnh̃pωq ` Ẽpx;ωq,

then it follows that

}T λf}LppBp0,Rqq À ρpn`1q{p}T̃ λ{ρ2 f̃}LppD̃Rq

where now D̃R is an ellipse with principal axes parallel to the co-ordinate axes and
dimensions OpR{ρq ˆ ¨ ¨ ¨ ˆ OpR{ρq ˆ OpR{ρ2q and f̃pωq :“ ρ´pn´1qfpω̄ ` ρ´1ωq.
Since

}f̃}LppBn´1q “ ρ´pn´1q`pn´1q{p}f}LppBn´1q,

given δ ą 0, the problem is to show that

}T̃ λ{ρ2 f̃}LppD̃Rq Àδ QppRqRδ}f̃}LppBn´1q.
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Observe that the phase φ̃ defined in (11.8) is also positive-definite and of reduced
form. To lighten the notation, consider once again a general positive-definite re-
duced phase φ as in (11.7) and let T λ is a Hörmander-type operator associated to
φλ. It suffices to show

}T λf}LppDRq Àδ QppRqRδ}f}LppBn´1q

for all 1 ! R ď R1 ď λ and δ ą 0 where

DR :“
!
x P R

n :
´ |x1|

R1

¯2

`
´ |xn|

R

¯2

ď 1
)

is an ellipse. Of course, if R “ R1, then this inequality is immediate from the
definition of QppRq.

Cover Bn´1 by a collection of essentially disjoint R´1-caps θ and decompose f
as f “

ř
θ fθ. Define

T λθ fpxq :“ e´2πiφλpx;ωθqT λθ fθpxq

so that

T λfpxq “
ÿ

θ:R´1´cap

e2πiφ
λpx;ωθqT λθ fθpxq.

Fix δ ą 0 to be sufficiently small for the purposes of the forthcoming argument.
Each fθ is supported on an R´1-ball and is therefore, of course, supported on an
R´1`δ-ball. Since pR´1`δq´1 ď λ1´δ, one may apply Lemma 5.6 to deduce that

T λθ fθpxq “ T λθ fθ ˚ ηR1´δ pxq ` RapDecpλq}f}L2pBn´1q

for some choice of rapidly decreasing function η. As in the proof of Corollary 5.7, the
function η may be chosen so that |η| admits a smooth, rapidly decreasing majorant
ζ : Rn Ñ r0,8q which is locally constant at scale 1. In particular, it follows that

(11.9) ζR1´δ pxq À RδζR1´δ pyq if |x´ y| À R.

Cover DR by finitely-overlapping R-balls and let BR be some member of this
cover. Combining the above observations, if x̄ denotes the centre of BR and z P
Bp0, Rq, then

|T λfpx̄` zq| À Rδ
ˆ

Rn

ˇ̌ ÿ

θ:R´1´cap

e2πiφ̃
λpz;ωθqe2πiφ

λpx̄;ωθqT λθ fθpyq
ˇ̌
ζR1´δ px̄´ yqdy,

where φ̃λpz;ωθq :“ φλpx̄ ` z;ωθq ´ φλpx̄;ωθq. Taking the Lp-norm in z it follows
from Minkowski’s inequality that }T λf}LppBRq is dominated by

Rδ
ˆ

Rn

›› ÿ

θ:R´1´cap

e2πiφ̃
λp ¨ ;ωθqe2πiφ

λpx̄;ωθqT λθ fθpyq
››
LppBp0,Rqq

ζR1´δ px̄´ yqdy.

By Lemma 11.7 the Lp-norm appearing in the above integrand is bounded by a
constant multiple of

QppRqRpn´1q{p1` ÿ

θ:R´1´cap

|T λθ fθpyq|p
˘1{p

.

Applying Hölder’s inequality and the locally-constant property (11.9), one deduces
that

}T λf}LppBRq À QppRqRpn´1q{p1`Opδq
` ˆ

Rn

ÿ

θ:R´1´cap

|T λfθpx̄`z´yq|pζR1´δ pyqdy
˘1{p
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for all z P Bp0, Rq. By raising both sides of this estimate to the pth power, averaging
in z and summing over all balls BR in the covering, it follows that }T λf}LppDRq is
dominated by

QppRqRpn´1q{p1´n{p`Opδq
` ˆ

Rn

ÿ

θ:R´1´cap

}T λfθ}p
LppDR´yqζR1´δ pyqdy

˘1{p
.

Observe that, by Hörmander’s theorem (Lemma 5.4) and Hölder’s inequality, one
has

}T λfθ}L2pDR´yq À R´pn´1qp1{2´1{pq`1{2}fθ}LppBn´1q.

On the other hand, the trivial estimate

}T λfθ}L8pDR´yq À R´pn´1q{p1

}fθ}LppBn´1q

holds, simply due to Hölder’s inequality. Combining the above,

}T λfθ}LppDR´yq À R´pn´1q{p1`n{p}fθ}LppBn´1q.

The desired inequality is now immediate. �

12. An ε-removal lemma

The λε-loss in the linear estimates of Theorems 1.1 and 1.2 can be removed away
from the endpoint by an appeal to an ε-removal lemma of the type introduced in
[23] (see also [8, 22]). The precise form of the required lemma does not appear in
the literature, but it can be deduced by a minor modification of an argument from
[23]. For completeness, the details are given presently.

Suppose T λ is a Hörmander-type operator with associated phase function φλ.
Let p̄ ě 2 and suppose for all ε ą 0 the estimate

(12.1) }T λf}LppBRq Àε,φ,a R
ε}f}LppBn´1q

holds for all p ě p̄, all R-balls BR for 1 ď R ď λ and any choice of amplitude
function. Under this hypothesis, one wishes to show that the global estimate

(12.2) }T λf}LppRnq Àφ,a }f}LppBn´1q

is valid for all p ą p̄.

Definition 12.1 (Tao [23]). Let R ě 1. A collection tBpxj , RquNj“1 of R-balls in

Rn is sparse if the centres tx1, . . . , xNu are pRNqC̄ -separated. Here C̄ ě 1 is a fixed
constant, chosen large enough for the purposes of the proof.

Following [23], the first step towards establishing (12.2) is to reduce the problem
to proving estimates for T λ over sparse families of balls.

Lemma 12.2. To prove (12.2) for all p ą p̄ it suffices to show that for all ε ą 0
the estimate

(12.3) }T λf}Lp̄pSq Àε,φ,a R
ε}f}Lp̄pBn´1q

holds whenever R ě 1 and S Ď Rn is a union of R-balls belonging to a sparse
collection, for any choice of amplitude function.

The key step in the proof of Lemma 12.2 is the following covering lemma.
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Lemma 12.3 (Tao [22, 23]). Suppose E Ď Rn is the union of 1-cubes and N ě 1.
Define the radii Rj inductively by

R0 :“ 1, Rj :“ RC̄j´1|E|C̄ for 1 ď j ď N ´ 1.

Then for each 0 ď j ď N ´ 1 there exists a family of sparse collections pBj,αqαPAj

of balls of radius Rj such that the index sets Ak have cardinality Op|E|1{N q and

E Ď
N´1ď

j“0

ď

αPAj

Sj,α

where Sj,α is the union of all the balls belonging to the family Bj,α.

Proof (of Lemma 12.2). Let E Ď Rn be a finite union of 1-cubes. For N ě 1, the
covering lemma together with the hypothesis (12.3) imply that

}T λf}Lp̄pEq Àε,φ,a N |E|1{N`εC̄N

}f}Lp̄pBn´1q.

Choosing N „ logp1{εq, it follows that

}T λf}Lp̄pEq Àε,φ,a |E|C̄{ logp1{εq}f}Lp̄pBn´1q.

It will be convenient to work with the dual operator

T ˚gpωq :“

ˆ

Rn

e´2πiφλpx;ωqaλpx;ωqgpxqdx

so that the above estimate can be reformulated as

(12.4) }T ˚g}Lp̄1 pBn´1q Àε,φ,a |E|C̄{ logp1{εq}g}Lp̄1 pEq

for g supported on the set E.
Fix p ą p̄ and τ P r´1{2, 1{2sn. Suppose that g P Lp

1

pRnq satisfies }g}Lp1pRnq “ 1

and is constant on the mesh of 1-cubes centred on points of the lattice τ`Zn. Form
a level set decomposition of g by writing g “

ř
kPZ gk where gk :“ gχEk

for

Ek :“
 
x P R

n : 2´k ď |gpxq| ă 2´k`1
(
.

Chebyshev’s inequality implies that |Ek| ď 2kp
1

for all k P Z. Furthermore, each
set Ek is a union of 1-cubes and therefore if Ek ‰ H, then |Ek| ě 1. Combining
these observations, one deduces that Ek “ H for all k ă 0. Since gk is supported
on Ek, one may apply (12.4) to conclude that

(12.5) }T ˚gk}Lp̄1 pBn´1q Àε,φ,a |Ek|C̄{ logp1{εq}gk}Lp̄1 pRnq.

Using a simple base-times-height estimate, the right-hand side of (12.5) can be
bounded by (a constant multiple of)

2´k|Ek|C̄{ logp1{εq`1{p̄1

À 2´kp1´C̄p1{ logp1{εq´p1{p̄1q.

Since p1 ă p̄1, by choosing ε sufficiently small one can ensure that the right-hand
exponent is negative and therefore

}T ˚g}Lp1pBn´1q À }T ˚g}Lp̄1 pBn´1q ď
ÿ

kě0

}T ˚gk}Lp̄1 pBn´1q Àφ,a 1 “ }g}Lp1 pRnq.

This establishes the dual of the desired estimate (12.2) under the additional hy-
pothesis that the function g is constant on 1-cubes.
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It remains to remove the condition that g is constant on 1-cubes. The key
observation is that this special case of (12.2) implies the discrete inequality

(12.6)
›› ÿ

σPZn

e´2πiφλpσ`τ ; ¨ qaλpσ ` τ ; ¨ qGpσq
››
Lp1 pBn´1q

Àφ,a }G}ℓp1 pZnq

for all G P ℓp
1

pZnq and τ P r´1{2, 1{2sn. Indeed, once (12.6) is established, tak-

ing g P Lp
1

pRnq belonging to a suitable a priori class and applying Minkowski’s
inequality one deduces that

}T ˚g}Lp1pBn´1q ď

ˆ

r´1{2,1{2sn

›› ÿ

σPZn

e´2πiφλpσ`τ ; ¨ qaλpσ` τ ; ¨ qgpσ` τq
››
Lp1 pBn´1q

dτ.

Combining this with (12.6) and Hölder’s inequality yields (12.4).

Thus, the problem is now reduced to proving (12.6). Fix G P ℓp
1

pZnq and define

g̃pxq :“
ÿ

σPZn

Gpσqχpx ´ σ ´ τq

where χ is the characteristic function of r´1{2, 1{2sn. Since g̃ is constant on 1-

cubes, one is free to apply (12.4) to this function. In particular, let T̃ ˚ be the dual
of a Hörmander-type operator with phase φλ and amplitude ãλ where

ãpx;ωq :“
´ nź

j“1

sinπpBxj
φqpx;ωq

πpBxj
φqpx;ωq

¯´1

a0px;ωq

for a0 a smooth amplitude which is supported on X ˆ Ω and satisfies a0px;ωq “ 1
for px;ωq P supp a. By the usual reductions (see §4) one may assume from the
outset that |pBxj

φqpx;ωq| ď 1{2 for px;ωq P X ˆ Ω and 1 ď j ď n and hence ã is a
well-defined, smooth function. Thus, the estimate

}T̃ ˚g̃}Lp1 pBn´1q Àφ,a }g̃}Lp1 pRnq

holds, which can be rewritten as

(12.7) }
ÿ

σPZn

e´2πiφλpσ`τ ; ¨ qpAλqλpσ ` τ ; ¨ qGpσq}Lp1 pBn´1q Àφ,a }G}ℓp1 pZnq

where

(12.8) Aλpx;ωq :“

ˆ

r´1{2,1{2sn
e´2πiλpφpx`y{λ;ωq´φpx;ωqqãpx` y{λ;ωqdy.

Note that (12.7) is almost the desired expression (12.6) except for the disparity
between the amplitude functions. To deal with this slight technicality, observe
that, since

lim
λÑ8

Aλpx;ωq “ a0px;ωq uniformly,

one may assume that λ is sufficiently large so that |Aλpx;ωq| Á 1 for all px;ωq P
supp a. Thus, the expression appearing in the norm on the left-hand side of (12.6)
is given by

ÿ

σPZn

e´2πiφλpσ`τ ;ωqpAλqλpσ ` τ ;ωqGpσqpρλqλpσ ` τ ;ωq

where, by taking a Fourier series expansion, the ratio ρλ satisfies

ρλpx;ωq :“
apx;ωq

Aλpx;ωq
“

ÿ

kPZn

p1 ` |k|q´pn`1qcλ,kpωqe2πixx,ky
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where the cλ,k are bounded functions, uniformly in λ and k. One may therefore

bound the left-hand side of (12.6) by a p1`|k|q´pn`1q-weighted sum of the left-hand
side of (12.7) applied to modulated versions of G. Estimating each summand using
(12.7) and summing in k concludes the proof. �

Given the above reduction, it remains to establish the estimates for T λ over
sparse collections of R-balls.

Lemma 12.4. Under the hypothesis (12.1), if p ě p̄, then the estimate

}T λf}LppSq Àε,φ,a R
ε}f}LppBn´1q

holds for all ε ą 0 whenever S Ď Rn is a union of R-balls belonging to a sparse
collection.

Proof. The proof uses a crude form of wave packet analysis and has much in com-
mon with the arguments described in §5. Let tBpxj , RquNj“1 be the sparse collection
of balls whose union is the set S. Clearly it suffices to assume that R ! λ and that
all the Bpxk, Rq intersect the x-support of aλ. Furthermore, letting cdiam ą 0 be a
small constant chosen to satisfy the requirements of the forthcoming argument, by
applying a partition of unity one may assume that diamX ă cdiam and so

(12.9)
|xj1 ´ xj2 |

λ
À cdiam for all 1 ď j1, j2 ď N .

Fix η P C8pRn´1q satisfying 0 ď η ď 1, supp η P Bn´1 and ηpzq “ 1 for
all z P Bp0, 1{2q. For R1 :“ CNR, where C ě 1 is a large constant, define
ηR1

pzq :“ ηpz{R1q. Further, let ψ P C8
c pRn´1q satisfy 0 ď ψ ď 1, suppψ Ă Ω and

ψpωq “ 1 for ω belonging to the ω-support of aλ. Fix 1 ď j ď N and write

e2πiφ
λpxj ; ¨ qψf “ Pjf `

`
e2πiφ

λpxj ; ¨ qψf ´ Pjfq “: Pjf ` fj,8

where Pjf :“ η̂R1
˚ re2πiφ

λpxj ; ¨ qψf s. If one defines

Errpxq :“

ˆ

Rn´1

e2πipφ
λpx;ωq´φλpxj ;ωqqaλpx;ωqfj,8pωqdω,

then it follows that

T λfpxq “ T λre´2πiφλpxj ; ¨ qPjf spxq ` Errpxq.

For x P Bpxj , Rq the term Errpxq is negligible. Indeed, by Plancherel’s theorem

Errpxq “

ˆ

Rn´1

Ǧxpzq ¨ p1 ´ ηR1
pzqqre2πiφ

λpxj ; ¨ qψf sqpzqdz

where

Ǧxpzq “

ˆ

Rn´1

e2πipxz,ωy´φλpx;ωq`φλpxj;ωqqaλpx;ωqdω.

Taking the ω-gradient of the phase of Ǧxpzq, one obtains

z ´ λ
`
Bωφpx{λ;ωq ´ Bωφpxj{λ;ωq

˘
“ z `OpRq.

Thus, if z belongs to the support of 1 ´ ηR1
, then Gxpzq is rapidly decaying in R1

and therefore

|Errpxq| ď RapDecpR1q}f}LppBn´1q.
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It remains to bound the contributions arising from the frequency localised pieces.
By applying the estimate for T λ with Rε-loss over each ball Bpxj , Rq one obtains

}T λf}LppSq ď
` Nÿ

j“1

}T λre´2πiφλpxj ; ¨ qPjf s}p
LppBpxj,Rqq

˘1{p
` RapDecpR1q}f}LppBn´1q

Àε,φ,a R
ε
` Nÿ

j“1

}Pjf}p
LppBn´1q

˘1{p
` }f}LppBn´1q.

Thus, it now suffices to show that

` Nÿ

j“1

}Pjf}p
LppRn´1q

˘1{p
À }f}LppBn´1q.

This estimate follows via interpolation between the endpoint cases p “ 2 and p “ 8,
which are established presently. The p “ 8 case is a trivial consequence of Young’s
inequality and so it suffices to consider p “ 2. By duality, the desired inequality is
equivalent to

(12.10)
››
Nÿ

j“1

e´2πiφλpxj; ¨ qψ ¨ rη̂R1
˚ gjs

››
L2pRn´1q

À
` Nÿ

j“1

}gj}
2
L2pBn´1q

˘1{2
.

By squaring the left-hand side of (12.10) one obtains

Nÿ

j1,j2“1

ˆ

Rn´1

Gj1,j2pωqη̂R1
˚ gj1pωqη̂R1

˚ gj2pωqdω

where

Gj1,j2pωq :“ e2πipφ
λpxj1

;ωq´φλpxj2
;ωqqψpωq2.

By Plancherel’s theorem, each summand of the above expression can be written as

(12.11)

ˆ

Rn´1

Ǧj1,j2pzqpηR1
ǧj1q ˚ pηR1

ǧj2q„pzqdz;

here pηR1
ǧj2q„pzq :“ pηR1

ǧj2qp´zq. Note that the integrand in (12.11) is supported
on a ball of radius OpR1q about the origin.

Fix 1 ď j1, j2 ď N with j1 ‰ j2, let z P Rn´1 with |z| À R1 ă |xj2 ´ xj1 | and
consider

Ǧj1,j2pzq “

ˆ

Rn´1

e2πipxz,ωy`φλpxj1
;ωq´φλpxj2

;ωqqψpωq2 dω.

This oscillatory integral can be bounded by a simple stationary phase analysis. For
α P N

n´1 with |α| ď 2 consider the function

Bαω
“
φλpxj1 ;ωq ´ φλpxj2 ;ωq

‰
“ BαωxBλxφpxj1 ;ωq, xj2 ´ xj1y `Opcdiam|xj2 ´ xj1 |q,

where the remainder term has been estimated using (12.9).
Let ccrit ą 0 be another small constant, chosen to satisfy the requirements of the

forthcoming argument, and ω0 P Ω. Suppose that

(12.12)
ˇ̌
˘

xj2 ´ xj1
|xj2 ´ xj1 |

´Gλpxj1 ;ω0q
ˇ̌

ě ccrit,
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where the estimate is interpreted as holding for both choices of sign. Condition H1)
on the phase implies that for each ω0 P Ω the vector Gλpx;ω0q spans the kernel of
B2
ωxφ

λpx;ω0q. Consequently, in view of (12.12) one has

|Bω
“
xBxφ

λpxj1 ;ωq, xj2 ´ xj1y
‰
|ω“ω0

| Á |xj2 ´ xj1 |

and therefore
ˇ̌
Bω

“
φλpxj1 ;ωq ´ φλpxj2 ;ωq

‰
|ω“ω0

ˇ̌
Á |xj2 ´ xj1 |,

provided cdiam is sufficiently small. On the other hand, if (12.12) fails, then

Bαω

A
Bxφ

λpxj1 ;ωq,
xj2 ´ xj1

|xj2 ´ xj1 |

E
|ω“ω0

“ BαωxBxφ
λpxj1 ;ωq, Gλpx;ω0qy|ω“ω0

`Opccritq.

If ccrit and cdiam are both chosen to be sufficiently small, then condition H2) implies
that

| det B2
ωω

“
φλpxj1 ;ωq ´ φλpxj2 ;ωq

‰
|ω“ω0

| Á |xj2 ´ xj1 |n´1.

Thus, any critical point of the phase must be (quantitatively) non-degenerate and
one may apply higher dimensional versions of van der Corput’s lemma (see, for
instance, Chapter VIII, Proposition 6 of [20]) to estimate the oscillatory integral.
In particular,

|Ǧj1,j2pzq| À |xj2 ´ xj1 |´pn´1q{2 À R´C̄
1

so that the absolute value of (12.11) is bounded by

R´C̄
1 }pηR1

ǧj1q ˚ pηR1
ǧj2q„}L1pRn´1q À R´C̄

1

2ź

i“1

}ηR1
ǧji}L1pRn´1q

À R´C̄`n´1
1

2ź

i“1

}gji}L2pRn´1q.

Since there are only OpN2q choice of indices j1, j2, one may invoke the trivial
estimate

2ź

i“1

}gji}L2pRn´1q À
Nÿ

j“1

}gj}
2
L2pBn´1q

and then sum all the contributions from all pairs j1, j2 to bound the off-diagonal
terms arising from the left-hand side of (12.10). On the other hand, the diagonal
terms provide a favourable contribution of

` Nÿ

j“1

››η̂R1
˚ gj

››2
L2pBn´1q

˘1{2
À

` Nÿ

j“1

}gj}
2
L2pBn´1q

˘1{2
.

Combining these observations concludes the proof of (12.10) and thereby establishes
the lemma. �
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