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Abstract

The exponential growth of the Internet over the last decades has led to a significant evo-

lution of the network services and applications. One of the challenges is to provide better

services scalability by placing service replica in appropriate network locations.

Finding the optimal solution to the facility location problem is particularly complex and

is not feasible for large scale systems. Locating facilities in near-optimal locations have been

extensively studied in many works and for different application domains. This work investi-

gates one of the most notable problems in facility location, i.e. the p-median problem, which

locates p facilities with a minimum overall communication cost. All previous studies on the

p-median problem used a centralised approach to find the near-optimal solution. In this case

the required information needs to be collected in order to apply a sequential algorithm to find

a solution.

The centralised approach is infeasible in large-scale networks due to the time and space

complexity of the sequential algorithms as well as the large communication cost and latency

to aggregate the global information. Therefore, this work investigates the p-median problem

in a distributed environment.

To the best of the author’s knowledge, this is the first work to study the distributed p-

median problem for large-scale computer networks. Solving the p-median problem in a fully

distributed way is a challenging task due to the lack of global knowledge and of a centralised

coordinator.

Two new approaches for solving the p-median problem in a distributed environment are

proposed in this thesis. Both are designed to be executed without any centralised collection

of the data in a single node. These methods apply an iterative heuristic approach to improve

a random initial solution and to converge to a final solution with a local minimum of the cost.

The first approach builds a global view of the system and improves the current solution

by replacing a single facility at each iteration.
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The second approach, is designed according to the well-known k-medoids clustering

algorithm. At each iteration a local view of each cluster is generated and all facilities can be

updated to optimise the solution.

Both approaches were implemented within the Java-based PeerSim network simulator for

investigating the performance in large-scale systems and tested against different parameters

such as the size of networks, number of facilities to be placed and different initial solutions.

The results have shown that the first protocol is better at addressing locations for facilities

since it converges to a lower total cost of the solution than the second protocol. However, the

second one is faster in optimising the solution.
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Chapter 1

Introduction

1.1 Motivation

Over the last decades, communication among people has been signifi-

cantly changed. Internet has become the main communication tool, mainly

because many daily used devices such as mobile phones, PCs, laptops, and

even televisions have become increasingly depend on the Internet. This has

led to a dramatic increase of Internet users. Internet World States indicates

that in 1995 the users of the Internet were only 16 million people (0.4% of

the world population). This number changed to 4156 million (54.4 % of the

world population) in 2018 and will be continuously increasing in next gen-

erations [1]. With these rapid changes in the number of Internet clients, it is

important to provide the best services to users. One of the ways to provide

good services is to locate facilities in the right places.

A facility in the network is a node such as a hub or a computer that pro-

vides services to other nodes. Facilities are considered in the best locations

when they present a cheapest and fastest services to their users. This can

be achieved if the spatial locations of the facilities are closest to most of the

users.
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Chapter1

Locating facilities, in their best locations to the users, have received signif-

icant research over the last decades [2]. In particular, the p-median problem

aims at finding a specific number of facilities with the purpose of making the

total cost of solution to be minimum [3] [4]. The cost in this work is defined

as the sum of the number of hops between facilities and their connected users.

Studying the p-median problem had received a large consideration due to

the wide range of its applications [5] [6] [7]. However, all the previous works

on the p -median problem are in central approaches. The central approach is

not feasible for the large-scale networks due to message load on the network,

information privacy, a lot of memory and time is needed for information gath-

ering and computations [8].

However, implementing a fully decentralized protocol is quite compli-

cated, not only because of the need for synchronizing computations, but also

due to the lack of the global knowledge about the network which is necessary

for finding the best locations for the facilities.

This thesis is investigating this problem, and two protocols are suggested

to solve the p-median problem in a distributed environment, the proposed

protocols are tested on different topologies with different sizes (up to 500 K)

using a simulator. The simulation results show an apparent reduction in the

cost of the solution which means better locations for the candidate facilities

are found.

1.2 The p-Median Problem

This thesis explores new ways to solve the p-median problem in a com-

puter network. The p-median problem is one of the most important facility

location problems [9] [10] [11] which has been extensively studied in differ-

ent disciplines.
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The p-median problem addresses the optimal location for p of predeter-

mined m facilities, p < m, in a way that the sum of the shortest path between

the users and their closest facilities are minimised [12] [11] [13].

The p-Median problem is NP-hard [14] [15], so that heuristic and meta-

heuristic methods are usually used to solve it [13] [16].

The existing approaches use centralised methods for solving the p-median

problem, i.e. knowledge about the input topology should be available in

a certain node or server. This knowledge can be used for determining the

best p locations for the facilities. Existing approaches, however, can not ad-

dress facilities locations in large-scale networked systems, due to the lack of

global knowledge of topology and large memory required to collect informa-

tion from the node, in addition to the requirement of vast time in order to

collect information about the network topology.

Therefore, this work intends to solve the p-median problem in a large-

scale network system. Two different approaches are proposed to solve this

problem. Both of them are implemented in a fully distributed environment

without a pre-defined for the network topology. The first approach (as will

be discussed in Chapter 4) addresses location for facilities based on a global

view of the network while the second approach (as will explained in Chapter

5) clusters the network according to the shortest path, based on classical k-

medoid algorithm, then addresses the locations for facilities in each cluster

simultaneously.

The experimental work presented in Chapter 6 provides one of the first

investigations in solving the p-median problem in a distributed environment.

3
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1.3 Applications of the p-Median Problem in Computer Net-

work

Finding the best locations for the network facilities is very essential since

it is needed for many network applications. Particularly, the p-median prob-

lem is crucial to a wide variety of different problems associated with distance

minimisation. For example, the understanding of a computer or a topology

behaviour based on communication network [17] [18]. Another example of

the benefit from a minimum distance network clustering is to reduce the traf-

fic and response time in a network through monitoring and control scalability

of a network [19][20]. Wireless sensor networks, in which the data are pe-

riodically collected from sensors [21], can also be utilised in the distributed

p-median solution by locating the servers in a way that the total distances to

the sensors are minimised. Another application of the p-median problem is

cluster analysis [22] [12] [23].

1.4 Aim and Contributions

As stated earlier, the main aim of this work is to investigate the p-median

problem to address the near-optimal locations for facilities in distributed net-

work systems.

To achieve the aim of this project, the following contributions are pro-

posed:

• A novel Distributed p-Median protocol (DPM) to identify the best lo-

cations for the facilities in a network is proposed in this work. Despite

that network topology and data are not gathered in a server, but they are

remained intrinsically distributed in the network; the protocol builds a

4
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distributed view of the network to identify the best locations among can-

didate locations.

• A second disributed K-Medoid protocol (KM) is proposed to solve the

p-median problem by extending the classic k-medoids approach to a

distributed environment for clustering the network topology.

The two distributed protocols apply a similar heuristic iterative approach

to improve an initial random solution and converge to a final solution (local

minimum). However, each applies a procedure of different granularity within

each iteration. While DPM identifies adopt a finer granularity by identifying

a single change to improve the solution, KM can apply changes to every

component of the solution within each iteration, as shown in Figure 1.1.

The former is expected to be more accurate and requires more iterations

to reach convergence. The latter is a straightforward extension of the most

popular clustering method (k-medoid) and can provide an interesting com-

parative analysis.

1.5 Objectives

The work in this thesis contributes to the area of the facility location-

allocation problem in computer networks. Specifically, it introduces novel

protocols to solve a distributed p-median problem. The main objectives of

the work in this thesis include:

1. Implementation of one of the sequential solutions of the p-median prob-

lem, the ”fast swap-based local search algorithm”. The obtained results

from this implementation are used to validate the proposed distributed

p-median approach, since it depends on the same logic of this sequential

algorithm (Chapter 3).

5
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Figure 1.1: The strategies of the DPM and the KM protocols, while DPM identifies a single
facility location based on the global information of the network to improve the solution,
KM identifies facility locations in each component of the solution within each iteration until
convergence

2. Distributed design and implementation of novel protocols to solve the

distributed problem directly without the need to central information.

3. Investigation of the logic of the k-medoid algorithm, the classical model

of network clustering, so as, in parallel, to find the best location for a

facility in each cluster.

4. Design and implementation of a new distributed protocol to find the

median locations for facilities in each cluster of the network.

5. An extensive experimental analysis that test the efficiency of the imple-

mentation of the proposed approaches. Besides to a comparative study

for the implementation of both of them. The comparison analysis was

carried out on various topologies with different configurations.

It is hoped that these contributions would lead to better improvement in

computer networks services.
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1.6 Summary of the Thesis

This thesis is composed of seven themed chapters which have been organ-

ised to incrementally describe the contribution. The remainder of the chapters

of this thesis are structured as follows:

• Chapter 2 Begins with laying out the p-median problem definition, a

used terminology to identify this problem, as well as, a mathematical

formulation of the p-median problem.

This chapter also discusses the related work to the p-median problem

and some previous techniques used to attempt to solve this problem.

• Chapter 3 Is concerned with one of the common solutions of the cen-

tralised p-median problem, which is outperformed to other suggested

solutions in this area [13].

This solution is the centralised approach. Section 3.3 explains the im-

plementation of the centralised algorithm while Section (3.4) shows the

results of evaluating the algorithm.

• Chapter 4 Explains the first proposed approach for solving the p-median

problem in a distributed environment (DPM). It explains the design of

the DPM approach in Sections 4.2 and 4.3. Moreover, the details of the

DPM implementation is described in this chapter.

• Chapter 5 Demonstrates the second proposed approach for solving the

p-median problem in a distributed environment (KM). KM design is

based on the classical k-medoid protocol which is defined in Section 5.2.

An overview of the proposed approach and its design are illustrated in

Sections 5.3 and 5.4 respectively, while Section5.6 presents a summary

and conclusions about the chapter.
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• Chapter 6 An overview of the used simulator and the used dataset for

simulation are described in Sections 6.1 and 6.2.

Section 6.3.1 highlights the validation of the DPM approach against the

results obtained from the centralised approach. Section 6.3.2 presents

the evaluation of the metrics that are used to evaluate the performance of

the DPM and KM approaches, while Section 6.4.1 shows a comparison

analysis between the two approaches. Finally, Section 6.6 presents a

summary of the chapter.

• Chapter 7 Concludes the present work and discusses the improvements

which could benefit from it in the future
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Chapter 2

Background

This chapter reviews the general concepts related to the p-median prob-

lem and provides an overview of the p-median problem formulation. It also

describes the fundamental techniques that are used for solving the p-median

problem. Moreover, this chapter presents some algorithms that have been

proposed in the literature.

2.1 Introduction

The operation of locating a set of facilities is a critical part of strategic

planning for many applications because it affects their cost. Therefore, the

location problem has been an issue of great interest in a wide range of fields.

Early work on the location problem was started in 1909 when Weber tried

to locate a single facility in order to minimise the total distance between the

facility and several users [24] [25] [26]. The problem was then extended to

deal with a set of facilities in different applications domains. For example,

Hakimi(1964) located a switching centre in a communications network [27].

Teitz and Bart(1968) also suggested an algorithm for locating multi facili-

ties [28]. Thereafter, a growing trend towards studying the facility location

problem has been noticed [29]. It is termed as ’p-median problem’ [30] [31].
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Section (2.2) defines the p-median problem with a brief list of the previous

studies that have been carried out in this area.

2.2 Definition and History of the p-Median Problem

The p-median problem is intended to find the median locations for facili-

ties among a given number of candidate locations in a way that the total cost

from the user nodes to facility nodes is minimised [29][32] [33] [34] [35].

The best solution among the candidate solutions is found through an objec-

tive function. The p-median problem is considered as one of the most studied

problems among location-allocation models [36] [37] [38].

The p-median problem has been used for many different applications to

find the best locations for facilities and to provide satisfactory services to

their clients for a wide range of domains [39] [40] [41] [42].

In the p-median problem, p represents the number of facilities that the so-

lution is requested to have median places for them. A median place is the

place of a facility which is closest to the most user nodes around it. For ex-

ample, if p = 10, then ten median locations for facilities are addressed among

the candidate locations. The facility capacity and the number of services

provided by a facility are not considered in this problem [43].

Because of its importance, the p-median problem has been studied for

more than a century [44]. Several strategies, which occupied a prominent

position, for solving the p-median problem have been reported, the related

literature among them are briefly reviewed below.

• The establishment of modern location theories started by Weber in 1909

[24], which can be considered as an extension to the rectangle distance

minimisation of the mathematician Fermat in the 17th century [45].

10
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• In 1964 the concept of a 1-median problem was generalised to the p-

median problem by Hakimi [27] when switching centres were distributed

in Telecommunication network [36].

• A neighbourhood search improvement algorithm was proposed by Maran-

zana [46], which divided the solution to p partitions for the sake of ex-

ploiting the ease 1-median problem by finding the optimal location in

each partition, if the solution is updated, then the users are repartitioned

and the process repeats itself until facility nodes remain without change

[47].

• In 1968 an important heuristic algorithm for solving the p-median prob-

lem was proposed by Teitz and Bart [28], Section 2.6.1 illustrates the

algorithm.

• A first profit strategy algorithm was proposed by Whitaker [48] which

was found faster than Teitz and Bart algorithm [9]. Section 2.6.2 shows

more details about Whitaker solution.

• Building up on the Whitaker study, Hansen proposed a ’variable neigh-

bourhood search’ algorithm, which suggested the best improvement

strategy to solve the p-median problem, as described in Section 2.6.3.

• Liotta et al. [19] [49] suggest to cluster the network into several parti-

tions through exploiting the properties of mobile agents, then localise

service facilities in each cluster according to p-median and p-centre

problems.

• The fast swap-based local search algorithm was proposed by Resende

and Werneck, is considered as one of the important algorithms in the

p-median problem, in which Resende and Werneck proposed a tech-

11
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nique to accelerate the algorithm. This algorithm is adopted in this work.

Chapter 3 explains the details of this algorithm’s implementation.

However, before explaining the details of the p-median problem and the

suggested solutions, the terminology used in the p-median problem is ex-

plained in the following section.

2.3 Terminology Used in the p-Median Problem

The p-median problem has four main components [31] [36] [50]:

1. Facilities.

2. Users.

3. Cost of the solution.

4. Location or space.

The subsections below explain each of these components.

2.3.1 Facility

The facility is a node that provides services to user nodes. In a com-

puter network, the facility could be servers, hubs, memory cache, sensors,

etc. Some types of facilities are used as an information centre for monitoring

the behaviour of the network, the monitored information could be analysed

for the purpose of reducing the traffic of the network. The facilities are char-

acterised by their status, number and costs [36].

In this work, a facility status is either ’open’ or ’closed’; an open facility

can serve the users, while a closed facility is a candidate location for an open

facility. All the facilities are assumed to be identical, and the type of services

that are presented by the facility is not taken in consideration of this work.
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The number of facilities is an important parameter; it indicates the num-

ber of facilities needed to be opened in the network. Most of the location-

allocation problems intend to open multi facilities in the solution together,

taking into account the existing candidate locations [2].

Cost of a facility, is a numerical number refers to the distances of all users

served by this facility. The cost of a facility is a critical attribute by which the

location-allocation models are differentiated through it [43]. Facility cost can

be classified into two types, fixed and variable costs. A variable cost has a

relationship with the service delivery, while a fixed cost is associated with the

facility setup. In this work, the cost of the facility is the sum of hops between

the users and the facility. Therefore, it is variable, because it depends on the

connected users to the facility.

2.3.2 User or Customer

The user node (also called demand or customer) is one of the main com-

ponents of the p-median problem. The user is the node that needs to access

the facilities services [43].

To provide satisfactory services to the user nodes, it is essential to know

the distribution of the user nodes. Several scenarios for assigning the users to

facilities are suggested, such as assigning each user to its closest open facility

[51], assigning each user to the centroid of the area [52] and in some problems

user nodes are randomly assigned to facilities for simulation purposes.

2.3.3 Cost of the Solution

The cost is the important objective in the solution of the location-allocation

problem. The cost of the solution is the summation of all open facilities’ cost

whereas the cost of the open facility is the summation of all users’ cost served
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by this facility. A user cost is the shortest path in a number of hops to reach its

closest open facility. The placement of facilities is differentiated according

to its cost [43].

The open facility cost is not a fixed value; it depends on the number of the

users served by the facility in addition to the cost of each served user.

The cost of the facility is also changed according to the placement of the

other facilities in the system, because each facility serves the users around

itself (a user is served by its closest open facility). Therefore, when a facility

is open or closed, the cost of other open facilities in the system are changed,

simply because the user nodes change their service source to their closest

open facility.

2.3.4 Location

Location or space is the last main component of the location-allocation

problem.

Discrete, continuous and network-based spaces are three types to repre-

sent the space in the location-allocation problem.

In discrete location models the best selected locations are chosen from

preselected potential locations; therefore a preceding knowledge of the can-

didate sites has to be available. The decision is taken by choosing candidate

sites depending on geographical or economic factors [43].

In continuous space [52][53][54] the possible site locations can be deter-

mined by one or more continuous coordinates. In continuous model there is

no presumption of candidate sites; instead, they are generated as an output

by this model. Continuous location coordinates are normally considered in

Euclidean space [55].
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Network-based is another type of location representation. In this repre-

sentation model, the users and facilities are located in nodes (as adopted in

this work). However, in some applications, the facilities can be located on

the link between the nodes [56]. Graph network is adopted in many studies

of the location-allocation problem [27][53] [57] [58][59] [60][61] [62] [63]

[64] [45] [65].

2.4 Techniques for Solving the p-Median Problem:

Three techniques of solutions were used for solving the p-median prob-

lem. These methods are exact, heuristic and metaheuristic. The subsections

below explain each method briefly focusing on the reason of the use of meta-

heuristic technique in this work.

2.4.1 Exact Technique

In order to find the optimal solution of the p-median problem using the

exact technique; it needs to complete finding all the available solutions be-

fore choosing the optimal result. The exact technique may need enormous

amounts of mathematical computation and a long time to be completed, in

addition to a large memory for saving the temporary results [45].

Using the exact method, the total number of the solutions to find the best

p facilities out of N facilities is computed according to the combinational

formula 2.1.

(
n
p

)
=

n!
p!(n− p)!

(2.1)
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Correa et al. [66] tried to allocate 26 university admission examinations

out of 43 candidate facilities for 19710 students. For the exact solution, the

number of candidate solutions are more than 421 billion, as shown by formula

2.2.

(
43
26

)
=

43!
26!(43−26)!

= 421,171,648,758 (2.2)

As can be noticed from this example, this simple problem takes a very

large number of computations and a long time for finding the best solution.

Therefore, heuristic and metaheuristic solutions are suggested to solve the

p-median problem.

2.4.2 Heuristic Techniques

A heuristic is problem-solving technique that can be used to speed up

the process of finding a satisfactory solution. Heuristic methods are used in

approximation algorithms to find a solution. It is true that there is no guar-

antee to find the optimal solution. However, it is often a sufficient method

that used for finding a solution close to an optimal solution for a non opti-

mal ones [67] [45]. Arifin [45] mentioned that Cooper‘s algorithm [68] was

considered as the first algorithm in a location-allocation problem which used

a heuristic technique to solve the p-median problem. Other examples for

solving p-median problems using heuristic technique methods are the greedy

adding algorithm, the alternating algorithm and the vertex substitution algo-

rithm [38].
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2.4.3 Metaheuristic Techniques

Another formal technique for solving complex optimization problems is

the metaheuristic. Blum and Roli [69] reported that metaheuristic is a high-

level concept for exploring search spaces by using different strategies [70].

It is true that metaheuristics also produce approximate solutions. How-

ever, similarly to heuristics they can escape local optima, which is useful for

solving the location-allocation problems.

Genetic algorithms, tabu search and ant colony are examples of meta-

heuristic algorithms, as well as the variable neighborhood search which is

adopted in this work [45] [71].

2.5 Mathematical Formulation of the p-Median Problem

The classical p-median problem can be defined as follows [32] [38] [39]

[72] [73] [74] [75]: for a graph or network G= (V, E), given a set F of m

potential locations for facilities and an integer number p of required facilities

to be opened. The aim of the p-median problem is to identify the near-optimal

locations for p facilities from F, so that the summation of distances from all

clients to all p facilities is minimised.

Before going to the details of the algorithm the following notation is de-

fined:

• G= (V, E) is a graph or a network, where V is the set of nodes and E

represents the links between nodes.

• F is the set of potential facilities, where F ⊂ V.

• U is the set of users, where U ⊂ V and U= V \F.
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The basic parameters of the problem are:

• u =|U |.

• m =|F |.

• p is the number of facilities to be opened. Where 1 < p ≤ m, also no

relationship between u and m is assumed.

• Distance function d:U X F → II, where d(u) is the cost in shortest path

in number of hops between a user node and a facility. di j is the distance

from user i to facility j.

•

xi j =


1, if node i is assigned to facility j

0, otherwise

•

y j =


1, if facility j is opened

0, otherwise

As shown in equation 2.3 the objective of the p-median is to minimise the

summation of the distances between the users and the facilities.

Min
u

∑
i

m

∑
j

udi jxi j (2.3)

The aim of this problem is implemented under the following constraints:

1. Each user node assigns to one open facility as in 2.4.

m

∑
j=1

xi j = 1 (2.4)
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2. The total number of open facilities is p, as in 2.5 .

m

∑
j=1

y j = p (2.5)

3. No upper bound of the number of user nodes is assigned to each open

facility.

2.6 Algorithms for the p-Median Problem

This section gives a brief overview of some proposed approaches for solv-

ing the p-median problem.

2.6.1 Vertex Substitution Heuristic Algorithm

A vertex substitution heuristic is one of the well-known algorithms, which

was proposed by Teitz and Bart in 1968 [28]. It is considered as one of the

standards and successful algorithms for solving the p-median problem [9]

[39]. In this algorithm, an arbitrary set of facilities (opened and closed) are

chosen to start the algorithm as shown in Figure 2.1. The algorithm is substi-

tuted by one of the candidate facilities to open, whenever the substitution can

reduce the cost. If more than one candidate achieves the cost reduction, then

the one that leads to the minimum cost is selected.

When no more swaps to reduce the cost are available, as explained in

Algorithm 1, the best solution is reached and the algorithm is terminated

[76]. The termination means that all the final open facilities are local medians

allocated for the user nodes.

Figure 2.2 shows that the best locations of p open facilities are determined

and each user node is assigned to its closest open facility.
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 Closed facility  

 Current open facility 

 User node 

Figure 2.1: A graph of N user nodes with a set F of m potential facilities (open and closed)
are arbitrary chosen (N=50, m =10, p=5)

 

Close facility 

Current open facility 

Users nodes 

Shortest path between user node and its closest open facility  

Figure 2.2: The near optimal locations for the facilities are found. Each user nodes assigned
to its closest open facility via the shortest path.
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Algorithm 1: Vertex Substitution Heuristic
Input: p value, set M of candidate facilities to open
Randomly select p facilities to open from the set of m
Assign each user node to its closest open facility
while There is a cost == TRUE do

Compute the cost of the solution according to the equation (2.3)
forall p facilities do

forall m facilities do
find a best facilitis pair to swap

end
end
Re-assign each user node to its closest open facility
Compute the new-cost of the solution
if new-cost < cost then

Set cost = new-cost
else

There is a cost = FALSE, a local optimum has been identified, and no
improvement can be found

end
end

end

2.6.2 Fast Interchange Heuristics Method

Because of the velocity challenge of finding the best possible locations

for candidate facilities, a fast interchange heuristics has been described by

Whitaker based on the concept of Teitz and Bart algorithm [72]. Fast inter-

change heuristics is considered to be more efficient than vertex substitution

by local search heuristic which was proposed by Teitz and Bart [77].

In vertex substitution algorithm, a profit from candidate facility to insert

is computed for all possible facilities to remove, the facility that returns the

best profit will be swapped out. To speed up the profit computation, a fast

interchange method makes the profit composed of two components, gain and

netloss, as stated in equation 2.6.

pro f it( fi, fr) = gain( fi)−netloss( fi, fr) (2.6)
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When a new facility is candidate to be inserted, a certain number of nodes

will be utilized from the added new facility, because it will be closer to them

than their current assigned open facility; this is called gain. It can be calcu-

lated for all utilized nodes from the facility insertion. As shown in equation

2.7; for each node, if the inserted facility is closer than its current assigned

facility, the difference between distances is considered as the gain from that

insertion.

gain( fi) = ∑
u∈U

max(0,d1(u)−d(u, fi)) (2.7)

The netloss, which is the second component of the profit equation, is com-

puted for all other nodes that would not be utilized from the insertion of the

facility (as in equation 2.8).

In case of the currently assigned facility to the node is removed; the node

is reassigned to either the second closest facility φ2(u) or the newly inserted

facility (if it is closest than φ2 to the node). In both cases, the cost to serve

this node is increased.

netloss( fi, fr) = ∑
u:[φ1(u)= fr]Λ[d(u, fi)>d1(u)]

min(d(u, fi),d2(u))−d1(u) (2.8)

Whitaker algorithms were implemented by the findOut function, which

takes a candidate facility to insert as an input and returns the best facility

to remove, as explained in Algorithm 2 [72][78]. Whitaker used a first im-

provement strategy, in which swap facilities are made whenever a profit is

available[72]. This can be done by invoking the findOut function for a par-

ticular fi and check if there is a profit from the insert of this facility; the

following steps are implemented:
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1. Swap the facilities.

2. Update the first and the second closest facility to the user node.

3. Calculate the new gain and netloss.

4. Mark the inserted facility as add, since each facility is considered to be

added only once.

5. Call findOut again, and if there is a profit goto step 1.

Algorithm 2: Function findOut to determine the best candidate for removal ( fr) by
given the best candidate for insert ( fi)

gain = 0; // gain resulting from the addition of fi
forall f ∈ S do

netloss(f)= 0;
end
forall u ∈ U do

if d(u, fi) < d1(u) then
// gain if fi is close enough to u
gain += [d1(u)−d(u, fi)]
else

netloss(Φ1(u))+= min [d(u, fi),(d2(u)-d1(u))];
end

end
end
fr = argminf ∈ S (netloss(f));
profit = gain - netloss( fr);
return ( fr, profit)

2.6.3 Variable Neighborhood Search (VNS)

Despite the importance of Whitaker study [28], it was not widely used

(might be because that paper was not precise) [77] until it was applied as

a subroutine of a variable neighborhood search heuristic by Hansen and

Mladenovic in 1997 [78].

Best improvement strategy was adopted. In this strategy, evaluations are

made to all possible swaps, then the most profitable ones are executed. More-

over, once the facility adding restriction is removed, it gives the flexibility to
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find the best choices of open facility positions. Besides, the way of finding

the best facility to open is evaluated as to be less complicated [77][78].

2.6.4 Fast Swap-based Local Search

Depending on the work that has been carried out by Whitaker 1983 and

Hansen 1997, another algorithm to solve the p-median problem was sug-

gested by Resend and Werneck in 2003 [72]. It was based on swapping

facilities heuristics. However, before a candidate facility inserted, it is as-

sessed with each candidate facility to remove to find the exchange that makes

the best profit. After assessing of all candidate facilities to remove, a pair of

facilities that achieves the best profit is selected to swap on the solution.

It is true that this implementation is considered as the worst complicated

one; however, it is still the faster in practice, particularly for large applications

[72].

To accelerate the algorithm, in each iteration, Resend and Werneck used

the information gathered from the previous iterations instead of comput-

ing everything from scratch (other researchers calculate their entities from

scratch). However, an additional memory space is used to achieve this accel-

eration [79]. The details of this model are discussed in Chapter 3.

2.7 Limitations of the Current p-Median Solutions

Despite that the p-median problem has been an object of research since

1960’s, no studies have been published which tried to solve this problem in

the distributed environment. However, the current centralised solution ap-

proaches have also some notable drawbacks which can be summarised as

follows [80]:
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• The number of facilities to open p must be given as an input. It is true

that in some applications p can be easily determined, based on the fixed

factors. For example, installing a known number of sensors in a net-

work. However, it is a hard task to determine the optimal number of

facilities in a given dataset.

• The candidate locations for facilities to be opened is also one of the

input parameters, not only the size of F is a hard task to determine but

also the elements of the set F.

• The cost of the solution is based on the distribution of the facilities

which are arbitrarily selected.

• The algorithm converges to a local minimum.

• It is difficult to implement with an large-scale dataset because a lot of

memory is required for the implementation. Moreover, it is infeasible

to implement it on a network due to its decentralisation property and

the difficulty of collecting the required information of the network in a

central node.

This project aims to improve the last drawback by proposing solutions able

to implement the p-median problem in a distributed environment, as assumed

in Chapters 4 and 5.

2.8 Summary

In this chapter, the p-median problem has been defined and the terminol-

ogy and formulation of this problem are presented. Besides, the explanation

of the methods used for solving the p-median problem.
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Some of the proposed algorithms for solving the p-median problem have

also presented. Finally, the limitations of the current solutions were stated.

The various solutions techniques, described in this chapter, help the ap-

plications to address facilities locations with minimising their overall cost.

However, all of these proposed strategies are sequential solutions, which pre-

sumed that all the required input data are available in a central place.

However, this work endeavors to specify such an interface in computer

networks, which is discussed in Chapters 4 and 5.

The next chapter explains, in detail, the centralised approach of the p-

median problem which is considered as a logic-based approach of the pro-

posed distributed approaches.
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Centralised Approach for the p-Median

Problem

3.1 Introduction

Over the last decades, many algorithms have been developed to solve the

p-median problem [28] [54] [72]. Commonly, the p-median problem ad-

dresses the near-optimal location for p number of facilities to open from a

pre-defined number (m) of candidate locations such that the total distances

between users and the open facilities are minimised.

The key aspect is to find the solution within as less time as possible. After

the successful development of the vertex substitution approach; several stud-

ies have been carried out to enhance it [28] [81] [82]. One of the important

proposed approaches is called fast swap-based local search [10] [13] [48].

This chapter explains, in details, this approach implementation since its logic

is used in the proposed distributed approaches (as illustrated in Chapters 4

and 5). Moreover, this chapter shows the results obtained from this approach.
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3.2 Fast Swap-based Local Search

Building up on the Whitaker 1983 [81] and Hansen 1997 [82] procedures,

Resende and Werneck [77] suggested a Fast Swap-based Local Search algo-

rithm to solve the p-median problem. The primary goal is to find the near-

optimal locations among the candidate facilities locations as fast as possible.

As shown in flowchart 3.1; the algorithm starts with N nodes topology

and a set F of m candidate locations for facilities. p facilities from F are

randomly picked to open as an initial solution. The algorithm iterates to find

the best p locations among the m candidate locations until convergence. At

each iteration, the algorithm finds a pair of facilities, (one to be closed and

one to be opened). Each swap provides the best local improvement of the

cost solution.

Remove a facility from the solution will cause loss to the user nodes join

it, and insert a facility to the solution will gain the user nodes close to it .

Finding the best pair of facilities to swap is done by subtracting the loss of a

candidate facility to be removed from the gain of a candidate facility to in-

sert. Among all possible pairs, the one that provides the highest improvement

(called profit) is chosen for the next swap. Therefore, equation 3.1 is applied

to all candidate pairs.

The best fi is the closed facility that achieves maximum gain among all

candidates if it is opened. On the other hand, the candidate open facility fr to

be removed is the one that leads to the least possible loss when it is removed

from the solution.

pro f it( fi, fr) = gain( fi)− loss( fr) (3.1)
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No 

yes 

 

Input: a topology of N users 
           a set F of m facilities 

       p of open facilities 
(randomly chosen from F) 

Assign each user to its 

closest open facility 

Compute the gain for all fi 

Compute the loss for all fr 

Compute extra for all (fi, fr) 

Determine the (fi, fr) 

pair that cause the 

max profit value  

Swap (fi, fr) 

Determine the 

affected users 

from the swap 

Find the profit 

Is the profit 

> 0 

Update gain, 

loss and extra 

end 

Start 

Figure 3.1: Fast swap-based local search flow chart
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Equation 3.1 is composed of two components:

• The gain which is the total distance saved by transferring nodes to the

facility fi, if it is closer to them than their currently assigned facility.

• The loss which is the additional cost (extra distance) of transferring each

node currently assigned to fr to its second closest facility.

Gain is calculated for all candidates fi as in the equation 2.7. It is repre-

sented by a vector of size (number of fi). Each value of the vector represents

the potiential gain if the candidate fi is inserted.

On the other hand, the loss component in equation 3.1 is computed for

each candidate fr according to the equation 3.2. All users nodes assigned to

fr need to be reassigned to their second closest facility.

loss( fr) = ∑
u:φ1(u)= fr

[d2(u)−d1(u)] (3.2)

Actually, not each user node currently assigned to the facility fr is being

assigned to its second closest facility, it may be assigned to fi if it is closer to

it than the second closest facility. In this case, equation 3.1 of profit has to be

corrected to deal with these cases. Two possible scenarios may occur if the

current facility assigned to the node is removed:

The first one is that the inserted facility is closer to the node than its current

φ1(u) as shown in figure 3.2 , the user node in this case will be reassigned to

fi instead of its second closest facility. So that the prediction of loss to assign

the node to its second closest facility is not valid, and is overestimated by

[d(u,φ2(u)) − d(u, fr)].

The second scenario is when the inserted facility is closer than φ2(u) but

faraway from the user node than φ1(u) as shown in figure 3.3. In this case,
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fi Φ1(u) Φ2(u) u 

Figure 3.2: Case1: fi is inserted closer to the user node than its φ1(u). Therefore, the user
node will connect to fi instead of its φ1(u).

the user node will remain assigned to its current φ1(u). However, the loss

value is overestimated by [d(u,φ2(u))-d(u, fi)].

This overestimation must be treated by adding a correction factor ’extra’

to the profit equation 3.1. The extra value can be determined as follows:

extra( fi, fr) = ∑
u:[φ1(u)= fr]Λ[d(u,φ1(u))<=d(u, fi)<d(u,φ2(u))]

[d(u,φ2(u))−d(u, fi)

+ ∑
u:[φ1(u)= fr]Λ[d(u, fi)<d(u,φ1(u))<=d(u,φ2(u))]

[d(u,φ2(u))−d(u, fr)]

which can be simplified to:

extra( fi, fr) = ∑
u:[φ1(u)= fr]Λ[d(u, fi)<d2(u)]

[d2(u)−max(d(u, fi),d1(u))] (3.3)

The profit equation for each predicted swap will become as in the equation

3.4 :

pro f it( fi, fr) = gain( fi)− loss( fr)+ extra( fi, fr) (3.4)
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fi Φ1(u) Φ2(u) u 

Figure 3.3: Case2: fi is inserted and φ1(u) is removed, however, the fi closer to the user
than its φ2(u). In this case, the user node will connect to fi instead of its φ2(u).

3.3 The Centralized p-Median Problem Implementation

The centralized approach has been implemented using Java programming

language and it has been thoroughly tested on different small topologies (up

to 5000 nodes) with different initial sets of candidate facilities (as explained

in section 3.4).

The algorithm is implemented as follows:

• The inputs:

– A topology G= (V, E), where V is the set of nodes and E represents

the links between nodes.

– A set U of user nodes.

– A set F of candidate facilities (size m), where V = F ∪ U.

– p Number of open facilities randomly picked from F, where: p <

m.

• The output:

– The best locations for the candidate p facilities.

The program is started by computing the shortest path matrix between the

m facilities and the user nodes according to the Dijkstra algorithm [83] [84],
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d1(u) and d2(u) are determined from the sort path matrix. Accordingly, gain,

loss and extra values are computed as in section 3.3.1

3.3.1 Computation of Gain, Loss and Extra Parameters

As shown in the Algorithm 3, at each iteration the values of gain, loss and

extra are computed to find the best pair of facilities to swap and improve the

current solution. Gain(fi) is the amount of distances obtained by transferring

nodes from their current assigned facilities to the closer inserted facility ( fi).

Gain is calculated for all possible candidates fi; therefore, it is represented

by a vector of size equals to number of candidate facilities to insert (m-p).

Loss is the amount of lost distances caused by transferring the user node

from its current assigned facility to the second closest open facility. Loss

is computed for all current open facilities ( fr) and saved in a vector of size

equals to the number of the open facilities (p).

The correction factor extra is the overestimation in the gain or loss values

in the case that the user node does not connect to its second closest facility as

explained in section 3.2. Extra is computed for all fi and fr so that it will be

saved in two dimensioned array of size (number of fi, number of fr). After

computing these three objects, the best pair to swap is determined through

the computation of the maximum profit as seen in section 3.3.2.

3.3.2 Find the Profit and Implement the Swap

Finding the profit from a swap between all candidates fi and fr facilities

is essential to make the highest improvement in the solution. As shown in

algorithm 4, the profit equation 3.4 is applied to all candidate facilities to find

the best pair to swap. The pair of facilities ( fi, fr) that makes the maximum

positive profit is selected.
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Algorithm 3: The gain, loss and extra parameters computation
Input: Short distance matrix between users and facilities
Gain vector values:
forall fi do

forall user nodes(u) do
gain( fi) += max(0, d1(u)-d( fi,u)

end
end

Loss vector values:
forall user nodes u do

forall fr do
if φ1(u) == fr then

loss( fr) += d2(u)-d1(u)
end

end
end

Extra matrix values
forall fi do

forall fr do
if (φ1(u) == fr ) AND ( d(u, fi)< d2(u) ) then

Extra( fi, fr) += d2(u)- max[( fi,u), d1(u)]
end

end
end

Algorithm 4: Compute the profit and find the best pair of facilities to swap
Input: gain( fi) vector, loss( fr) vector and extra( fi, fr) matrix
max profit = 0
forall fi do

forall fr do
profit( fi, fr)= gain( fi)-loss( fr) + extra( fi, fr)
if profit( fi, fr) > max-profit then

Set max profit = profit
Set facility to insert = fi
Set facility to remove = fr

end
end

end
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To implement the swap; the candidate fr is removed from the open facili-

ties group and replaced by the candidate fi. At the same time, the candidate

fi is removed from the closed facilities group and replaced by the candidate

fr.

At this point, a new solution is configured, The values of the d1(u) and the

d2(u) are updated for some user nodes. This led to changes in the gain, loss

and extra values. This means that another pair of facilities might improve the

solution if they are swapped. Therefore, gain, loss and extra values have to

be recomputed to find the new pair of facilities to swap.

Practically, swapping between fi and fr will affect only on the users sur-

rounding this pair of facilities. As shown in figure 3.4, a small number of

users are affected by the swap. Therefore, instead of recalculating the gain,

the loss and the extra values from scratch, they can be updated as seen in

Section 3.3.3. Updating gain, loss and extra values instead of recomputing

them saves computation time which is essential aspect.

3.3.3 Determine the Affected Users

As explained in section 3.3.2, finding the affected users from the swap of

fi and fr facilities is useful to reduce the number of computational processes

for updating gain, loss and extra values.

Because gain, loss and extra values are the summations of each user node

contribution ( as explained in section 3.3.1 ), their values are changed accord-

ing to the affected users contribution. To update gain, loss and extra values

the affected users must be determined first. It can be said that a user node is

affected by a swap of fi and fr facilities if and only if (see Algorithm 5):

•The inserted facility fi is closer to the user node than its current d1(u).

•The inserted facility fi is closer to the user node than its current d2(u).
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Close facility 

Current open facility 

Users node 

Short path between a user node and its closest open facility  

Facility to insert 

 Facility to remove 

Affected user node 

Figure 3.4: The affected users from the swap of fi and fr facilities. Little number from the
total user nodes are affected.

•The removed facility fr is the current d1(u) of the user node.

•The removed facility fr is the current d2(u) of the user node.

3.3.4 Updating the Gain, the Loss and the Extra Values

From Algorithm 3 it can be noticed that the computation of gain, loss

and extra are dependent on d1(u) and d2(u). Since the d1(u) and d2(u) are

changed for the affected users only; the recalculation of gain, loss and extra

for the not affected users will lead to the same results and it takes extra time

to be completed.
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Algorithm 5: The determination of affected users
Input: Set of fi , Set of fr.
output: Determine the affected users.
forall user nodes(u) do

if (φ1(u) == fr) OR (φ2(u) == fr) then
mark the user node as affected
continue
else if (d(u, fi) < d1(u)) OR (d(u, fi) < d2(u)) then

mark the user node as affected
continue

end
end

end

Updating the values of gain, loss and extra for the affected users is carried

out through the following steps:

1. Subtract the contribution of each affected node from gain, loss and extra

values.

2. Update the first and second closest p-median facility to the node (Section

3.3.5).

3. Add the new contribution of affected nodes to gain, loss and extra val-

ues.

The above steps have to be implemented in the same consequent order;

because it is impossible to find the old φ1(u) and φ2(u) that contribute with

the value of the gain, loss and extra after the update of the first and second

closest facilities for the affected user node. As explained in Algorithm 6; the

contribution of the affected user nodes is deleted as in the follwoing steps.

1. Update the loss value by subtracting the contribution of the user nodes

which there φ1 is removed.

2. If the inserted facility is closer to a user node than its current φ1 then

update the gain value by subtracting the diffrence between the distances

of its current φ1 and fi from the current gain value.
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3. If the inserted facility is closer to a user node than its current φ2, then

the extra value should be updated by subtracting the diffrence between

the distances of fi and φ2 from the current extra value.

Algorithm 6: Subtract the old contribution of affected users from gain, loss and
extra values

Input: List of fi , list of fr, list of affected users.
output: Delete the previous cycle contribution of the affected users.
forall user nodes(u) do

if φ1(u) == fr then
loss( fr) -= d2(u) -d1(u)

end
if d1(u,fi) < d1(u) then

gain( fi) -= max(0, d1(u)-d(fi,u))
end
if d1(u,fi) < d2(u) then

extra( fi, fr) -= d2(u) - max(d1(u, f i),d1(u))
end

end

3.3.5 Updating First and Second Closest Open Facilities:

As explained in section 3.3.2 the swap of the facilities makes the φ1(u)

and φ2(u) of the affected user nodes invalid. Therefore, the closest and the

second closest open facilities have to be updated to enable the program from

iterate to find a better solution (if it exists). The information needed to up-

date the first and second closest open facilities, d1(u) and d2(u), are obtained

from the shortest path matrix that has been computed at the beginning of the

implementation.

Resende and Werneck [77] had proven that the update of the φ1(u) and

φ2(u) facilities to the node is a cheap operation for all the mentioned cases of

the affected users (see section 3.3.2). The following steps are implemented

to update the φ1(u) and φ2(u) of a user node as explained in Algorithm 7.

1. If an open facility is closer to the user node than other open facilities,

then set it as φ1(u).
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2. If an open facility is closer to the user node than other open facilities

and does not equal φ1(u), then set it as φ2(u).

Algorithm 7: Update the first and second closest open facility for a user
Input: List of open facilities, shortest path matrix.
output: Update the first and second closest open facility for the user nodes.
forall affected user nodes(u) do

forall open facilities (f) do
if d1(f,u) < d1(u) then

φ1(u) = f
end

end
forall open facilities (f) do

if (d2( f ,u) < d2(u) AND f != φ1(u) then
φ2(u) = f

end
end

end

3.4 Testing the Centralized Approach

The main purpose for implementing this successful and interesting cen-

tralised solution of the p-median problem is to validate the proposed dis-

tributed protocols (described in Chapter 4).

An extensive set of trials has been carried out using different parameters.

These parameters are different topologies with different number of m and p

facilities arbitrarily selected.

Internet-like topology BRITE (Boston university Representative Internet

Topology gEnerator), which is a parametrised topology generation tool [85],

is used to generate the tested topologies.

In figure 3.5, a topology of 1000 nodes in a single Autonomous System

(AS) is used in the trials of observing the cost of the solution, 100 candidate

facilities are randomly selected (m = 100) and 25 facilities of them are opened
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(p = 25). 10 trials with different random seeds are executed. The mean cost

and the standard deviation of these trials shows reduction in the cost of the

solution at each swap of facilities pair, until the best locations of p facilities

among the m potential locations of facilities are found.
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Figure 3.5: Cost of the solution (mean and standard deviation) over 10 trials for N=1000,
m=100, p=25

The other set of trials is implemented on a different number of m (10 trials

on each number (m)).This means different ranges of search spaces are given

to find the optimal p locations within it. Many trials have been implemented

with each value of m. The mean cost and the standard deviation of these

trials show that the total cost of the solution is better (lower) when the area

of choices is more comprehensive (see figure 3.6).

On the other hand, on a fixed range of search (N=1000, m=100) a set of

trials is implemented with different number of open facilities (p = 10 to 50).

As shown in figure 3.7; the cost of the solution (mean and standard deviation)
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Figure 3.6: Cost of the solution (mean and standard deviation) for different ranges area of
search (m) and N=1000, p=25

is reduced whenever the number of open facilities is increased. This is be-

cause the user nodes find open facilities closer to them rather than taken

longer distances when the open facilities number is smaller.

However, on the same set of trials it is noticed that the number of se-

quenced swaps to convergence is increased whenever the number p is in-

creased which means longer time is needed to converge as seen in figure 3.8.

3.5 Summary

This chapter explained one of the essential approaches for solving the p-

median problem. The different parameters that used for solving the prob-

lem were also revealed. The chapter also showed the results obtained from

running the centralised approach which has been used later to validated the

proposed distributed approach (DPM).
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Figure 3.7: Cost of the solution (mean and standard deviation), 10 trials for each number of
open facilities (p) and N=1000, m=100

However, the algorithm experience bottleneck at the presence of data in

one place which infeasible to be implemented in a computer network. There-

fore, distributed solution for solving the p-median problem was proposed as

explained in Chapter 4.
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Figure 3.8: Number of swaps in the solution in different cases of the open facilities, N=1000,
m=100, p = [10 to 50]
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The Distributed p-Median protocol

(DPM)

As it was discussed in Chapter 2, many solutions for the p-median prob-

lem had been suggested. However, all the solutions were achieved via a

centralised approach. This chapter explains the novel proposed distributed

approach to find the p-median locations in computer networks. The pro-

posed distributed formulation is based on the logic of the centralised approach

which is described in (Chapter 3).

4.1 Introduction

This chapter explains, in details, the design and implementation of dis-

tributed p-median protocol to find the near-optimal p locations in a computer

network that optimise a cost function. During the protocol implementation,

the network topology and the data stay intrinsically distributed in the net-

work. The proposed protocol is executed in parallel at all nodes to dissemi-

nate and compute the required information for determining the near-optimal

locations for facilities.
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Given a set U of n users, a set F of m candidate closed facilities and p in-

teger number of facilities which are randomly selected from F to be opened.

The proposed protocol applies an iterative heuristic approach to improve the

initial solution and converges to a local optimum final solution. At each iter-

ation, the protocol gradually builds a distributed view of the network which

agrees for a swap operation in order to enhance the solution. This is enhanced

by inserting a new facility into the solution and removing an open facility out

of it. This operation is repeated by the protocol for a number of cycles until

no improvement can be achieved.

The next sections discuss, in details, the work on the distributed p-median

protocol (DPM).

4.2 An Overview of the DPM Protocol

The main challenge of implementing the protocol in a distributed environ-

ment is the lack of central data that can be used to find the best locations.

Therefore, the DPM protocol is designed to find the required information

from the user nodes and to process that locally and in parallel at each open

facility without collecting the information on a central server. However, be-

fore explaining the working mechanism of the DPM protocol, the notation

used in this protocol are are explained in table 4.1

G(N,E) A topology, where N is the set of nodes and E represents the links between nodes
F Set of potential locations for facilities, where F ⊂ V
U Set of users, where U ⊂ V and U= V \F
p The number of facilities to be opened
m |F |
N Set of nodes in a network (user nodes and facilities nodes)
d1(u) Shortest path in number of hops between a user node and its φ1(u)
d2(u) Shortest path in number of hops between a user node and its φ2(u)

Table 4.1: Notation adopted in DPM protocol
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Suppose a set U of n user nodes, a set F of m facilities and an integer p,

where F ⊂ U and p < m. p facilities are randomly picked up from F to be

opened. Initially, each node does not have any information about the system.

The protocol starts by broadcasting messages from all the facilities in the

network to all nodes. Once each user node receives the broadcast message; it

first stores the message payload, then forwards it to its neighbors until all the

network receives the broadcast information.

From the broadcast messages, the user nodes build a list of the available

facilities with short distances to them and their status (opened or closed), then

the following steps are implemented:

1. Determining the closest open facility.

2. Computes its weight in the network. The weight of the user node is its

cost to join the closest open facility in addition to a list of its cost to join

other facilities in the solution, as will be discussed in section (c).

3. Join the closest open facility by sending the JOIN message with its

weight as a payload.

Each open facility gradually builds a local view from the received join

messages from user nodes, then they perform the following:

1. Collect information about their clusters.

2. Compute its weight.

3. Compute a partial weight for the closed facilities in their clusters.

4. Exchange the required information with other open facilities.

After exchanging the open facilities information, the same global view

of all network clusters is configured at each open facility. Thus, the same
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decision is taken in all open facilities to swap one of the open facilities with

one of the candidate facilities to open in a way that the overall cost of the

solution is reduced.

After the facilities swap, the user nodes find a new open facility (if it

is changed) and join it. The open facilities, update their local information

accordingly in order to find another pair of facilities to swap.

These processes (facilities swap, join of user nodes to their closest open

facilities, update the facility information and exchange the local information

among the open facilities) are consequently repeated in order to improve the

solution until the solution converges and the final median locations for the

facilities are found.

4.3 The DPM Protocol

To simulate the DPM protocol, a topology G= (N, E) is given to the sim-

ulator as an input. The DPM protocol also assumes the following inputs:

1. A set U.

2. A set F of m candidate facilities.

3. An integer number p.

p open facilities are randomly chosen from F to be opened as an initial

solution, where p < m. The DPM protocol is implemented in a network envi-

ronment, where nodes work asynchronously. Therefore, the implementation

is made in consecutive phases to prevent overlapping in their functions and

to make sure that the correct decision is taken. Three phases are designed to

implement the algorithm as follows (figure 4.1 shows the graphical view of

the protocol phases).
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Figure 4.1: A graphical view of the DPM protocol phases. It consists of three main phases:
in phase 1, facilities information are disseminated over the network and user nodes join their
closest open facilities. Phase 2, finding the best pair of facilities < fi , fr > to swap. Phase
3, implement the swap by closing fr and opening fi. Phase 2 and 3 are repeatedly executed
until convergence to a local optimum and no more swaps can improve the solution.
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1. Phase 1: initialisation and information collection

The DPM protocol is started by making the open and closed facilities

to advertise themselves via sending broadcast messages holding the re-

quired information to the nodes surrounding, as shown in Figure 4.2.

On the other hand, the user nodes determine their closest facilities from

these messages. The user nodes are clustered around the open facilities

by joining up the closest open facility. The open facilities collect the

information from their join users and compute the local weight of the

clusters.

2. Phase 2: Computing the best pair to swap

In this phase, the current open facilities exchange the local information

of the clusters to build a distributed global information of the network.

Based on the global information; each open facility determines the best

pair < fi , fr > to swap, the same decision for swap is taken in all open

facilities.

3. Phase 3: Implementing the swap and synchronize

Once fi and fr are determined; the open facilities in this phase imple-

ment the swap as in the following steps:

(a) fr notifies the candidate facility ( fi) to be opened about the swap.

(b) fr notifies all the user nodes in its clusters about the swap.

(c) All other open facilities notify their user nodes about the swap.

(d) The candidate fi changes its status to open and the candidate fr

changes its status to close.
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However, when the user nodes are informed about the swap, one of these

two possible actions may take place:

(a) If fi is closer to the user node than to its current open facility; the

user node leaves its current facility and joins fi.

(b) If fi is closer to the user node than to its second closest open fa-

cility; the user node updates its record. The user record contains

information about all facilities (opened and closed) in the network.

At this point, the open facilities transit to phase 2 to determine another

pair of facilities to swap.

4. Convergence state:

While there are no more swaps that can improve the solution, all the

facilities transit to this state and the solution is converged in local opti-

mum.

Section 4.4 explains the details of the algorithms that implement the DPM

protocol phases.

4.4 Implementation of the DPM Protocol

This section outlines the implementation of the DPM protocol. The DPM

protocol is implemented in a fully distributed and asynchronous environment.

To implement the DPM protocol; the PeerSim [86] network simulator is

adopted. PeerSim is a Java-based discrete-event peer to peer simulation tool.

It allows simulation of a large size of the network on different configurations.

In addition to its ability to observe the needed information in the nodes of the

simulated graph, it keeps track of the messages between the facilities and the

user nodes; this helps to analyse the results of the suggested protocol.
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 Closed facility  

 Current open facility 

 User node 
 Advertise message from each facility to all user nodes 

Figure 4.2: Facilities Advertisement: all the facilities ( fi and fr) send a broadcast message
to all nodes. Message payload:< FID, Distance and Status >

The sections below explain the details of the phases to implement the

DPM.

4.4.1 Phase1: Initialisation and Information Collection

As mentioned previously; the main aim of the protocol is to minimize the

cost of the solution. The first step to achieve this goal is to find the shortest

path between the user nodes and the facilities.

As shown in algorithm 8, all the facilities (currently opened or candidate

facility to be opened) broadcast an advertising message called a BROADCAST.

Through this message, each facility announces itself. The message payloads

are the facility ID, the facility status, the distance which is initialised at zero

and source of the message (the node ID that the message comes from).

From the broadcast messages, each user node builds a view about the fa-

cilities in the network. The view about the facilities is not only about which
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facilities are around the user node, but also about the shortest distance to the

facility as well as the status of the facility (opened or closed) as shown in

figure (4.3).

The shortest distance and the status of the facilities are essential for the

user node to compute its weight, then to join the closest open facility. The

details of these functions are described in the following.

(a) Build a user partial view

As aforesaid at the beginning of the DPM implementation, each node

does not have any information about the network. To join the clos-

est facility; the user nodes need to know the distances to the facilitates

around them. Therefore, at the beginning of this phase, user nodes are

kept waiting until receiving the facility broadcast messages.

As soon as a user node receives a broadcast message; it starts building

its local user record from the broadcast message information.

As shown in figure 4.3, the local user record is built by extracting the

information from the broadcast message payload. This information in-

cludes the ID of the facility that sends the message, the shortest distance

to the facility and the status of the facility (opened or closed). The short

distance to the facility is computed as in this section (b).

(b) Building the short distance to a facility

Finding the shortest distance from the facilities to the user node is com-

puted during the travel of the broadcast message through the network.

The BROADCAST message propagation is started from the facility, the

facility sets the distance field to (one) and sends the message to all neigh-

bors. As explained in algorithm 8, there are two possible recipients of
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Figure 4.3: User local record, each user node build its local table from the receiving broadcast
messages, which contain the facility ID, the short distance to the facility and the status of the
facility

the message, while the message transmits over the network, either a

user node or a facility node.

In the case of user node recipient, it implements the following steps:

(a) If this message comes from a new facility, (the first BROADCAST

message reaches the user node from this facility), the user node

records the message payload in its local record.

(b) Increments the distance field of the message by 1. This is in view

of the fact that the distance is measured in the number of hops and

the message becomes one node far from the advertised facility.

(c) Sends the message to the neighbors except the forthcoming source

of the message.

The other case is when the recipient of the message is a facility node

(opened or closed), it implements the following steps:
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Algorithm 8: Phase1 initialisation and information collection, all the facilities send
BROADCAST messages < FID, D, status > to all nodes. The user nodes build
summarised view about the facilites in the network.

forall facilities (open and closed) do
Send a facility broadcast mesaage m < FID, distance =1, status > to all
neighbors

end

At the event a facility BROADCAST message is received at a user node:
if the m.fID is not in the user record then

Add the message payload to the user local table
Forward the message to all neighbors except the source
else if the m.distance field < the current record.distance then

Update the local table
m.distance ++
Forward the message to all neighbors except the source
else

Drop the message /* The same message come from a longer path*/
end

end
end

At the event a facility BROADCAST message is received at a facility node:
if the m.fID != the facility ID then

m.distance
Forward the message to all neighbors except the source
else

Drop the message /* The message of the same facility */
end

end

(a) If the message facility ID equals the current ID facility (which

means the same advertised message of the facility, but it has reached

the node from a different neighbor). Then the facility drops the

message. Otherwise, implement steps 2 and 3.

(b) Increments the distance field of the message by 1.

(c) Sends the message to all other neighbors except the source that the

message from which it comes.

As noticed from the third point of both cases; the broadcast message is

propagated to all user nodes around the facility. Therefore, the user node
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may get the same advertised message from different paths. For this

reason, the user node compares the distance field of the received mes-

sage with the corresponding distance field of the same facility in its local

record.

If the message comes from a shorter path, as shown in figure 4.4, then

the distance field is updated before sending the message to the neigh-

bors. Otherwise, the message is dropped.

 

Advertise message 

from path A  Same advertise 

message from path B 

Figure 4.4: A user node receives the same broadcast message but from different path. It is
true that path A is longer than path B, however, the message might reach the user from a
longer path due to the network traffic

At the end of this stage, the user node has received different broadcasting

messages from different facilities or from the same facility but from

different paths. The local user record is built, and each user node has

the following information:

(a) The list of the available facilities in the network.

(b) The shortest distance to reach each facility.
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Figure 4.5: The user nodes receiving broadcast messages. While there are no more messages,
the user nodes determine the closest open facility and join it.

(c) The status of the facilities (opened or closed).

The user node is now preparing to join the closest open facility as ex-

plain in this Section (c).

(c) Join the closest open facility

The user nodes are constantly updating their local record as they are

receiving new broadcasting messages as explained in section (a). How-

ever, if there are no more broadcast messages, a user node will wait for

number of cycles in order to decide that no more such cases are pre-

sented, see figure 4.5.

It is difficult to determine the end of the BROADCAST stage. All facility

nodes need to determine the correct moment to stop flooding identifica-

tion messages. Moreover, user nodes also need to regulate the same time

point to transit to the closest facility selection procedure. Because of the

decentralisation environment of the network; each node in the system

must determine the end time point of the BROADCAST stage, based on

local information and using a decentralised mechanism.
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The endpoint of the BROADCAST stage is the time required when each

node in the system has achieved a global convergence on the number of

facility nodes and a shortest distance from a user node to every facility

node. Ideally, each node has to detect global convergence using local

information without any centralised server or coordinator. The local de-

tection of global convergence requires a flexible and robust mechanism

that can estimate the required time period for all nodes in a system to

converge [87]. The DPM uses a cycle counter γ to express for the time

period of convergence in each node.

The local value of γn in each node n is initially set to 0. Furthermore,

γn is reset to 0 at each time the node n receives a BROADCAST message

and finds out new information in it. An update becomes necessary for

the local facility cache. However, in the case a user node receives a

BROADCAST message, that does not carry any new information, γn is

then increased by 1. In this way, the increment of γn is interrupted each

time an update is applied until no new information is received. The

continuous increment of γn over several consecutive cycles, in such a

case, is interpreted as a local detection of convergence.

However, the global detection of convergence what must be obtained

locally. The detection of global convergence at each node n is achieved

locally when γn exceeds a predefined threshold of Γ. The threshold Γ

is the time (in number of cycles) required, for all nodes in the system,

to achieve global convergence. The determination of Γ depends on the

network size, network topology, communication latency and other fac-

tors.
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Although Γ can be computed during a network setup using decentralised

routing protocols or traverse search algorithms; a simpler method is used

to determine Γ for various system sizes in the simulations of the DPM.

The method is a function of network diameter in the number of hops to

cycle-length of the simulations. However, Γ is computed as follows:

Γ = D×L÷CL, (4.1)

where D is the network diameter in a number of hops, L is the maximum

communication latency in a time unit, and CL is the cycle length in a

time unit.

The network diameter D is the shortest distance between the two most

distant nodes in the network. Typically, it is the longest distance in a set

of shortest distances among nodes in a network. D represents the lin-

ear size of a network. Practically, various network sizes with a random

topology are used in the simulations. The centralised Dijkstra procedure

is used to approximate the average network diameter D for typical net-

work sizes. Figure 4.6 illustrates examples of different values of D in

different network sizes.

At this point, the user node is considered to have all the required infor-

mation to compute its weight in the network.

The weight of the node is the cost of a node in the current state of the

solution and its cost if its current open facility swapped with any of the

candidate fi. To cover the possible cases of the solution update; each

user node computes the following:

1 The cost of a user node if φ1(u) is removed. Because the algorithm

considers that the user node will connect to its second closest fa-
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Figure 4.6: Typical diameter values in different network sizes

cility φ2(u) if φ1 is removed; the user node costs the solution the

additional number of hops from φ1 to φ2. This loss in the cost is

computed according to equation (4.2)

userloss( fr) = d2(u)−d1(u) (4.2)

2 The cost of a user node when a candidate fi is inserted closer to the

user node than its current closest open facility, then the user node

will gain a number of hops. This number represents the difference

in distance between its current closest open facility and the candi-

date fi. This gain can be computed according to equation (4.3)

usergain( fi) = max [0,(d1(u)−d(u, fi))] (4.3)

3 The cost of a user node when a candidate fi is inserted closer than

the second closest facility while the first closest facility of the user

is removed. In this case, the user node will join to fi instead of
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its second closest facility. Moreover, it gains the distance from the

second closest facility to fi. This is computed according to equation

(4.4).

userextra( fi, fr) = d2(u)−max[d(u, fi),d1(u)] (4.4)

After calculation of these three values; the user node sends a join mes-

sage to the closest open facility. The join message payload is the loss

value of the user, the gain vector of the user, and the extra vector of the

user.

As shown in figure 4.7, at the event of receiving a join message; the

open facility updates its local record as follows:

1 Add the loss value of the user to the local facility value.

2 Add the gain vector of the user to its corresponding facility gain

vector.

3 Add the extra vector of the user to its corresponding facility extra

vector.

After joining of the users; the open facility transits to phase2 and starts

collecting the global information about the solution, as explained in

section(4.4.2).

4.4.2 Phase2: Exchange the Necessary Information and Find the Best

Pair to Swap

At the transition point of the open facility to phase 2; the cluster loss( fr)

value becomes fully computed while both of cluster gain( fi) and cluster

extra( fi, fr) values are still partially computed. The partial computations of
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Figure 4.7: The open facility build a cluster knowledge from the JOIN messages of the user
nodes

gain and extra are attributed to their values which consist of contributions of

users from different clusters. Therefore, the open facilities exchange their

local information to build the global information upon the network.

The exchange message payload is the cluster loss, the cluster gain, and the

cluster extra. As shown in figure 4.8; when the facility receives the exchange

message, it implements the following steps:

1. Collects the cluster loss( fr) values to build a global loss vector of size p

(number of open facilities).

2. Adds the local cluster gain vector to its corresponding facility gain.
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Figure 4.8: Exchange the open facilities local information and build a global view about the
network

3. Collects the cluster extra vectors of the exchange messages in order to

make the global extra matrices of size( fi, fr).

When the number of the received exchange messages reaches to (p-1), as

explained in figure 4.9, it means that the facility has received all the exchange

messages, and all the required information to find the best available pair of

facilities to swap.

The open facilities apply the profit equation (3.4) for all the candidate

facilities. The pair of facilities ( fi, fr) that make the highest profit is chosen

to swap.

After completing the determination of fi and fr; the facilities transit to

phase 3 to implement the swap.
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Figure 4.9: Facility exchange message flowchart
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Algorithm 9: Phase 2, the open facilities exchange the local information and build a
distributed global view about the solution. The same best pair of candidate facilities
< fi , fr > to swap are determined in all open facilitates.

Set counter to zero
p is the number of open facilities in the solution
max profit = 0
candidate fr = null
candidate fi = null
forall open facilities do

send the local information record to all other open facilities
end

At the event receive FACILITY EXCHANGE message
Add the message payload to the global table
counter++
if counter == (p-1) then

for all fi in the global facility record do
for all fr in the global facility record do

compute profit ( fi , fr)
if profit > max profit then

candidate fr = fr
candidate fi = fi

end
end

end
end

4.4.3 Phase 3: Swap Implementation (if available)

After determination of fi and fr; all open facilities are transited to phase

3. As shown in algorithm 10, fi and fr are swapped in this phase through

actions from both of them. The candidate fr start the swap process through

the implementation of the following steps:

1. Inform the candidate fi to open by sending a CHANGE STATUS message.

When fi receives this message; it changes its status to open and accepts

the join messages from the user nodes.

2. Inform the users in its cluster about the swap by sending a SWAP < fi,

fr > message. As explained in algorithm 10, if the inserted facility is

closer to the user node than its current φ2; then the user will join to fi.
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However, If the inserted fi is closer to the user node than its current φ2;

then the user node will update its local record to become correct, since

it will be used in the next iterations.

Algorithm 10: Phase 3 implements the swap, the fr sends two types of messages,
the first one to tell fi to open and the second one is to inform the user nodes in its
cluster about the swap. The user nodes find the closest open facility and join it.

if This Facility == fr then
facilty.status = close
send message CHANGE STATUS to fi
forall Users in the fr cluster do

Send a SWAP < fi, fr > message
end

end

At the event receive message CHANGE STATUS:
facility.status = open

At the event receive a SWAP < fi, fr > message:
Update the local user record
if fi closer than φ2 then

Join the closest open facility
else

Join φ2
end

end

The current open facilities in the system inform the user nodes in their

clusters about the swap by sending an UPDATE SOLUTION < fi, fr > mes-

sage. If fi is closer to a user node than its current open facility, then the user

is disconnected from their current φ1 and joins fi.

When a user disconnects from a facility, the facility has to update its

cluster local information by subtracting the user contribution from the clus-

ter loss, cluster gain and cluster extra values. However, since the user con-

tribution is directly added to the local cluster values of the facility; it is im-

possible for the facility to determine a specific user contribution. Therefore,

the user sends its old contributions to the facility with the disconnection mes-

sage payload, as explained in algorithm 11. Otherwise, the user node updates
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its local record. The update of user local record is helpful in making the de-

cision of the next iterations. At the end of phase3, all the open facilities are

back to phase2.

Algorithm 11: Cluster information update, each open facility inform their user
nodes about the swap to update their local table information and connect to their
closest open facility (if it is changed) after disconnect from their current open facil-
ity.

if Facility.status == open then
forall Users in the facility cluster do

Send message UPDATE SOLUTION < fi, fr >
end

end

At the event receive message UPDATE SOLUTION < fi, fr >:
if fi closer than φ1 then

send message DISCONNECT < usergain, userloss, userextra >
Join the fi facility
else

update the user local table
end

end

At the event receive a DISCONNECT < usergain, userloss, userextra > message:
clustergain -= usergain
clusterloss -= userloss
clusterextra -= userextra

The solution at this stage is reconfigured. Accordingly, the weight values

of the clusters are changed. This might lead to find a different pair of facilities

to swap in a way that can improve the solution. The process is repeated

from phase 2, and the solution keeps losing cost until reaching the best status

among the candidate locations of facilities.

4.4.4 Convergence State

The convergence is the termination state of the DPM protocol. It means

that the solution can not find better locations among the candidate locations

of facilities.

The open facilities are transit at this state. They stop trying to improve
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the solution when they fail to find a profit by swapping any of the candidate

facilities to open with one of the current open facility.

4.5 Summary

This chapter has presented the design and the implementation of a novel

protocol (DPM) for addressing p-median locations in a computer network,

not only without previous knowledge about the network but also without col-

lecting the network data in a specific central node or a server.

The proposed protocol has been implemented in three phases to build a

global view of the network and to address the near-optimal location for facil-

ities.

During the first phase, all facilities broadcast an advertising message and

the open facilities build up a local view about their clusters. In the second

phase, the open facilities have exchanged the information to build a global

view about the network and to determine the pair of facilities (open and

closed) that can make the most profit when they swap. While the third phase

implements the swap between the selected facilities. The second and the third

phases are repeatedly implemented to enhance the solution until convergence.

Chapter 6 presents detailed analyses of the experimental results of the

DPM protocol, and a comparison with the classical clustering method of net-

works (described in chapter 5).
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A Distributed Approach Based on the

k-medoids Algorithm (KM)

5.1 Introduction

In this chapter, one of the main contributions of this work is presented, the

KM approach. The inspiration for this approach comes from a fundamental

logical concept of the k-medoid clustering algorithm.

Given a topology G(V,E), a set U of n users and a set F of m facilities,

where F ∪ U = V. The protocol aims to place k facilities from F such that the

total distances from the users to the placed facilitates are minimised.

Initially, k facilities are randomly chosen from F to be opened, the KM

approach clustered the network to k clusters according to the short distance

from the user and close facility nodes to the closest open facility (medoid).

Thereafter, each cluster updates its medoids dependently and synchronised

with the other clusters. After the update synchronisation, if the closest open

facility to a node is changed, then the node joins the new closest one. The

updating of both clusters medoid and user nodes connection are iteratively

continued until no better locations for the medoids can be found in all clus-

ters.
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Because of its similarity to the DPM in applied of heuristic iterative ap-

proach to improve the solution and in forming clusters based on the short

distance between the user nodes and the open facilities node; the KM proto-

col has provided an interesting comparative analysis for the obtained results

from the DPM protocol.

This chapter begins with the definition of the k-medoids algorithm. Then

it follows with the design of the KM protocol in the distributed network and

the splits of the protocol functions in several phases to overcome the asyn-

chronous implementation in the network. Finally, the details of the protocol

algorithms and the steps of finding the best location for the medoids are de-

scribed.

5.2 k-Medoid Algorithm Definition

Generally, the k-medoid is a clustering algorithm, which aims to cluster a

set of objects into k number of clusters [88] [89] [90]. Same as the proposed

p-median solutions, the target of the k-medoid algorithm is to cluster the net-

work in a way that the overall cost of the solution is minimised, in addition,

the solution of the k-medoid algorithm is actual data points. The other sim-

ilarity with the p-median problem is that the k-medoid also use the heuristic

to iteratively process until convergence [89].

In the k-medoid clustering algorithm, the objects are clustered around

medoids, the most centrally located object of the cluster, such that the to-

tal distance for the travelling of user nodes is minimised [91][92]. To achieve

this aim, the user nodes are clustered according to the shortest distance to the

closest medoid (open facility node).
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As described in the algorithm 12 [93], the classical k-medoid algorithm

is started by arbitrarily selection of k number of nodes to form the initial

clusters. The other nodes join its closest medoid forming k clusters based

on the shortest path. After that, at each cluster, iteratively, a random node is

selected and its overall cost is computed. If it is found less than the current

medoid; then it will swap with the medoid. Clustering quality is progressively

improved in each repetition until converging in a local optimum.

Algorithm 12: Classical k-medoids clustering algorithm.
Input:
N: a topology containing n nodes.
k: the number of clusters.
Output:
A set of k clusters.
Method:
Arbitrarily choose k nodes in N as the initial representative seeds (medoids).
repeat

Assigning each node to the cluster with the nearest medoid
Randomly select a non-representative object oi
Compute the total cost, S, of swapping the medoid m with oi
if S < 0 then

swap m with oi to form the new set of k medoids
end

until convergence

5.3 An Overview of the KM Approach

The KM approach is proposed to address the near-optimal locations for

facilities in a computer network based on the concept of the k-medoid clus-

tering algorithm. The KM protocol is designed to be implemented in a dis-

tributed network environment, without a predefinition for the network topol-

ogy. During the implementation of the KM protocol, the data of the network

stays trifling in the nodes, and the user nodes or the closed facility nodes

are gradually clustered around their closest open facilities (medoids) of the

clusters.
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Given a set N = { node1, node2, ..., noden} of n networked nodes and a

set F = { f1, f2, ..., fm} of m candidate facilities. The KM protocol starts

by randomly selecting k facilities from F to be opened. Thereafter, the user

nodes and the closed facilities are connecting to the closest open facilities

forming k clusters.

After clustering; the open facilities find the best location among the can-

didate locations within its cluster. The best location for a facility to be open

is that can achieve the minimum total cost of the user nodes in the cluster.

All clusters are updating their medoids synchronously by swapping them-

selves with the best candidate closed facilities. The medoid informs the nodes

in their cluster about the swap, and also informs the medoids of the other

clusters about the cluster update. The user nodes and the closed facilities are

connecting to their closest medoids if it is changed. Thereafter, all the new

medoids are updating their information according to the new clusters.

Updating the medoids and reconfiguring the cluster are continued until

converging to a local optimum and no more new set for the medoids in all

clusters to be updated.

To implement the KM protocol, each facility starts sending a broadcast

message to show their presence to the other nodes in the network. The closed

facilities and the user nodes are gradually built a summarised view about

the available facilities in the network. The summarised view is the list of

the available facilities with their cost and the status of the facilities in the

network, as shown in figure 5.1.
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Figure 5.1: Phase1 in the KM protocol, closed facilities and user nodes build a summarised
view about the solution from the broadcast messages

While there are no more broadcast messages, the user nodes and the closed

facilities nodes send JOIN messages to their closest open facilities. From the

JOIN messages, each open facility (medoid) computes the weight of its clus-

ter. The weight of the cluster is the total cost of the joining users. Moreover,

the medoid computes a list of weights of the cluster in case that any of the

closed facilities in its cluster is opened. The closed facility that achieves the

minimum cost for the cluster is chosen to be placed as a new medoid of the

cluster.

The KM protocol is designed in three main phases in order to overcome

the synchronisation problems of the network distributed feature. Each phase,

implements a set of functions before synchronisation (if required ) among

nodes and transits it to the next phase. In section 5.4 the model of the KM

protocol and its phases are described in more detail.
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5.4 The KM Protocol

To simulate the KM protocol, a topology G= (N, E) is given to the simu-

lator as an input. The KM protocol assumes the same inputs as of the DPM

protocol (see Section 4.3), where k = p.

To overcome the asynchronous problem of the distributed environment;

the KM protocol functions are separated into three phases. All the medoids

are synchronised at the end of each phase. The functions of each phase are

described as follows:

1. Phase 1: Information dissemination and clusters configuration

This phase is started by the announcement of facilities about their lo-

cations. The facility announcement is to send its information through

BROADCAST messages to the other nodes in the solution informing them

about its location and its status (opened or closed).

At the event of receiving a BROADCAST message; the user or closed fa-

cility node gradually builds a summarised view of the available facilities

in the network. Thereafter, they join their closest open facility forming

a cluster around it as shown in figure (5.2).

2. Phase 2: Find the best pair to swap

In this phase, the medoid of each cluster evaluates all the candidate fa-

cilities to open in its cluster by computing a weights list of all closed

facilities as shown in Figure 5.3. The weight of a closed facility in a

cluster is its cost if it is opened instead of the current medoid of the

cluster.

The closed facility ( fi) that makes the minimum cost is compared with

the current medoid cost, if the candidate facility to open ( fi) cost is lower
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Figure 5.2: User and closed facility nodes are joining their closest open facility. The open
facilities build a table from all closed facilities in their cluster in preparation for computing
the closed facilities cost

than the medoid cost, then the solution is updated as described in phase

3. Otherwise, it may fall in local optima and can not find a better solu-

tion.

3. Phase 3: Update the medoids of the clusters

This phase implements the swap between the current medoids and the

determined facility to be medoid in phase2. The swap is implemented

through the following steps:

(a) From the medoid site

i. Inform the candidate facility to insert about the swap.

ii. Inform the other closed facilities in the cluster about the swap.

iii. Inform the user nodes in the cluster about the swap.

iv. Inform the other medoids in the network about the swap.

(b) The user node site:

When the user node has notified about a swap; it does not join the

new medoid directly. However, it determines the closest medoid
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Figure 5.3: Computing the cost of all fi in the cluster through the summation of fi cost in all
user nodes in the cluster

from the local user record, even if it is from another cluster, and

joins it.

The medoid informs the user not only about the swap in its cluster,

but also about the swaps occurred in other clusters.

(c) from the closed facilities site:

Same as for a user node; each closed facility waits for the swap

messages, it determines the closest medoid then joins it.

(d) The medoid of the other clusters:

The medoid of a cluster informs its user about the update of the

other clusters to enable them updating their local record tables and

joining the closest available medoid to them.

All the medoids are back to phase 2. The steps in phase2 and phase3 are

repeated until convergence.
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Figure 5.4: The main functions of the nodes during the phases of the KM approach

4. Convergence

When a medoid does not find a better closed facility in its cluster to

swap with it nor does it receives an update message from other clusters;

the protocol is converged in a local optimum.

Figure 5.4 shows the main functions of all KM phases.

5.5 The Implementation of the KM Protocol

This section explains the details of the KM protocol implementation in-

cluding the algorithms and the phases procedures. As mentioned in section

5.4, the KM protocol is implemented in three successive phases in order to

control the asynchronous behaviour of the network nodes.
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The PEERSIM simulator [86], which is a Java-based discrete-event P2P

simulation tool, is used to test the protocol with different sizes of topologies

and on different configurations as described in chapter 6.

The details of the phases implementation are described in the following

sections:

5.5.1 Phase1: Information Dissemination and Clusters Configuration

In this phase, the user nodes and the closed facility nodes have to be clus-

tered around their closest medoids. To implement the clustering; each user

node and closed facility node must know the short distance to the medoids

for joining the closest one.

Therefore, all the medoids and the candidate facilities to be medoids must

announce about themselves at the beginning of this phase by sending a BROAD-

CAST message to all nodes in the system as shown in algorithm(13). Within

the BROADCAST message the short distance to the facility is built.

The KM protocol BROADCAST message is similar to the DPM protocol

(see section (4.4.1)). However, building a view about the medoids from both

the user nodes and the facility nodes, in addition to the joining procedure are

differed from the DPM protocol, as described below.

(a) Built a User View

Since the KM protocol is implemented in a distributed environment;

each user node will gradually discover the facilities around it from the

received broadcast messages. As shown in figure 5.1, when the user

node receives the broadcast message; it builds a local user lookup table.

The user lookup table is a local table of each user that contains records

for all facilities in the network. The record of each facility contains a

summarised information about the facility ID, the short distance to the
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Algorithm 13: The information about all facilities are disseminating to the net-
work. User and closed facility nodes build a summarised view about the available
facilities in the network

forall f acilities (open and closed) do
Send a facility broadcast message m <FID, distance =1, status> to all neighbors

end

At the event receive a facility broadcast message at user node:
if the m.fID is not in the user local table then

Add the message payload <FID, distance, status> to the user local table record
m.distance ++
Forward the message m to all neighbors except the source
else if the m.distance < the current fID.distance then

Update the local table
m.distance ++
Forward the message to all neighbors except the source
else

Drop the message /* The same message has received from a longer
path*/

end
end

end

At the event receive a broadcast message at an open facility node:
m.distance ++
Forward the message to all neighbors except the source

At the event receive a broadcast message at a closed facility node:
if m.fID is not in the local facility record then

Add the message payload <FID, distance, status> to the user local table record
Forward the message to all neighbors except the source
else if the m.distance < the current fID.distance then

Update the local table
Forward the message to all neighbors except the source
else

Drop the message /* The same message has received from a longer
path*/

end
end

end
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facility and the status of the facility (opened or closed). See table (5.1)

Node ID f ID f ID f1 ID f ID f2 ID f ID - - - - - - fn ID
d d d d d d - - - - - - Short distance
closed closed opened closed opened closed - - - - - - Status

Table 5.1: User node and closed facility lookup table: This table is built during the receiving
of broadcast messages forming a summarised view at the nodes available as facilities in the
network

(b) Built a Closed Facility View

The closed facilities on the other hand, do not only broadcast the adver-

tised messages, but also they built a summarised view about the avail-

able facilities in the network. As shown in algorithm 13, each closed

facility builds its facility lookup table which, as the user node, contains

a list of open facilities in the solution with their short distances, in addi-

tion to their statuses as shown in table (5.1).

(c) Join the Closest Medoid and Clusters Configuration While the user

nodes and the closed facilities nodes receive the advertised messages;

they keep updating their local tables until no more new messages are

coming. As mentioned earlier, because the implementation of the proto-

col is in a distributed network; the end of the advertising stage should be

distinctly determined to enable all the nodes to make the right decision

by connecting to their closest medoids.

If a message from the closest open facility to a node is delayed and the

node receives an advertisement message from other facilities, then it

may join the wrong medoid. To overcome this problem; all the nodes

must wait for a number of cycles after receiving the last message. The

same procedure in the DPM protocol for waiting a number of cycles to

join (Section (b)) is also adopted in this protocol. The number of cycles

to wait is based on several factors to make sure that all the messages
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reached their destinations. These factors are the diameter of the network

and the maximum communication latency and the cycle length. Based

on these factors, equation 4.1 in Section 4.4.1 is applied to determine

the number of cycles to wait before determining and joining the closest

medoid.

While there are no more new advertisement messages; the user nodes and

the closed facilities determine their closest medoid (as shown in algorithm

14) and send a JOIN message to it.

Algorithm 14: Select the closest open facility
Initialise cost =Max integer number
Initialise closest-open-facility =null
forall facilities in the facility lockup table do

if facility.status == open then
if facility.cost < cost then

cost = facility.cost
closest-open-facility = facility.FID

end
end

end

In the JOIN message each of the users node and the closed facility node

sends the list of the facilities and their corresponding cost to the medoid.

At the event of receiving a JOIN message; the medoids builds a medoid

lookup table which contains a join list information about both closed facilities

and user nodes in its cluster.

While there are no more JOIN messages all the medoids transit to phase2

and determine the best pair to swap as described in section (5.5.2).

5.5.2 Phase2: Find the Best Pair to Swap

In this phase, each medoid computes the weight of the cluster as shown

in Algorithm 15. From the medoid lookup table each medoid computes the

80



Chapter5

weight of its cluster by summation the cost of the joining users as in equation

(5.1).

Algorithm 15: Compute the cost of the cluster
Initialise cluster cost =0
forall users in the medoid lookup table do

cluster cost += user.cost
end

Moreover, the open facility computes the cost of all closed facilities in the

cluster. As shown in the Algorithm 16, the cost of a closed facility is com-

puted by summation of the cost of the facility from all joining users records

in the medoid lookup table, as in the equation (5.2).

cost(cluster) = ∑
u: joinUsers

cost(u) (5.1)

Form the computed weights; each medoid determines the best candidate

closed facility to be a medoid. The closed facility that makes the minimum

cost among other facilities in the cluster will swap with the medoid, as can

be seen in phase3.

Algorithm 16: Compute the cost of the closed facilities in the cluster
Initialise cost vector =0
forall closed facilities fi in the medoid lookup table do

forall users in the medoid lookup table do
cost vector[fi] += user.fi.cost

end
end

After the determination of the new medoids in all clusters; all the facilities

transit to phase3 to implement the swap (see section (5.5.3)).

cost( fi) = ∑
u: joinUsers

cost( fi) (5.2)
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5.5.3 Phase3: Updating the Medoids of the Clusters

In this phase all clusters update their medoids. Obviously, the cluster is

updated if and only if a candidate fi’s cost is less than the current cost of the

medoid.

All clusters update their medoids dependently and in parallel. The update

process is implemented as following:

1. The medoid inform the candidate fi with the swap by sending a CHANGE

STATUS message. As shown in Algorithm 17, at the event of receiv-

ing the CHANGE STATUS message; the fi changes its status to open and

be ready for receiving join messages from the user and closed facility

nodes.

Algorithm 17: phase3 update the solution, the current medoid is closed and the
determined fi is opened. All the user nodes in the cluster are informed about the
swap as well as the other medoids in the solution are informed

if This is facility == fr then
facility.status = closed
send CHANGE-STATUS message to the fi
send SWAP <fi,fr> message to the join users and closed facilities to inform them
about the close decision

send CLUSTER-UPDATE<fi,fr> message to the other open facilities in the
solution

phase = phase2
end

At the event a SWAP<fi,fr> message:
update the user local table
determine the closest medoid
join the new closest medoid

At the event CHANGE-STATUS message
facility.status = open

At the event facility CLUSTER-UPDATE
update the facility local table
inform the user nodes about the update
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2. The medoid inform the users and other closed facilities in its cluster

with the swap by sending them a SWAP( fi, fr) message. The user and

the closed facility nodes update their local table by changing the status

of fi to open and the status of fr to closed, determine a new closest open

facility to them and join it.

3. The medoid informs the other open facilities in the system with the

swap by sending CLUSTER UPDATE( fi, fr) message to the medoids of

all other clusters.

At the event of receiving CLUSTER UPDATE( fi, fr) message; the medoid

informs the user and the closed facility nodes in its clusters about the

swap.

As described in Algorithm 18, when the user or the closed facility nodes

receive the CLUSTER UPDATE( fi, fr) message; They update their local

lookup table and join their closest medoid.

4. Finally, the fr medoid node releases all resources, change its status to

closed, and runs the protocol using closed facility procedure.

Algorithm 18: CLUSTER UPDATE ( fi, fr) message. The user node updates their
local lookup table and join their closest medoid.

Local record . fi. status = opened
Local record . fr. status = closed
if fi. distance < medoid.distance then

Disconnect from the medoid
Join fi

end

Due to the dissemination of swap information of each cluster to all other

clusters, it becomes possible for a clusters nodes to choose and join an open

facility that belongs to another cluster if it is closer to them than the current
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medoid and, therefore, forming a new cluster with the newly selected medoid

node. From that, the system clusters may be dynamically reconfigured to

address the changes in one cluster.

All the medoids (open facilities) are then transited back to phase 2 as

shown in Algorithm 17 to find another best solution in its new clusters.

5.5.4 Phase 4: Convergence

Phase2 and phase3 are repeatedly implemented and the cluster medoids

are updated continuously until no more new update messages are sent; the

facilities are transited to convergence phase, and the algorithm is terminated

in a local optima solution.

5.6 Summary of the chapter

This chapter has introduced a proposed solution (KM protocol) for ad-

dressing the near-optimal location of facilities in a computer network. The

KM protocol clusters the network into k clusters according to the short dis-

tance between the user nodes and the k open facilities. The KM protocol

using a meta-heuristic methods to deal with each cluster separately and in

parallel finds the medoids of the clusters.

The KM protocol inspiration comes from the k-medoid clustering algo-

rithm which is found similar to the proposed distributed p-median protocol

(DPM) in clustering the network and some other parameters. Therefore, it

is found to be an interesting environment for comparison with the proposed

DPM. It is true that the KM protocol also uses the meta-heuristic methods
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for finding the medoids of the network as the DPM. However, KM uses com-

pletely different procedures to cluster the network and to address the best

locations for the facilities.

The next chapter will present a detailed analyses of the experimental work

for each algorithm described in Chapters 4 and 5.
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Experimental Results Analyses and

Discussion

The DPM and KM protocols are designed to address the near-optimal lo-

cations for facilities in large-scale and complex hierarchical topologies such

as the Internet. Therefore, they are tested on big sizes of different artificial

internet-like topologies, in addition to snapshots of real networks.

This chapter presents and discusses the results of the experimental work

that has been carried out to validate and evaluate the efficiency of the pro-

posed work.

As would be seen in the next sections, both DPM and KM protocols are

implemented in the Java-based P2P simulator PeerSim with different types

and sizes of topologies.

The remaining sections in this chapter are organised as follows. 6.1 de-

scribes the environment of the experiments. Section 6.1.1 describes the sim-

ulator used to simulate the protocols. The dataset and the topologies are

explained in section 6.2. In section 6.3, the results for validation and eval-

uating the DPM protocol are demonstrated, while section 6.4 demonstrates

the results of the proposed KM approach. Moreover, a comparative analysis

between the DPM and KM protocols are discussed, which involves testing
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of the proposed approaches against various assumptions of a size for search

spaces in a graph, as well as, different sizes of topologies. The final section

6.6 has summarised the discussed issues in this chapter.

6.1 Experimental Overview

All algorithms of the centralised approach and the distributed approaches

were written in Java. The DPM and the KM approaches were implemented

in a fully distributed way and without a central node or global knowledge

using PeerSim [86] [94]. PeerSim is a Java-based network simulator tool,

and is adopted to test DPM and KM protocols. Peersim allows loading for

topologies from graph files.

The DPM and KM approaches are executed in parallel in both types of

nodes (facilities and user nodes) and the results are collected in files using

the observer (collection agent). The simulations were repeated using different

random seeds until sufficient statistics had been collected. Various types of

tests were run using different sizes of topologies and different configurations,

as can be seen in the next sections.

6.1.1 The Simulator (PeerSim)

PeerSim is a Java-based network simulator tool; it was developed at Uni-

versity of Bologna and Trento, Italy as a tool for the university researchers,

thereafter it was released under LGPL open source license [86] [94].

The network in PeerSim is formed as a list of nodes, and each node has its

protocol, for example, in DPM or KM the open facility nodes have a different

protocol than the close facilities nodes. In the DPM and KM approaches

the specific protocol of each node might be changed during the real-time
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implementation, for example, when the fr is closed the protocol in the node

is changed from the open facility protocol to the closed facility protocol.

PeerSim has initialisers and controls. The initialisers are executed before

the simulation to prepare the environment for the implementation, such as

wire the nodes of the graph, determine the type of each node and load the

specific protocol to the nodes. While controls can be used to monitor the

simulation, for example, the observer which observes the demanded results

and prints them on an output console such as a file.

The simulation is specified by a plain text configuration file which defines

the implantation of the experiment such as the size of the network, the file

path to load the topology, the initialisers and the controls. Figure 6.1 shows a

configuration text file example for one of the experiments.

6.2 Datasets

Two main types of datasets were used in the experimental work, as the

basis of the PeerSim simulator: artificially generated datasets and real-world

datasets.

• Artificial Topologies: This kind of topologies was generated to enable

the analysis of the proposed approaches with a variety of configurations,

such as different size of topologies, different number of open facilities

and different initial open facilities. Furthermore, the number of cycles to

converge for both protocols is measured under different configurations.

The used artificial topologies were Internet-like topologies in order to

test the ability of implementing the proposed protocols in such environ-

ment. Section (6.2.1) explains the tool for the topologies generator.
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# constant randomization seed, comment for a random seed 
random.seed 1528227902201  
 
# experiment parameters 
SIZE 100000    # network size  
MINDELAY 50    # minimum transmission delay 
MAXDELAY 250   # maximum transmission delay 
CYCLES 800   # maximum number of cycles  
CYCLELENGHT 1000.0   # pseudo cycle length in time unit 
DIAM 9.0   # network diameter  
 
# declare network parameters 
network 
{ 
    size SIZE 
    node peersim.core.GeneralNode 
} 
 
# declare simulation parameters 
simulation 
{ 
    endtime CYCLES*CYCLELENGHT 
} 
 
# declare protocols 
protocol.lnk peersim.core.IdleProtocol   # link protocol 
 
protocol.urt peersim.transport.UniformRandomTransport # transport protocol 
 
{ 
    mindelay MINDELAY 
    maxdelay MAXDELAY 
} 
 
protocol.tr peersim.transport.UnreliableTransport  # transport protocol 
{ 
    transport urt 
    drop 0.0 
} 
 
# P-median abstract protocol 
protocol.pmp uk.ac.rdg.sse.anas.dist.pmedian.DistributedPmedianProtocolED 
{ 
    step CYCLELENGHT 
    linkable lnk 
    transport tr 
    netsize SIZE 
    maxSafetyDelay (DIAM*MAXDELAY)/CYCLELENGHT 
} 
 
# initialisers 
# network linking initialiser  
init.wirb uk.ac.rdg.sse.anas.util.WireBriteFile  
{ 
    protocol lnk 
    filename ./topologies/brite/100K.brite \\ The path of the input graph 
 
} 
 
# p-median protocol initialiser  
init.pmi uk.ac.rdg.sse.anas.util.PmedianInitializer 
{ 
    protocol pmp 
    m 100   # number of facilities 
    p (m * 0.25)  # close to open facilities ratio 
} 

Figure 6.1: A configuration example of one of the tests: It determines the size of tested
topology, m and p as well as other required instructions to implement the trail.
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• Real-World Topologies: Snapshots of real-world networks, from Stan-

ford Large Network Dataset Collection (SNAP) [95] [96], are also tested

with various configurations. In particular, the directed P2P Gnutella

network datasets from SNAP with different sizes and connectivity qual-

ity are loaded into simulations. However, Gnutella networks forms, in

some cases, have a number of disconnected communities [97]. Hence,

the proposed protocols will not perform well due to the disconnection.

In order to overcome this limitation of Gnutella typical snapshots, edges

are added to the dataset to make it fully connected and ready for simu-

lation.

6.2.1 Brite Topology

BRITE is an internet-like topology generator tool [98]. It was used to

generate several different topologies. Brite tool can generate topologies us-

ing different connectivity models such as Barabasi-Albert model [99]. In

which a topology is built with preference towards higher degree [98]. The

created topologies were in different sizes (size range: 1000 - 500k nodes)

that simulated the multi Autonomous System (AS) hierarchical networks.

6.3 Simulation and Experimental Results of the DPM Pro-

tocol

The obtained results from the simulations of the DPM protocol have been

used for three main purposes:

1. Make certain that the DPM is valid by comparing its results with the

obtained results from the centralised approach.
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2. Investigation of the main purpose of this work, which is addresses the

near-optimal locations for facilities in computer network.

3. Comparing with the KM approach results which addresses the near-

optimal locations for facilities based on the k-medoids concept.

The subsections bellow describe, in details, each of the above points.

6.3.1 The DPM Validation

Because the DPM approach is based on the logic of the centralised p-

median solution, which has been presented in chapter 3; collected results

from the DPM approach are verified against the centralised approach to en-

sure that it is working correctly.

The verification process was inspected by going through tests of many

topologies in both the centralised and distributed approaches, their output

should become identical in order to confirm the validation of the proposed

DPM approach.

The validation tests have been implemented with a different set of can-

didate facilities and also by varying the sizes of candidate facilities. To

make the right comparison; the input of both approaches (centralised and

distributed) were identical in both of their topology and their initial open fa-

cilities. Table (6.1) shows the test results are precisely the same.

6.3.2 Evaluation Metrics

The metrics that are used to evaluate the performance of the DPM and KM

protocols are:

1. The cost of the solution.
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Trail No. m p Initial cost Final cost Number of swaps
1 60 25 2424 2180 13
2 60 25 2478 2175 12
3 70 25 2441 2208 14
4 70 25 2594 2207 18
5 100 25 2340 2028 19
6 100 25 2640 2089 19
7 100 20 2546 2180 16
8 100 20 2429 2057 17
9 100 30 2204 1909 23
10 100 30 2376 2043 21

Table 6.1: Cost and number of swaps to converge for the centralised and DPM protocol, 10
trails on different sets of facilities with m and p. It shows the exact output in all trails (N =
1000)

2. The space or area to search for candidate facilities to be opened.

3. The number of swaps between facilities to converge.

6.3.3 The Cost of the Solution

The cost of the solution, which is the main aim of the proposed algorithm,

is affected by some factors such as the distribution of the candidate facilities,

the size of space to search for the best locations for the facilities to open and

the number of open facilities. This section demonstrate the collected results

for different topologies and on different factors.

The DPM protocol has extensively been tested over a vast size of the net-

work, and many trails have been implemented with different sets of facilities.

As shown in Figure 6.2, on the same topology, the mean and standard devi-

ation of the collected results from 10 trails have demonstrated an apparent

reduction on the overall cost of the solution in each pair of facilities swap

until convergence.

The DPM protocol is also tested on different sizes of topologies (100k -

200k) and also shown a successful addressing for the p number of facilities

among the candidate facilities to open as shown in Figure (6.3)
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Figure 6.2: Cost of the solution (mean and standard deviation), 10 trails with different ran-
dom seeds (N= 100K, m=100, p=25)
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Figure 6.3: Initial and final cost of the solution (mean and standard deviation) for 10 trails
with different sizes of topologies with different initial open facilities (m= 1% of N, p = 25%
of m).
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Figure 6.4: Cost of the solution (mean and standard deviation), 10 trails with various sizes
of search spaces (N= 100K, p=25)

6.3.4 The Size of Space to Search

The second evaluation metric is the size of space to search which is the

number of candidate facilities to open (m). As shown in Figure (6.4), the

total cost of the solution has been decreased as the size of m is increased.

However, this decrease in the total cost of the solution is offset by an increase

in the time to converge. The next part of this section will explain the time to

converge.

6.3.5 The Number of Swaps to Converge

As mentioned earlier in chapter (4), the DPM is converged in local optimal

when there are no more swaps to reduce the cost of the solution. Not only

the choice of the initial open facilities is affected by the number of swaps, but

also the number of candidate locations to open.
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With a different set of initial open facilities on a graph of size 100K; most

of trails have shown different number of swaps (see table 6.2)

Moreover, what can be clearly seen in the table (6.2) is the difference

between the number of swaps with the increase of available search space.

For example, the maximum number of swaps on 10 trails was 11 when m=

40, while, on the same topology, this number is increased to 23 when the size

of m =120.

Trail No. Number of swaps
m= 40 m= 80 m= 120

1 6 15 23
2 7 16 20
3 9 19 19
4 11 15 20
5 7 13 15
6 11 21 18
7 11 19 19
8 6 18 20
9 8 16 21
10 9 18 20

Table 6.2: The number of swaps to converge on different sets of facilities with different size
(m) and p, (N=100k, p=25)

6.4 KM protocol results

As explained in chapter 5, the proposed KM protocol is based on the logic

of the classical k-medoid algorithm which is found similar to DPM protocol

in term of clustering the network according to the shortest distance. However,

the experimental results show that the DPM protocol tends to perform better

than KM protocol on values of final costs of the solution. The subsection

below will show the comparative analysis between both protocols.
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Figure 6.5: Cost of the solution (mean and standard deviation) for DPM and KM, 10 trails
with (N= 100K, m=100, p=25)

6.4.1 Convergence Analysis for DPM and KM Protocols

The first important comparison between DPM and KM protocols is con-

cerned with the achievement of the primary aim of the work; it addressed the

near-optimal locations for facilities from the candidate locations. Both pro-

tocols have been evaluated through an extensive set of simulated topologies,

each with different inputs and on different configurations.

As an example, in Figure 6.5 ten trails, with different sets of facilities, have

been executed. In each test, the same initial p opened facilities are used for

each protocol. The mean cost and the standard deviation for both protocols

have demonstrated an apparent reduction on the overall cost of the solution

in each swap until convergence. However, the KM protocol shows a higher

cost of solution during all cycles of the protocol life.

The demonstrated results in Figure (6.5), means that the swap decision,

96



Chapter6

 0

 20

 40

 60

 80

 100

 120

 140

 160

KM DPM

N
um

be
r 

of
 c

yc
le

s

Protocol

Figure 6.6: Convergence time in number of protocol cycles for DPM and KM, 10 trails with
(N= 100K, m=100, p=25)

based on the global knowledge of the solution, has found better locations for

facilities than taken decisions, based on local cluster information.

The second significant comparison between the DPM and KM protocols

is the time to converge. Ten trails on a topology of size 100k, as shown

in Figure (6.6), the KM protocol has converged before the DPM protocol.

However, this means that KM cannot continue to find better locations for the

candidate facilities and it falls into a local optimum before the DPM.

As indicated previously, the DPM and KM protocols have also been tested

on different sizes of graphs. As shown in Figure (6.7), the mean and standard

deviation of final costs for ten trails in each graph is computed. All the trails

have indicated a distinguishable progress of the DPM protocol from the KM

protocol concerning the final solution cost.
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Figure 6.7: Convergence time in number of protocol cycles for DPM and KM, 10 trails with
(N= 100K, m=100, p=25)

The protocols are also tested on different ranges of search spaces (see

Figure 6.8). The KM protocol shows a higher cost than the DPM, despite a

wider range of choices to search for the best locations of facilities are given.

Figure 6.8 has also shown that the cost of the solution is decreased as much

as the size of candidate m facilities is increased. However, the KM solution

also falls in local optima and can not find a better solution as the DPM.

6.5 Analysis of the Messages Number in both DPM and

KM Protocols

As explained in chapters 4 and 5, the DPM and KM approaches depend

on the messages (events) for finding the p-median locations. The number of

messages are analysed against the type of messages, shown in Figure 6.9, the

significant number of messages among nodes during the running cycles is the
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Figure 6.8: Convergence time in number of protocol cycles for DPM and KM, 10 trails with
(N= 100K, m=100, p=25)

facility broadcast messages. This is due to the travel from all facilities to all

user nodes in the solution.

Practically, each facility serves nodes in its cluster, the trails have shown

that it is unnecessary to forward the broadcasting messages to the whole net-

work due to the waste of time and load increase on the network. Instead; the

number of broadcast messages is restricted. The restriction is implemented

by sending the broadcast messages to a D diameter of hopes around the facil-

ity. The implementation trails have shown the same results in the final cost of

the solution with a distinct reduction for the elapsed time of the implementa-

tion.
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Figure 6.9: Comparison of broadcast messages and other types of messages number using
maximum hops number of messages transmit, without limitation for messages in both pro-
tocols, (N= 50K, m=100, p=25)

6.6 Summary

This chapter presents the experimental work that is aimed to validate and

evaluate the proposed DPM approach to solve the p-median problem in a

distributed environment. It also successfully presents the implementation of

the proposed KM approach for addressing the facility locations on a network

based on the k-medoid clustering algorithm.

The experimental work is demonstrated on different types of topologies

and different sizes. Moreover, the results on the same topology with different

numbers of available facilities are also presented on both proposed protocols

(DPM and KM). Comparisons between the DPM and KM protocols are also

presented under different configurations.

The last section (6.5) has presented an analysis study about the type of

messages travelling in the network during the protocol run. Moreover, a so-

lution is suggested by setting a maximum number of hops for a message to

transfer among hops to reduce the number of messages.
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Conclusions and Future Works

This chapter briefly describes the journey of this work. A summary of the

main contributions and how the results have met the objectives is presented.

It also discusses some conclusions and future directions.

7.1 Synopsis

Due to the enormous increase of computer network size, it has become

infeasible to solve problems about facility location-allocation in a centralised

approach, since it requires a long time to collect the data and a large mem-

ory, as well as the communication overhead. This work has proposed two

paradigms for solving the facility location-allocation problem in a distributed

environment using the p-median problem concept.

The lack of the central data and the coordinator in a distributed environ-

ment are the main challenges that were faced. To overcome the central data

problem, the approaches which built a distributed global view to find the

near-optimal locations for facilities in a network, without collecting the data

of the network in a central server or node, were proposed. The coordination

problem was also solved by making the proposed approaches in three main

phases and the nodes were synchronised at the end of each phase to assure
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the correct decision to choose facilities’ locations.

The proposed approaches clustered the network according to the shortest

distances between the users and the facilities. However, their strategies to

address the near-optimal locations for the facilities were different.

The first approach (as described in Chapter 4) built the global information

about the network in order to address the best locations for facilities among

all the available candidate locations in the system (determined only one better

location for a facility in each iteration).

While the second proposed approach (as described in Chapter 5) built a

local information about each cluster in order to address the best facility to

be opened in each cluster. All the clusters were able to update their open

facilities simultaneously.

Using a simulation-based experiment, it was shown that the first proposed

approach (DPM) could address more accurate locations which led to a lower

cost of a solution than the second approach (KM). However, it required more

cycles to reach convergence.

7.2 Conclusion

This thesis has looked at the p-median problem as a means of locating

facilities in large distributed networks. The findings of this study make three

noteworthy contributions to the current literature:

1. The first contribution, which is described in Chapter 3, is the execution

and analysis of the centralised p-median problem to identify the factors

that affect the performance of the p-median problem. The obtained re-

sults are used in the validation of a novel proposed distributed p-median

approach.
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2. The second contribution, which met the second objective of Section

1.4. The proposed distributed approaches are implemented without pre-

defining of the network topology. Moreover, the data of network are

remained intrinsically distributed in the nodes without collecting them

in a central node or server for manipulation. These are described in, in

details, Chapters 4 and 5.

3. The third contribution, which is described in Chapter 5 has met the third

and fourth objectives of Section 1.4, designed to cluster the network to

a number of clusters according to a concept of the k-medoid clustering

approach, then within each cluster, in parallel, the median location for a

facility is determined.

The last objective of Section 1.4 is met by Chapter 6 which provides an

comparative analysis of the proposed approaches against different parame-

ters. It confirms that the decision for locating a facility in the system based

on the information of the whole network is more accurate in terms of cost

than the strategy of clustering a network then placing a facility in each clus-

ter base on the local information of the cluster. However, the latter one takes

less iteration to reach convergence.

7.3 Key Findings

To evaluate each of the proposed approaches, both were tested against

various numbers of parameters that effect on their performance. Such as

testing the implementation against different number of open facilities, various

number of candidate facilities to be opened, different initial data points and

different sizes of topologies.
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The comparative analysis of DPM and KM has shown a significant cost

reduction in the solution using both approaches. However, the results of the

DPM are more accurate than the KM which shows higher costs for results in

different configurations.

Evaluation carried out on both protocols have shown their ability to ad-

dress the near-optimal locations for facilities in a computer network. Over

many simulations analysis have revealed the following.

• Addressing locations for facilities based on a global view of the network

(as in DPM) lead to more accurate optimisation results than clustering

the network and optimising a facility location based on the local view

of each cluster separately (as in KM solution). However, the former

solution takes more cycles to converge.

• When more candidate facilities are available, the protocols can find bet-

ter solutions in terms of cost. However, as the bigger as the size of

available candidate facilities; the more cycles are required to converge.

7.4 Future Works

This section discusses the future work that could lead to valuable contri-

butions to this research.

As aforementioned, the number of the candidate locations to be facili-

ties are affected by the final cost of the solution; however, the effect of the

number of the candidate locations is concentrated on the number of cycles to

converge; since the increasing of search space will increase the required time

to converge. Therefore, it would be interesting to afford more information on

the scope of the search which would help us to establish a greater degree of

accuracy of this item.
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The distributed p-median solutions presented in this work are implemented

on static networks. Due to the dynamism feature of the Internet; further stud-

ies regarding the dynamic conditions of the network would be worthwhile.

One of the inputs to the p-median problem is the number of the candidate

facilities to be opened p. As it has been discussed earlier in this thesis, it is

easy to determine the p for network applications. However, some network

applications concentrate on the cost of the solution regardless of p open fa-

cilities. Further research on p is suggested which would help to establish a

greater degree of accuracy on this matter.

Due to the asynchronous behaviour of the network nodes and the decen-

tralised implementation of the proposed protocols (DPM and KM), as de-

scribed earlier (Chapters 4 and 5); they are synchronised at the end of each

phase to make certain that the correct decision to open a facility is taken.

However, this means extra time is required. The issue of synchronisation is

an intriguing one which could be usefully explored in future research.

Further research might explore the p-centre problem in which the goal is

to reduce the maximum response time among the facilities and the user nodes

[100] [101].
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