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## Abstract

With the development of chromosome conformation capture-based techniques, we now know that chromatin is packed in three-dimensional (3D) space inside the cell nucleus. Changes in the 3D chromatin architecture have already been implicated in diseases such as cancer. Thus, a better understanding of this 3D conformation is of interest to help enhance our comprehension of the complex, multipronged regulatory mechanisms of the genome. The work described in this dissertation largely focuses on development and application of interpretable machine learning methods for prediction and analysis of long-range genomic interactions output from chromatin interaction experiments.

In the first part, we demonstrate that the genetic sequence information at the genomic loci is predictive of the long-range interactions of a particular locus of interest (LoI). For example, the genetic sequence information at and around enhancers can help predict whether it interacts with a promoter region of interest. This is achieved by building string kernel-based support vector classifiers together with two novel, intuitive visualization methods. These models suggest a potential general role of short tandem repeat motifs in the 3D genome organization. But, the insights gained out of these models are still coarse-grained. To this end, we devised a machine learning method, called CoMIK for Conformal Multi-Instance Kernels, capable of providing more fine-grained insights. When comparing sequences of variable length in the supervised learning setting, CoMIK can not only identify the features important for classification but also locate them within the sequence. Such precise identification of important segments of the whole sequence can help in gaining de novo insights into any role played by the intervening chromatin towards long-range interactions. Although CoMIK primarily uses only genetic sequence information, it can also simultaneously utilize other information modalities such as the numerous functional genomics data if available.

The second part describes our pipeline, pHDee, for easy manipulation of large amounts of 3D genomics data. We used the pipeline for analyzing HiChIP experimental data for studying the 3D architectural changes in Ewing sarcoma (EWS) which is a rare cancer affecting adolescents. In particular, HiChIP data for two experimental conditions, doxycycline-treated and untreated, and for primary tumor samples is analyzed. We demonstrate that pHDee facilitates processing and easy integration of large amounts of 3D genomics data analysis together with other data-intensive bioinformatics analyses.

## Kurzfassung

Mit der Entwicklung von Techniken zur Bestimmung der Chromosomen-Konformation wissen wir jetzt, dass Chromatin in einer dreidimensionalen (3D) Struktur innerhalb des Zellkerns gepackt ist. Änderungen in der 3D-Chromatin-Architektur sind bereits mit Krankheiten wie Krebs in Verbindung gebracht worden. Daher ist ein besseres Verständnis dieser 3D-Konformation von Interesse, um einen tieferen Einblick in die komplexen, vielschichtigen Regulationsmechanismen des Genoms zu ermöglichen. Die in dieser Dissertation beschriebene Arbeit konzentriert sich im Wesentlichen auf die Entwicklung und Anwendung interpretierbarer maschineller Lernmethoden zur Vorhersage und Analyse von weitreichenden genomischen Interaktionen aus Chromatin-Interaktionsexperimenten.

Im ersten Teil zeigen wir, dass die genetische Sequenzinformation an den genomischen Loci prädiktiv für die weitreichenden Interaktionen eines bestimmten Locus von Interesse (LoI) ist. Zum Beispiel kann die genetische Sequenzinformation an und um Enhancer-Elemente helfen, vorherzusagen, ob diese mit einer Promotorregion von Interesse interagieren. Dies wird durch die Erstellung von String-Kernel-basierten Support Vector Klassifikationsmodellen zusammen mit zwei neuen, intuitiven Visualisierungsmethoden erreicht. Diese Modelle deuten auf eine mögliche allgemeine Rolle von kurzen, repetitiven Sequenzmotiven ("tandem repeats") in der dreidimensionalen Genomorganisation hin. Die Erkenntnisse aus diesen Modellen sind jedoch immer noch grobkörnig. Zu diesem Zweck haben wir die maschinelle Lernmethode CoMIK (für Conformal Multi-Instance-Kernel) entwickelt, welche feiner aufgelöste Erkenntnisse liefern kann. Beim Vergleich von Sequenzen mit variabler Länge in überwachten Lernszenarien kann CoMIK nicht nur die für die Klassifizierung wichtigen Merkmale identifizieren, sondern sie auch innerhalb der Sequenz lokalisieren. Diese genaue Identifizierung wichtiger Abschnitte der gesamten Sequenz kann dazu beitragen, de novo Einblick in jede Rolle zu gewinnen, die das dazwischen liegende Chromatin für weitreichende Interaktionen spielt. Obwohl CoMIK hauptsächlich nur genetische Sequenzinformationen verwendet, kann es gleichzeitig auch andere Informationsquellen nutzen, beispielsweise zahlreiche funktionellen Genomdaten sofern verfügbar.

Der zweite Teil beschreibt unsere Pipeline pHDee für die einfache Bearbeitung großer Mengen von 3D-Genomdaten. Wir haben die Pipeline zur Analyse von HiChIPExperimenten zur Untersuchung von dreidimensionalen Architekturänderungen bei der seltenen Krebsart Ewing-Sarkom (EWS) verwendet, welche Jugendliche betrifft. Insbesondere werden HiChIP-Daten für zwei experimentelle Bedingungen, Doxycyclinbehandelt und unbehandelt, und für primäre Tumorproben analysiert. Wir zeigen, dass pHDee die Verarbeitung und einfache Integration großer Mengen der 3D-GenomikDatenanalyse zusammen mit anderen datenintensiven Bioinformatik-Analysen erleichtert.
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## 1

## Introduction

YOULD you have imagined that the size of the wheat genome, i.e. the complete $\checkmark$ DNA sequence of common bread wheat is larger than that of the human genome (Zimin et al., 2017)? Could you have imagined that Axolotl, a salamander, has a genome $\sim 10 \times$ the size of the human genome and that it is able to regenerate its limbs including the bones (Nowoshilow et al., 2018)? Many such astounding facts make the field of genome biology intriguing.

The DNA of eukaryotic organisms (all plants and animals are examples of eukaryotes) is stored inside the nucleus of their cells. Almost all cells of an organism have an identical copy of the complete DNA. This DNA when stretched out can be very long. For example, in humans, the completely stretched out DNA is $\sim 2 \mathrm{~m}$ long, and the cell nucleus is just $6 \mu \mathrm{~m}$ wide. This storage is achieved by a compact, complex, hierarchical organization in three dimensional (3D) space. Scientists have been studying this structure and organization of the genome of organisms since many years (cite).

Notwithstanding the highly complex organization of the genome, each cell performs its functions based on the instructions encoded into the DNA sequence. The same genetic sequence in each cell can give rise to different functions for different cells. For instance, liver cells perform a different function than brain cells or the skin cells. A particular set of genes can be up-regulated (or down-regulated) in some cells while a completely different set of genes can be up-regulated in another. Instructions for such regulation of genes can be encoded in the DNA genome itself, or, in the epigenome
of a cell ${ }^{1}$. The epigenome comprises of modifications on top of the DNA, and is cell-type- or tissue-specific (Feinberg and Callinan, 2006). Such regulatory instructions could lie either in the vicinity of the gene or even far away on the (epi)genome. It is now known that communication between such distant (regulatory) regions on the genome is possible because of its 3D organization (Bickmore, 2013; Dekker, 2008; Lieberman-Aiden et al., 2009; Rao et al., 2014).

Understanding the mechanisms of 3D genome regulation is important. It is a longstanding interest of the scientific community to understand how living cells function. This knowledge of the fundamental aspects of biology can help in understanding what goes wrong in diseased conditions, or in other words, why certain cells loose their proper functioning capability. To this end, studies have shown that aberrations in the 3D architecture of the chromatin, a complex of DNA and proteins, can lead to disease conditions such as cancer (Zeitz et al., 2013). This, thus, has potential to impact the field of medicine. An improved understanding of these mechanisms can help in better comprehension of various diseases and designing superior treatments and therapies, for example, by identifying more potent drug targets.

Molecular biology techniques that help interrogate and study this 3D organization were invented over the course of the last decade (de Wit and de Laat, 2012). These experiments are performed on many different cell types and conditions to obtain high-resolution (more detailed) genome-wide information about their 3D architecture. Analyzing these data to gain biological insights requires enormous efforts towards developing computational methods.

The need of computational approaches for handling and analyzing such biological data sets has been long recognized. Gauthier et al. (2018) provide a brief overview of the history of bioinformatics. Post 2000, we have witnessed an exponential rise in the amount of data being generated and made available. This is mainly due to advances in technology used for performing molecular biology experiments. Some examples are the many consortium projects such as 'The Human Genome Project' (which culminated in early 2000s) and the human genome sequence (Lander et al., 2001; Venter et al., 2001), 'The 1000 Genomes Project' (1000 Genomes Project Consortium et al., 2010), 1000 Plant Genomes Project ${ }^{2}$, and the Precision Medicine Initiative ${ }^{3}$ etc. This lead to many academic and industrial labs worldwide performing these experiments on different organisms in diverse conditions with varied objectives. These objectives ranged from studying the basic biology in normal conditions and diseases to using the knowledge gained for identifying biomarkers, drug discoveries, and designing improved therapies. With these developments, the amount and kinds of data available

[^0]soared. It then became infeasible for biologists to scrutinize the data manually. Thus, approaches to automate pre-processing and analysis of such biological data-in part or full-became more and more popular. In addition, many biological phenomena were studied with the help of computer simulations. These involved computer applications of techniques from mathematics and statistics. All of this helped pace multiple facets of science much to the benefit of everyone.

The field of artificial intelligence (AI) also saw much improvement during this time frame. AI studied ways in which one could make automated inferences based on data as evidence. After many algorithmic developments in the initial years of AI, when more and more data started becoming available, performances of the same algorithms improved with larger data. This in turn motivated the generation of even more data and development of infrastructure worldwide for handling such vast data. As AI algorithms got sophisticated during the decades of 1990s and the 2000s, their performances on many benchmark tasks started improving, but their interpretability took a back seat or was slackened.

In many fields, machine learning (ML) algorithms were then used as black boxes simply keeping their hefty dividends in mind. For some, this is true even today. But for a field like biology or medicine, the ability to understand the pieces of evidence that the machine used to successfully perform a task such as prediction in large data sets is a lot more important. In domains like linguistics or natural language processing and computer vision, it is a lot easier or cheaper to know the ground truth than in the biological or medical sciences. Also, there is comparatively lesser risk if the ground truth itself is inaccurate. First, consider the task of identifying the subject and object in an English language sentence (domain:linguistics) or identifying cats in images (domain:computer vision). Compare these to the task of identifying the structure of a protein complex. In the latter case, ground truth is only known from experiments, and it can be expensive to obtain it. In general, the pieces of evidence uncovered by computational methods often require going back to the laboratory and designing new experiments or redesigning old ones. This involves monetary costs and/or it can be time-consuming. Second, consider the following example from the field of medicine. Doctors/radiologists routinely perform the task of classifying an image of a potential skin tumor as either benign or malignant. For this task, a machine (or an algorithm) that simply tells whether the tumor is benign or malignant, but nothing more, is usually not very useful (in some exceptional cases where even basic diagnosis is hard to come by, e.g., in underdeveloped or developing countries, this can still be useful). Any information on the piece of evidence from the image that the algorithm used to arrive at a particular answer is very important and holds tremendous value. It can not only help doctors in uncovering something that was not discovered yet-for instance, a complex, non-linear relationship between multiple entities-but can also
help in improved diagnosis as well as prognosis.
Such interpretable computational methods are the prime subject of this thesis.

### 1.1 Thesis Outline

The work presented in this thesis can be divided into two parts. In the first part, I demonstrate how interpretable ML methods can play an important role towards gaining de novo insights into the 3D genome organization. In terms of the biology, we answer the specific question of whether the genetic sequence is predictive of long-range interactions between genomic regions such as enhancers and promoters or others. In terms of methodology, we have developed and applied ML methods that are interpretable and take into account the underlying biology. Our work exemplifies the potential of ML methods with such characteristics in proposing newer hypotheses and refining our understanding of biology itself. In the second part, we focus on analysis pipelines for chromatin conformation data, especially when it is just one part of the complete, global picture involving even larger volumes of data from other experimental assays.

I have organized this thesis as follows. In Chapter 2, I begin by introducing the reader to the basics of genome biology. I then familiarize the reader with the state-of-the-art molecular techniques for interrogation of 3D genome organization. I also shed light on the different ways in which scientists are using data from these experiments to learn more about (a) the basic principles of genome organization, and (b) its role in proper functioning of cells. Next, I introduce the reader to machine learning, specifically focusing on kernel methods for supervised learning and string kernels.

Chapters 3, 4 and 5 describe the main contributions of this thesis. Chapter 3 presents a supervised learning model using only the genetic sequence information for prediction of locus-specific long-range interaction partners. Two novel visualization techniques that we developed to aid in this study are also described here.

Chapter 4 describes our approach for comparison of variable-length sequences in the supervised learning scenario. The scenarios in which the need to compare sequences of arbitrary length arise are discussed in this chapter. Further, we demonstrate the efficacy of the method on a synthetic data set and two real biological data sets. This chapter concludes with a discussion on the benefits of and the challenges in analyzing high-resolution genome-wide chromatin interaction data sets using the method described.

In Chapter 5, I present the pipeline we developed for end-to-end analysis of data from chromatin interaction experiments. We also discuss how the pipeline facilitates analyzing humongous amounts of HiChIP experimental data for two conditions in a Ewing sarcoma cell line to study the changes in the 3D architecture.

Finally, Chapter 6 concludes the thesis and discusses the future directions of this work.

### 1.1.1 Note on Publications

Parts of the work presented in this thesis have been published at various avenues. In particular,

- work described in Chapter 3 is published in the journal BMC Bioinformatics as:

Sarvesh Nikumbh and Nico Pfeifer. Genetic sequence-based prediction of long-range chromatin interactions suggests a potential role of short tandem repeat sequences in genome organization. BMC Bioinformatics, 18(1):218, 2017. ISSN 1471-2105. doi: 10.1186/s12859-017-1624-x. URL http://dx.doi.org/10.1186/s12859-017-1624-x.

- the method described in Chapter 4 is published as a conference proceeding in WABI (Workshop on Algorithms in Bioinformatics) 2017:

Sarvesh Nikumbh, Peter Ebert, and Nico Pfeifer. All Fingers Are Not the Same: Handling Variable-Length Sequences in a Discriminative Setting Using Conformal Multi-Instance Kernels. In Russell Schwartz and Knut Reinert, editors, ${ }^{77}$ th International Workshop on Algorithms in Bioinformatics (WABI 2017), volume 88 of Leibniz International Proceedings in Informatics (LIPIcs), pages 16:1-16:14, Dagstuhl, Germany, 2017. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik. doi: 10.4230/LIPIcs.WABI.2017. 16.

- the pipeline described in Chapter 5 is available on Github (see next section), and the manuscript is in preparation.

At the beginning of every chapter, I report the contributions of all the authors involved in it.

### 1.1.2 Note on Software

The software arising out of this work is provided for use to the community at large. In Chapter 3, the pipeline for locus-specific analysis of long-range interaction partners is provided in an executable format and is made available at [http://bioinf.mpiinf.mpg.de/publications/samarth/]. It is made available as free software for academic use, with no warranty or liability.

For CoMIK (Conformal Multi-Instance Kernels), its source code is provided via MPI-Github at [https://github.molgen.mpg.de/snikumbh/comik]. It is also provided
in an executable format for non-MATLAB users. CoMIK is licensed under the MIT License.

The source code of the pipeline for the analysis of the data from the HiChIP experiments is also provided at [https://github.molgen.mpg.de/snikumbh/pHDee]. pHDee pipeline software is provided under MIT License. All software is accompanied by a thorough set of instructions for the benefit of the end user.

The future of research is interdisciplinary, and will quickly take us into areas that today we cannot even foresee, ... This building gives us the space and the flexibility to go where the imagination of our faculty takes us.

Michael Tanner

## 2

## Background

INTERDISCIPLINARY research is research at the intersection of two or more fields. Such research often builds upon ideas, tools and techniques from multiple fields for the progress of science. For example, in the natural sciences such as physics, chemistry and biology, scientists are interested in improving our comprehension of our surroundings. These are often sought with the help of tools and techniques developed in other fields such as mathematics, statistics, and computer science. There are many examples of such synergies leading to ground breaking discoveries. An amalgamation of mathematics, statistics and computer science techniques is now also called as the 'computational science'. However, as has been rightly noted, "If you want to do something successfully, understand the domain first, and the machine learning second..." ${ }^{11}$, I begin by giving a basic introduction to molecular biology in the first part of this chapter. This is followed by a section where I introduce machine learning (ML), and popular ML approaches for the field of computational biology.

### 2.1 Essential Molecular Biology

This section presents a primer on concepts in molecular biology, and is intended to provide the reader with a basis to better understand the work presented in this thesis. To this end, I also present a comprehensive but non-exhaustive introduction to the

[^1]molecular techniques developed for studying the 3D chromatin interaction profiles of organisms. I envisage this to aid in making the journey of the reader through this thesis as smooth as possible.

### 2.1.1 Genome: The Blueprint of Life

The cell is considered the most basic unit of life on earth. A cell is a watery solution of molecules surrounded by a lipid membrane. An individual cell is responsible for functions such as replication, synthesis of proteins, response to external environmental stimuli etc. In order to perform these functions any cell uses up nutrients and can make other newer molecules. Instructions and ingredients for all these responsibilities are typically present in the cell itself. Any living organism has one or more cells. For example, bacteria are unicellular while plants and animals including humans are multicellular.

More specifically, almost all living cells are similar in the following aspects:

- Storage of the hereditary information in a linear chemical code, i.e. the deoxyribonucleic acid (DNA);
- Transcription of portions of this hereditary information to the same intermediary form, i.e. the ribonucleic acid (RNA); and
- Translation of RNA into protein the same way.

That information can be transferred from nucleic acid to nucleic acid or from nucleic acid to protein is termed as the 'central dogma' of molecular biology. Thus DNA, RNA and proteins are three very critical macromolecules in any cell. In the following I begin with a brief description of DNA, RNA and proteins. Subsequently, I focus the discussion on DNA as it is at the heart of the subject of this thesis.

DNA forms the piece of heritable information stored in a cell. It is essentially the blueprint that provides all instructions necessary for a cell to perform its functions. Both DNA and RNA are macromolecules mainly formed by a chain of nucleotides (nt). A nucleotide is a molecule made up of a nitrogenous base, ribose or deoxyribose sugar, and a phosphate group. Each nucleotide is given a name depending on its nitrogenous base. For a DNA molecule, the bases are adenine (A), guanine (G), cytosine (C) and thymine (T). An RNA molecule has A, G, C and uracil (U) instead of T. DNA has a double helix structure formed by two chains of nucleotides that cling together. ${ }^{2}$ The nucleotide chains are also called strands. The two strands of DNA come together such that the base A on one strand pairs with the base T on the other, and similarly, G pairs with C. The phosphate of the DNA molecules form the backbone of this double-helix

[^2]

Figure 2.1.1: A schematic showing the DNA structure. Source: Wikimedia Commons, License: Public Domain.
structure. Owing to the base-pairing A-T and G-C, nucleotides are, interchangeably, also called as 'basepairs' (bp). One complete turn of the helix encompasses 10 bp . Figure 2.1.1 shows the nucleotides and phosphate group. The phosphate group being common among the nucleotides, a sequence of nucleotides forming the chain can be simply described by the different nitrogenous bases. Thus, a DNA can be described textually with alphabet of four characters A, C, G or T. The sequence of nucleotides on one strand of DNA is complementary to those on its other strand. DNA is read from its 5 ' end to the 3 ' end, i.e. from direction 'upstream' to direction 'downstream'. The sequence of nucleotides on each strand encodes information that describes an organism. The complete DNA in the cell is called the 'genome' of an organism.

Certain portions of DNA are transcribed into what are known as messenger RNAs or mRNAs. These portions of the DNA are called genes (more on genes below). The mRNAs are then translated into proteins. Twenty different kinds of amino acids are used for protein synthesis. Any amino acid has two chemical groups - the amino group [ N ] and the carboxyl group [ C$]$ —and a third, called the side chain. The side chains of the twenty amino acids show different chemical properties. Proteins are the macromolecules responsible for the various tasks performed by cells; they keep the cells up and running. Some important tasks fulfilled are metabolism, transcription and protein synthesis, transportation, and intra- and inter-cellular communication.

### 2.1.2 Packaging of The Eukaryotic Genome

On the basis of the structure of their cells, organisms can be classified into prokaryotes and eukaryotes. Cells of prokaryotes store the DNA in no distinct compartment, while in eukaryotes the DNA is stored inside a specific intracellular compartment with a surrounding membrane. This compartment is called the nucleus of the cell. Bacteria


Figure 2.1.2: A schematic showing nucleosomes with histone proteins and DNA coiled around them. Reprinted with modifications by permission from Springer Nature: Nature (License \#4487621281224), Füllgrabe et al. (2010), Copyright 2012.
and archaea are examples of prokaryotes. Plants and animals, including humans, are examples of eukaryotes.

For any organism, its complete DNA can be very long when stretched out. For instance, in humans, the DNA (approximately $3 \times 10^{9}$ nucleotides) is about 2 m long, and, yet, it is contained within the cell nucleus which is about $6 \mu \mathrm{~m}$ wide. This is possible due to multiple levels of compaction and organization applied to the DNA. At the most basic level, the double-helical DNA [ 2 nm ] is wound around histones which are disc-shaped proteins (see a schematic shown in Figure 2.1.2). Each histone [11 nm ] has 1.65 turns, or 147 bp , of DNA tightly wound around it. Eight such histone molecules make a nucleosome. These nucleosomes are packed on top of each other to further condense the DNA. The complex of DNA and proteins (histones and nonhistones, that bind to the DNA) is called chromatin [30 nm]. This 30 nm chromatin fiber forms loops [300 nm]; these are further folded and compressed [700 nm] to form a section of the chromatid of a chromosome. The chromosome itself is 1400 nm wide. Thus, the DNA is packaged in the form of chromosomes. For example, the human genome is divided into 46 chromosomes- 22 pairs and two sex chromosomes. A gene is one such peculiar segment of DNA which serves as an instruction to produce a certain protein, thereby making the cell able to fulfill a function. But not all of DNA is genes. Much of the DNA encodes for regulatory instructions. Therefore, one can say that the genome is not just a cookbook filled with recipes, but also includes information on when which recipe is to be used, and where a particular one can be found.

We briefly discuss the gene regulatory mechanisms next.

### 2.1.3 Gene Regulation

Protein synthesis from genes begins by transcription of DNA to mRNA, which then undergoes translation. A gene is transcribed when a host of proteins called transcription factors come together. Transcription factors (TFs) bind to specific DNA sequence motifs called transcription factor binding sites (TFBSs). These sites are usually 5-15 bp long (Bulyk, 2003). The DNA sequence lying upstream to a gene is called the promoter sequence or, simply, promoter. The promoter holds many sequence signals (motifs) that help recruit a general set of TFs. These together then assemble a special protein called RNA polymerase II at a specific position where transcription begins. This position is called the transcription start site (TSS). Upon assembly, the RNA polymerase II moves along the DNA synthesizing copies of pre-mRNAs, the primary RNA transcripts. In addition to acting as activators, TFs can also repress/inhibit gene expression (Latchman, 1997).

The pre-mRNA copies produced from a gene are then spliced to remove selected portions called introns and keeping those called exons to give the final product. The final product is the (mature) mRNA which is synthesized into proteins by ribosomes. This process is called translation; it takes place outside the cell nucleus.

## Role of Chromatin

Gene regulation can also happen at the level of and due to chromatin packing in the cell nucleus (cf. Section 2.1.2). In packaged chromatin, whenever the cell requires access to a certain portion of the DNA, the packaging is temporarily decondensed by various enzymes and proteins. This makes specific regions of the DNA accessible. Only then the basal transcriptional machinery and other TFs are able to do their job. Accessibility of DNA regions can be controlled or facilitated by modifications to DNA itself or the histones. Portions of DNA that are tightly wound around histones remain inaccessible (to be read by proteins/enzymes) while some regions become accessible as the coiled DNA loosens up due to chemical modifications on them. These are termed as epigenetic modifications. Examples are DNA methylationaddition of methyl group directly on the DNA, and histone modifications - chemical modifications attaching to histone tails.

Such gene regulation mechanisms render cells the ability to perform different functions although each cell has an identical copy of the genome. Depending upon the type of the cell (based on the tissue) or cell line, a characteristically different set of genes can be switched on or off.

Finally, we note that any genome has many genes. For example, the human genome has roughly 20,000 genes. While the exact definition of a gene is still debated, it has evolved over time. Salzberg (2018) defines a gene as "any interval along the
chromosomal DNA that is transcribed into a functional RNA molecule or that is transcribed into RNA and then translated into a functional protein". The above definition accounts for genes whose final product is a noncoding RNA molecule, one that does not code for a protein. Finding the number of genes in humans is still an open question (Salzberg, 2018).

### 2.1.4 The Genome is Now Better Understood in 3D

As discussed, genes are regulated by TFs binding to the promoter sequence. In the early 1980s, studies reported regulation of genes by novel regulatory elements located far away on the linear genome. These elements are usually located in the non-coding portions of the DNA. For example, enhancers are identified as regulatory elements that enhance transcription of a gene. Thus, they are similar to promoters in function but are a lot more distant than the promoter is to the gene (Serfling et al., 1985). These enhancers are, therefore, long-range activators of gene transcription.

Scientists first proposed that such regulatory function of an enhancer can be fulfilled by being in spatial proximity or physically interacting with the concerned promoter. Early on many $\mathrm{FISH}^{3}$-based studies reported co-localizations of functionally-related elements in the nuclear space. FISH has been used to report examples of gene-rich loci on chromosome 11 localizing outside of its territory, and the role of transcription in it. This suggested formation of open chromatin structure for regions with high gene density (Mahy et al., 2002). Williamson et al. (2012) report the topological colocalization involving the Hoxd13 gene and the global control region located 180 kb away. Consequently, such studies led to the proposition of a 3D conformation of the genome inside the nucleus of the cell. Microscopy-based studies have now combined forces with recently developed molecular biology experiments towards improving our understanding of the mechanisms of regulation of the genome in 3D.

I first introduce the chromosome conformation capture (3C) technology for interrogation of the 3D chromatin interaction landscape in cells. Afterwards, some variants of this technology that were developed to overcome shortcomings or issues with 3C are discussed in brief. In the process, I also shed light on the output of these experiments and the important caveats towards interpretations and conclusions from these experimental data.

## Chromosome Conformation Capture-Based Techniques

Chromosome Conformation Capture (3C) is the technology designed to probe interactions between different genomic loci of interest (Dekker et al., 2002). The first few

[^3]steps of the protocol for 3 C , the maiden one, are common in principle to its derivatives $4 \mathrm{C}, 5 \mathrm{C}$ and $\mathrm{Hi}-\mathrm{C}$ (these are described subsequent to 3 C ). The general principle of the 3 C techniques follows these steps:

1. Fixation of the chromatin: In order to probe the organization of the chromatin later, first its current state is fixated (recorded) using fixating agents such as formaldehyde. This makes chromatin regions that are spatially proximal (thus, also including those that are in direct contact) to cling (cross-link) to each other.
2. Digestion of the chromatin: The fixated chromatin is then digested into many small pieces. This is done using either restriction enzymes (REs) or by a process called sonication. A RE, such as HindIII, MboI or DpnII, cuts the DNA at all positions recognized by a specific substring of a certain length, say 6 bp substring 'AAGCTT' for HindIII or 4 bp substring 'GATC' for MboI. These positions are referred to as the cut sites of the restriction enzyme. It is easy to observe that a shorter cut site will occur more frequently throughout the genome sequence than the longer one. Thus, a 4 bp cutter such as MboI or DpnII results in shorter restriction fragments (RFs) than a 6 bp cutter such as HindIII (Belaghzal et al., 2017). In comparison to the enzyme-based approach, the process of sonication fragments the DNA at random positions and is unaffected by accessibility of the DNA in the chromatin. Sonication is used in ChIA-PET (Li et al., 2010), which I briefly describe in Section 2.1.4.
3. Ligation of the digested chromatin: The cross-linked chromatin fragments are ligated to form DNA molecules which are hybrids of the cross-linked segments. The output of this step is referred to as the contact library.
4. Reading-out and quantifying the ligation junctions: The re-ligated DNA is then sheared to fragment the hybrid DNA molecules further. The pieces that have the junctions on them are read out. Each such piece gives information on the pairs of loci that are spatially proximal in the organization. When $N$ such pieces of DNA with junctions are read, we know of $N$ interaction events involving various regions on the genome. This particular step varies depending on the aim and scope of the technique.

From the point of view of the genome itself, what one effectively captures is the frequency of contact between different genomic loci. Thus, one is able to get a picture of the 3D conformation of the chromosomes inside the cell nucleus.

It is important to note the following in the context of chromatin interaction experiments. Here, an 'interaction' or a 'contact' between any two genomic loci could


Figure 2.1.3: A schematic depicting the scope of different chromosome conformation capture-based methods, namely 3C, 4C, 5C and Hi-C. Source: Dekker Lab webpage http://my5c.umassmed.edu/about/about.php?tab=welcome\&category=cmethods, with modifications. Accessed: December 2018. Included with permission (personal communication).
essentially mean either of two possibilities. First, the two regions are in direct physical contact with each other to perform some cellular function. Any contact is typically also accompanied by a set of other proteins, e.g., transcription factors, (co-)bound to these genomic regions. Second, they are only spatially proximal and are possibly communicating with each other indirectly to fulfill some function, or are close due to other physical constraints. Communication between any two genomic loci may be serving some functional purpose. For instance, a locus that acts as an enhancer or a repressor could be interacting with a promoter region to either enhance or silence the particular gene. In other cases, there is possibility of some physical constraints acting upon the linear DNA polymer. For example, two loci adjacent or close on the linear DNA sequence are bound to be in close spatial proximity.

The schematic shown in Figure 2.1.3 depicts the scope of the various chromosome conformation capture (3C)-based techniques for probing the long-range interactions between different regions of the genome. The difference between these various 3Cbased methods-3C, 4C, 5C-lies in the way in which the individual steps are handled to achieve the respective scope with as much improved resolution as possible. I defer the discussion on resolution of the contact matrix to Subsection "Pre-processing of Chromatin Interaction Data".

3C: The maiden technique of the family, which also gives the family its name, 3C (Dekker et al., 2002) can interrogate interactions between specific genomic locuspairs of interest - hence, this is $1 \times 1$. After the contact library generation is completed, the final step of counting the interaction events is performed using semi-quantitative polymerase chain reaction (PCR) amplification ${ }^{4}$. During this step, primers designed for identifying the restriction fragments allow counting the interaction events involving pairs of restriction fragments of interest.

4C: 3C was improved in two different ways, both in 2006 by two separate groups, to probe genome-wide interactions involving a 'bait' locus. In the 3C-on-chip (4C) assay (Simonis et al., 2006), the primary fragmentation step is performed using HindIII. And, after the subsequent ligation step, an additional iteration of fragmentation takes place. This is done using DpnII, a more frequent cutter. The re-ligation step makes the DNA molecules circular in nature. The interaction events involving the bait locus are then counted using inverse PCR with primers specific to this locus (Simonis et al., 2006). The PCR products are finally characterized using dedicated microarrays. In Circular 3C (4C) (Zhao et al., 2006), large concentrations of ligase and incubations longer than a week's time generate circular DNA molecules of protein-DNA complexes. This is followed by nested PCR to enable identification of global interaction partners of the target sequence (Zhao et al., 2006).

Consequently, 4C is a $1 \times$ all strategy. This 'bait' locus is also referred to as the 'viewpoint'. 4C has been the preferred technique of choice to study genomewide interactions of promoters, enhancers and various locus control regions as bait loci (de Wit and de Laat, 2012). .

5C: In Chromosome Conformation Capture Carbon Copy (5C) (Dostie et al., 2006), the aim is to probe interactions between many genomic regions at once. The 5C protocol begins by generating the 3C template. The next step is to multiplex the generated 3 C template using 5 C oligonucleotides. Then, a collection of forward and reverse primers are used to ligate across the ligation junctions. This identifies the corresponding restriction fragments. Many forward and reverse primers enable analyzing interactions between many restriction fragments. This 5C library is analyzed using microarrays or high-throughput sequencing technology. Thus, this achieves a many $\times$ many scope (Dostie et al., 2006).

It is instructive to note that the sets of loci studied in a 5 C experiment can include regions from any where on the genome. They need not be contiguous and the two sets can have different cardinalities.

[^4]Hi-C: The high-throughput, genome-wide version of 3 C is given the name $\mathrm{Hi}-\mathrm{C}$. Hi-C maps genome-wide chromatin contacts in an unbiased manner. Before ligation of the digested chromatin, the ends of the cross-linked segments are marked with biotin. Then, the DNA molecules with biotins are pulled down using streptavidin beads. This is followed by shearing and paired-end sequencing (Lieberman-Aiden et al., 2009).

## Pre-processing of Chromatin Interaction Data

The raw output from these experiments undergoes some standard pre-processing steps. These are briefly described next. The reader is referred to Ay and Noble (2015) and Belaghzal et al. (2017) for further reading.

1. Reference alignment of the raw sequencing reads. The chromatin interaction experiments report chimeric fragments. These are fragments of DNA with ligation junctions on them. On either side of this junction are DNA segments from non-contiguous genomic locations. This is the ideal scenario. Usually, the chimeric fragments are readout using paired-end sequencing. In paired-end sequencing, one sequences both ends of a fragment. Thus, one obtains information about DNA segments forming the chimera. The reads are then aligned to the reference genome. This identifies the genomic locations to which the individual reads correspond.
2. Assignment of reads to restriction fragments. Upon mapping, one assigns the individual reads to the RFs. Get all the RFs of the genome using the RE cut-site. Use the distance of the cut-sites from the read locations to assign individual reads to RFs.
3. Filtration of noise. Some factors need to be taken into account at the end of the above two stages for filtering of invalid reads. For example, at the individual read level, uniqueness and mapping quality of reads is important. At the readpair level, one should discard or filter out uninformative reads. Examples of the latter are reads corresponding to dangling ends or self-circles. Dangling ends could be results of unligated fragments, while self-circles are self-ligated fragments.

The final output from a chromatin interaction experiment is a list of contacts. It is a set of valid interactions between various genomic loci. For 5 C and $\mathrm{Hi}-\mathrm{C}$, this information is visualized as a two-dimensional matrix.
4. Binning to build contact maps. Upon filtering, the final list of contacts can be visualized as 2D matrices. A pair of genomic loci identify each cell in this
matrix. The corresponding cell entry itself is the contact frequency between these loci. Thus, the complete matrix records contact frequencies between the various genomic loci studied in the experiment. The size of these genomic bins determines the resolution of the contact matrix.

With regards to Hi-C, there are two ways for building the contact matrix-one is with RF-based resolution, the other is with resolution in terms of basepairs. With RF-based resolution, each genomic bin along the matrix can represent one or many RFs. If many RFs are combined, the number of RFs combined is uniform throughout the matrix, and, the combined RFs should form a contiguous genomic window. Each cell of the matrix denotes the interaction frequency between the genomic regions characterized by the corresponding RFs. Although the number of RFs per genomic bin along the matrix is fixed (one or many), these regions can be of variable length in terms of basepairs, since the individual RFs are of variable length. Contrastingly, when the resolution is in basepairs, each genomic bin along the matrix is of a fixed number of basepairs (nonoverlapping genomic regions). In this case, the following procedure is followed: (a) Bin the complete genome into fixed-size genomic regions; (b) For any given interaction involving a pair of RFs, we note all those genomic bins that have an overlap with the RFs; and, (c) Increment each cell entry corresponding to these genomic bins by 1 . For Hi-C, the contact matrix is symmetric in nature.

A 5 C contact matrix usually has a RF-based resolution. As described, 5C experiments interrogate interactions between two sets of genomic loci. For example, Sanyal et al. (2012) map the interactions between a set of promoters and a set of enhancers. In this 5C matrix, the promoters are along the rows and the enhancers along the columns. Hence, a 5C matrix is non-symmetric.

Figure 2.1.4 shows an example heatmap visualization of a contact matrix. In the heatmap, the darker the color, higher is the contact frequency. The left panel of the figure shows a genome-wide contact matrix. The genomic bins are arranged in the chromosomal order. In the right panel of the figure, we zoom into the contact matrix, to a specific location on chromosome 4.

The resolution of a contact matrix impacts further downstream analysis steps. It also affects the biological interpretations as I illustrate with examples later. I now discuss the final, important pre-processing step applied to the contact matrix.
5. Normalizing a contact matrix. Various kinds of biases affect chromatin interaction experiments. For instance, the GC content of the genomic fragment ends, mappability of reads, and density of restriction sites. One should correct


Figure 2.1.4: Example of a genome-wide contact map from a $\mathrm{Hi}-\mathrm{C}$ experiment in GM12878 (Rao et al., 2014).
for these biases before analysis and interpretation of these data.
There are approaches that do so in an explicit or implicit fashion. Among those that explicitly correct for these biases are: (a) Yaffe and Tanay (2011)'s probabilistic model for jointly eliminating the biases; (b) HiCNorm, that uses a Poisson or negative binomial regression model based background model (Hu et al., 2012) to model the contact frequencies between loci. Yaffe and Tanay's approach models three known factors explicitly and has many parameters which are estimated using maximum likelihood. This makes it computationally very expensive; even more so with an increasing sequencing depth (Yaffe and Tanay, 2011). In comparison, with HiCNorm, the authors set the mappability feature as a Poisson offset and estimate the effect of GC content and fragment length using a generalized linear regression model. HiCNorm is comparatively faster ( Hu et al., 2012). Couple of other approaches that improved on the above two are reviewed in Ay and Noble (2015).

Approaches that correct for the biases in an implicit fashion are based on an important assumption. This assumption is that all regions on the genome should have equal visibility in terms of the technical artifacts of the experiment as well the biological features. The DNA sequencing bias towards different genomic regions is an example of a technical artifact. Examples of biological features
affecting the experiment include GC content of the fragments and fragment length. In 2012, Imakaev et al. adopted an iterative procedure for correction of genome-wide Hi-C contact matrices. The underlying idea here being that the genome-wide contact map can be factorized into the biases and the relative contact map between the genomic loci. Mathematically, this can be represented as

$$
\begin{equation*}
\epsilon_{i j}=B_{i} B_{j} T_{i j}, \tag{2.1}
\end{equation*}
$$

where $B_{x}$ is a bias vector denoting the bias associated with any genomic locus $x, T$ is the normalized, relative contact map with every row or column summing up to 1 (or a constant), and $\epsilon$ is the expected contact map assuming the biases (the one obtained from the experiments). This procedure is commonly known as matrix balancing, and is based on Sinkhorn and Knopp (1967)'s work on convergence of non-negative square matrices to doubly stochastic matrices (Sinkhorn-Knopp algorithm).

Similarly, Rao et al. (2014) used the Knight and Ruiz (2012)'s algorithm for matrix balancing that is shown to converge faster than the Sinkhorn-Knopp algorithm. Rao et al. used this procedure for normalizing extremely deeply sequenced Hi-C contact maps with up to a billion reads. Matrix balancing procedures are more common these days with genome-wide, deeply sequenced Hi-C data sets becoming increasingly common.


Figure 2.1.5: Exemplar raw and normalized chr2 contact maps from Hi-C experiment in GM12878 (Rao et al., 2014). Resolution used 1M bp.

The normalization procedure leads to smoother contact maps as illustrated in the Figure 2.1.5.

It is often important and useful to visualize the normalized contact matrices as heatmaps and inspect them to identify interesting patterns of long-range interactions. These interaction maps show many key architectural features. I describe three such features next.

A/B compartments: The contact matrix is typically analyzed using Principal Component Analysis. This analysis has revealed an interesting interaction pattern at the megabase scale characterized by the leading eigenvector (Imakaev et al., 2012; Lieberman-Aiden et al., 2009). The genome appears to be divided into two compartments A and B where regions in one compartment show a preference for interactions with other regions in the same compartment but not with those falling in another. These compartments alternate along chromosomes and demarcate regions of open (A) and closed (B) chromatin (Lieberman-Aiden et al., 2009). They correlate with features such as DNA accessibility, transcriptional activity, gene density, GC content and chromatin marks, thus associating compartment A with euchromatic, transcriptionally active regions, and compartment B with closed chromatin (Dekker et al., 2013). Imakaev et al. (2012) have shown that the signal from the leading eigenvector is more continuous in nature than strictly two-phased.

Topologically Associating Domains (TADs): TADs are self-interacting regions seen as triangles in a contact map (Dixon et al., 2012; Nora et al., 2012). When moving along the diagonal of a contact matrix, the effective number of long-range interactions of individual bins show a sudden, drastic change in direction. Consider a collection of genomic bins along the diagonal of the interaction matrix. They show a high number of long-range interactions with loci upstream (downstream) to it. Then, a bin immediately next to this collection shows a sudden shift: it has a high number of interactions with loci downstream (upstream) to it, instead. This observed phenomenon is termed as inversion in the directionality of interactions. It is measured by the 'Directionality Index' (DI) statistic (Dixon et al., 2012). A collection of genomic regions that tend to have more interactions between themselves could result from the topological configuration illustrated in Figure 2.1.6. These are thus called topologically associating domains and are abbreviated as TADs. As can be seen in Figure 2.1.6, TADs are visible as pyramidal structures in the upper or lower triangle of a symmetric contact matrix. Studies have proposed that TADs are hierarchical in nature (Cubeñas-Potts and Corces, 2015; Fraser et al., 2015; PhillipsCremins et al., 2013; Rao et al., 2014) These lower-scale, domains within domains are called metaTADs (Fraser et al., 2015), subTADs (Cubeñas-Potts and Corces, 2015; Phillips-Cremins et al., 2013) or contact domains formed by DNA loops (Rao et al., 2014).


Figure 2.1.6: Illustration of TADs and change in directionality of interactions at the border. Reprinted by permission from Springer Nature: Nature (License \#4487630141650), Dixon et al. (2012), Copyright 2012.

TADs are found to be stable across cell-types (Dekker and Heard, 2015), and also conserved across species (Sexton and Cavalli, 2015). Lupiáñez et al. (2015) report that disruption of TADs can lead to changes in the regulatory code. For example, disruption of TADs can lead to gaining newer interactions between enhancers and promoters that were earlier in different TADs. The resultant misregulation caused limb malformations (Lupiáñez et al., 2015). Borders of TADs/loops are often marked by sites bound by CTCF in a convergent orientation and other structural proteins such as the cohesin/SMC (Cubeñas-Potts and Corces, 2015; Rao et al., 2014). Computational studies have analyzed the borders of these domains and have found that short tandem repeats (STRs) are enriched at these borders (Mourad and Cuvier, 2016).

Many tools that attempt to identify TADs by identifying their boundaries exist. Some popular examples include an hidden Markov model-based approach using DI (Dixon et al., 2012), a computational tool called ARMATUS using dynamic programming (Filippova et al., 2014), and Arrowhead (Rao et al., 2014).

Significant interactions: Identifying statistically significant interactions is an important aspect of 3C experiments. Since DNA is a linear polymer, genomic loci on the same chromosome are expected to interact as a function of the genomic distance between them. Shorter the 1D distance between the loci, more frequent their interactions. This can introduce many random looping interactions measured in the chromatin interaction experiment. Thus, one has to consider this factor to identify loci that interact more frequently than they would otherwise, by chance. There is a good possibility that such statistically significant interactions are also functionally meaningful. Examples include long-range interactions between enhancers and
genes/promoter regions. The interaction between the erythroid-specific $\beta$-globin gene and its distal enhancer lying 50 K bp away, the locus control region, is a well-studied enhancer-gene pair example (Cope et al., 2010).

Different studies estimate this distance-dependent expected interaction profile in different ways. Once the expected contact counts (E) between loci are available, then the observed contact counts (O) between them are normalized w.r.t. E. The O/E ratio is computed and a threshold is applied to determine significant interactions. For example, Lieberman-Aiden et al. (2009) used the average interaction count between genomic regions lying at similar distances to compute E. Sanyal et al. (2012) used a strategy similar to this for identifying significant interactions from their 5C data.

Another approach to calling significant interactions is using a non-parametric approach. For instance, a popular tool, Fit-Hi-C (Ay et al., 2014), iteratively fits smoothing splines to the contact profile of locus pairs arranged in ascending order, i.e. from pairs separated by the least genomic distance to the largest. The first spline fit allows identifying likely non-random interactions (outliers). These outliers are filtered before fitting a second spline. This serves as a refined null model which is then used to assign p-values and q-values to all interactions. Thus, one identifies significant interactions at different false discovery rates (FDRs) ${ }^{5}$. Fit-Hi-C can also incorporate biases per locus computed by any normalization procedure (Ay et al., 2014). There is a high chance that the identified statistically significant interactions also play a functional role, but it may not be the case with all such interactions.

Single cell Hi-C and in situ Hi-C: 3C and its derived experimental techniques are performed over a population of cells, typically in the order of millions. Consequently, these experiments characterize an average conformation of the chromosomal structures in all the cells. Nagano et al. (2013) developed single cell Hi-C (scHi-C) for detecting whole genome-wide interactions in a single cell. Here, the contact library is generated by following the same steps as in Lieberman-Aiden et al. (2009)'s dilution Hi-C protocol described above, but, it is performed inside the cell nucleus itself. An individual nucleus is then selected to perform the remaining steps in the protocol, namely, reverse cross-links and readout the biotinylated junctions, further digestion using Alu I, attach adapters for their PCR amplification and lastly, pairedend sequenced (Nagano et al., 2013). The contact maps from scHi-C are sparse (see panel b, Figure 2.1.7 for an example). The authors pooled data for 60 cells and the corresponding contact map showed similar architectural features as Hi-C maps.

In situ Hi-C (Rao et al., 2014) is designed as an improvement over the dilution Hi-C protocol (Lieberman-Aiden et al., 2009). Although inspired from an old nuclear

[^5]

Figure 2.1.7: A contact map generated from a scHi-C experiment is shown. Reprinted by permission from Springer Nature: Nature (License \#4483130037612), Nagano et al. (2013), Copyright 2013.
ligation assay (Cullen et al., 1993), in situ $\mathrm{Hi}-\mathrm{C}$ is similar to the scHi-C protocol. In that, it performs the contact generation step inside an intact nucleus. This reduces spurious contact frequency involving mitochondrial DNA and nuclear DNA, which is the case with dilution Hi-C. In situ $\mathrm{Hi}-\mathrm{C}$ uses a 4 -cutter restriction enzyme compared to the 6 -cutter used in dilution Hi-C. Overall, in situ Hi-C can achieve higher resolution than dilution Hi-C, provided the libraries are sequenced deeply enough (Rao et al., 2014).

Most of the current set of chromatin interaction experiments provide information that is still coarse. Since majority of the (known) regulatory regions are not larger than a few hundred basepairs, experiments that can yield precise information at high-resolutions are preferred. Although, the in situ Hi-C assay can provide genomewide contact maps at kilobase-resolution, it requires extremely deep sequencing. For instance, the 1K bp-contact map for cell line GM12878 required about 1B sequencing reads (Rao et al., 2014). This is still quite expensive.

## Factor-Mediated Chromatin Interaction Detection

Hi-C or the other 3C assays explore the long-range interactions landscape in an unbiased manner. Therefore, using these techniques for identifying and studying interactions involving some selected subset of regions, e.g., regulatory regions such as promoters, enhancers etc., requires very deep sequencing. Factor-mediated techniques
help circumvent this requirement. They specifically enrich for interactions mediated by factors identifying such subsets of regions. DNA-binding proteins or other architectural proteins and capture-oligos are examples of such factors.

ChIA-PET: ChIA-PET was the first technique that enabled genome-wide interrogation of chromatin contacts mediated by proteins (Fullwood et al., 2009). It combines 3C with ChIP-seq, the technique for identifying genome-wide binding information (1D information) of proteins such as transcription factors. Thus, ChIA-PET offers a protein-centric view of the complex interaction landscape as against other 3C-based approaches. But a key shortcoming of ChIA-PET is that, it requires a high amount of starting material - in the order of millions of cells - and provides smaller proportion of informative reads at a given sequencing depth.

HiChIP: HiChIP is developed as an improvement over ChIA-PET (Mumbach et al., 2016). The main steps in the HiChIP protocol are as follows. HiChIP adapts the in situ Hi-C contact generation procedure as its first step (Rao et al., 2014). Then, those contacts associated with specific proteins of interest are isolated (with ChIP). Finally, as in Hi-C, the biotinylated protein-associated contacts are pulled down to prepare contact libraries. The HiChIP protocol is outlined in Figure 2.1.8. The total time required for performing HiChIP is about 2 days. Another important


Figure 2.1.8: A schematic of the HiChIP protocol is shown. Reprinted by permission from Springer Nature: Nature (License \#4487631458797), Mumbach et al. (2016), Copyright 2016.
advantage of HiChIP over ChIA-PET is that, it requires 100 -fold lesser starting ma-
terial, and it can still provide a higher percentage of reads that are informative of the 3D conformation (Mumbach et al., 2016).

Other assays for detection of loci-specific interactions include capture-C (Hughes et al., 2014), capture-Hi-C (Jäger et al., 2015) and HiCap (Sahlén et al., 2015). These techniques enrich for interactions involving a specific set of loci which are identified in different ways. We refer the reader to the respective articles for further reading.

## Ligation-Free Chromatin Interaction Detection

The molecular techniques described above profile interactions on the basis of the proximity-ligation principle. Beagrie et al. (2017) developed a ligation-free technique that provides an orthogonal view of the 3D chromatin architecture within cells. Beagrie et al. call this genome-wide chromatin contact detection approach 'Genome Architecture Mapping' (GAM).

GAM mainly employs cryosectioning and laser microdissection techniques from electron microscopy. Structurally preserved, fixated cells are first cryosectioned. Single nuclear profiles at random orientations from these cells are then isolated using laser microdissection. This is followed by extraction of DNA content in each nuclear profile which is then amplified and sequenced. Genomic loci that are proximal in 3D nuclear space are expected to be observed in the same nuclear profile than loci which are distant. Thus, a collection of many such nuclear profiles can together paint a picture of the 3D chromosomal organization inside the cell nucleus. As an inherent advantage of GAM, it can additionally infer the radial positions of the individual loci as well as their relative compaction. GAM can also detect contacts involving triplets of loci efficiently (Beagrie et al., 2017).

While GAM circumvents the biases influencing the digestion and ligation steps of 3C assays, it is affected by other biases such as window detection frequency, GC content and mappability. Beagrie et al. (2017) discuss the steps to estimate and normalize these biases.

### 2.1.5 Global Initiatives

Striking progress seen in the last decade in developing molecular techniques that yield better insights into the 3D conformation and the long-range interactions, has opened newer opportunities and challenges. Many of these are on the computational front - development of standardized approaches for comparisons of data from different states/conditions such as treated vs. untreated, tumor vs. normal etc. or chromatin interaction data over a series of time points during different cell-cycle stages or singlecell 3D interaction data. Additionally, insights gained from approaches using different types of information need to be put together to understand as complete a picture as
possible. The different types of information include 3D imaging data, such those obtained from FISH, and chromatin interaction data. With these goals in mind, consortia have been established, namely the NIH-4D Nucleome Network (Dekker et al., 2017) in the US, the EU 4DNucleome Initiative (Marti-Renom et al., 2018), LifeTime [https://lifetime-fetflagship.eu/] and MuG (Multiscale Complex Genomics) [https://www.multiscalegenomics.eu/] in EU, the Japan-4DNucleome (Tashiro and Lanctôt, 2015). Here, '4D' stands for four dimensions constituted by the three spatial dimensions and time.

### 2.2 Ewing Sarcoma

Ewing ${ }^{6}$ sarcoma (EWS) is a rare, pediatric cancer. It usually develops in the bones or the soft tissues around them in young adults aged between 10 and 20. When developed in bones, the most common locations for development are the pelvis, legs, rib, arm or the spine, and when developed in a soft tissue, the common locations are the thigh, pelvic region, foot, spine and the chest wall. Although it can occur at any age, it is most frequently observed in adolescents. EWS is not inheritable.

A typical characteristic of EWS is the translocation of genetic material that involves the EWS gene and ETS family transcription factors (Delattre et al., 1992). The reciprocal chromosomal translocation between chromosomes 11 and 22 is typical (about $85 \%$ cases $^{7}$ ) in EWS (Delattre et al., 1992) ${ }^{8}$. The translocation $\mathrm{t}(11 ; 22)(\mathrm{q} 24 ; q 12)$ gives rise to a fusion oncogene EWS-FLI1.

EWS has fewer somatic mutations than many other cancers, especially those common in adults, such as breast and colon cancer (Lawrence et al., 2013). Consequently, determining driving factors of EWS is an active area of research with many open questions. This includes designing proper treatment strategies for this malignant cancer. Like other cancers, EWS also has the following stages: localized, metastatic or recurrent. The treatment strategy for EWS depends on its stage. Current adopted treatment strategies for EWS include a combination of chemotherapy and surgery.

### 2.3 Machine Learning

### 2.3.1 Learning from Data: The Supervised and Unsupervised Way

I begin by briefly describing the concept of learning from data and an example that helps illustrate it. Consider we are given $n$ data points with additional information

[^6]describing each of them. These are termed as features or attributes that describe the data points. Additionally, there could also be information available on the category that each of those data points belongs to. For example, consider a list of products available in a supermarket. The set of features describing them could include ingredients, packaging, make, fragility etc. Based on these features, the inventory supervisor is to make a decision on various aspects. Some examples are: (a) decide whether a certain product requires refrigeration or not; or (b) classify the products based on their shelf-life; or (c) grade the products from low-to-high or on a continuous scale; or (d) categorize the set of products which are seasonal, etc. An automated system that when fed with this products' information (input) can help identify the category (or categories) each product belongs to (outputs). Such a system is said to 'learn from data'. When the categories assigned to the products are already given, the system uses this information to learn characteristic features distinguishing products of one category from those of the other. It is then tasked with predicting the categories for products that are as yet unseen for the system. This scenario is called supervised learning in which the machine is cognizant of the outputs and can use them to learn common patterns. In supervised learning, the discrete categories that the products need to be categorized into are typically referred to as 'classes', and their names as 'class labels'. This scenario is called 'classification'. Instead of discrete classes as labels, the output labels could be continuous, for example, grading a product's popularity on a continuous scale of $0-5$ (low-high). This scenario is called 'regression'. Before making predictions on the unseen data points, the stage in which the system learns from the available data is called the training stage. In order to evaluate the predictions made by such systems, the available data is often split into two chunks, one used for training and the other that is kept aside to be artificially treated as unseen or test data. Contrastingly, in the unsupervised learning scenario, no such information about the categories of products is available. In other words, in unsupervised learning, the information on the output label of each data point is missing. The system then simply 'clusters' all data points into various categories based on their similarities and/or differences. The (dis)similarity is computed using the feature information of the data points. In this case, any number of clusters is plausible; the ideal number of clusters depends on the data and the task. Unsupervised learning is also known as 'clustering'.

The goal of a supervised learning system is to make the best predictions on the unseen data points, and in doing so it is expected to generalize well. The goal of an unsupervised learning system is to cluster the data into groups such that the data points clustered in the same group are more similar to each other than those clustered into different groups. The 'learning problems' are modeled and solved mathematically. In the following, we take a brief dive into the formal mathematical model for
classification.

## A General Mathematical Model of Classification

The learning problem we stated earlier-classification of products in a supermarketcan be more generally but succinctly expressed mathematically as follows. Consider that we are given some input data expressed in pairs: $\left(\mathrm{x}_{i}, y_{i}\right) \in \mathcal{X} \times\{+1,-1\}$. Here, the $\mathrm{x}_{i}$ are instances of the non-empty set $\mathcal{X}$ representing the observed feature values, and the $y_{i}$ are the class assignments for each $\mathrm{x}_{i}$, the class labels being +1 and -1 . When there are only two possible classes any instance $\mathrm{x}_{i}$ can exclusively belong to, it is called binary classification. The two classes are thus typically called the 'positive' and the 'negative' class. This explains the + and - in the labels which is intuitive and also mathematically convenient as we will see later. From a more general point of view, the class labels can also be 0 and 1. If there are more than two possible classes, the prediction scenario is called multi-class classification. In binary or multi-class classification, any instance can be assigned only one class label out of those possible. In other words, the different classes are mutually exclusive. However, when they are not mutually exclusive, an instance can be assigned more than one class label at the same time, and it is called multi-label classification. We only consider the binary classification scenario in the rest of this section.

The problem of binary classification is essentially inferring a function,

$$
\begin{equation*}
f: \mathcal{X} \rightarrow\{-1,+1\} \tag{2.2}
\end{equation*}
$$

Intuitively, the machine is first shown a set of input data and their class assignments (training data). It is then expected to accurately classify any new, as yet unseen, data point(s) (test data). To achieve this, the machine looks for similarities between any new data point and the set of points belonging to the positive class, and the negative class. If this new point is more similar to points in the positive class, the machine classifies it as positive, otherwise negative (assigns the label +1 or -1 respectively). This is done for all of the test data points independently.

The notion of similarity: We now look into the reason why considering similarity between data points works. It is assumed that the set of data points we are working with are sampled from a probability distribution $\mathrm{P}(\mathrm{x}, y)$ which is unknown, but is fixed. Additionally, these data points are independent and identically distributed (abbreviated as IID, a notion very common in statistics). Furthermore, we assume that the test data points are also sampled from the same unknown distribution.

Before proceeding, let's consider how we can compute similarities given data points, $\mathrm{x}_{i}$. These fixed-dimensional vectors can be the features describing the products in our earlier example, but in mathematical abstraction these are simply considered points in
a $d$-dimensional space. The problem is now geometrical with points in $d$-dimensional input space. Treating the input data points as vectors, we can perform all linear algebraic operations in this space with geometric interpretations. For example, we can compute dot products (also called inner products) between vectors directly in the input space giving a notion of similarity. When the data, $\mathcal{X}$, is not directly available in a vector format, e.g., structured data such as strings, we often construct a feature map denoted by $\Phi$ that transforms $\mathcal{X}$ in the input space to the feature space which is endowed ${ }^{9}$ with dot product.

$$
\begin{equation*}
\Phi: \mathcal{X} \rightarrow \mathcal{H} \tag{2.3}
\end{equation*}
$$

Firstly, by using a feature map to represent any $x \in \mathcal{X}$, we can vectorize our data points when they are not. Secondly, even when they are already in vector form, choosing a more suitable feature map for a given problem can be beneficial. Some examples of both the cases are presented in the latter sections of this chapter. The machine can now "read" the data and quantitatively understand what is similar and to what extent.

Accurate classification amounts to finding a function $f$ in Eq. (2.2) that generalizes well to the test data also generated from the same probability distribution as the training data (assumption). Alternatively, the function $f$ can be called a model or hypothesis. We can evaluate the performance of a machine in classifying test data points using mathematical loss functions $(\mathcal{L})$ which quantitatively inform about the correctness of its classifications. Intuitively, a loss function computes the difference between the predicted class label $\hat{y}=f(\mathrm{x})$ and the true class label $y$ for each data point classified. Some popular examples of loss functions used in machine learning applications are the $0-1$ loss, hinge loss and squared loss. The $0-1$ loss is the simplest one. It just checks if the predicted and the true class label are the same. It is mathematically written as follows.

$$
\mathcal{L}(x, y, \hat{y})= \begin{cases}0, & y=\hat{y}  \tag{2.4}\\ 1, & y \neq \hat{y}\end{cases}
$$

Often, just saying that the predicted class label is not the same as the true class label is not enough. We are more interested in knowing how certain is the classifier of its prediction for a data point. Therefore, $\hat{y}=\operatorname{sgn}(f(\mathrm{x}))$, when $f(\mathrm{x})$ is real-valued, is treated as the class label and the numerical quantity $|f(\mathrm{x})|$ gives the confidence in

[^7]the prediction. This notion is used in the hinge loss.
\[

\mathcal{L}(\mathrm{x}, y, f(x))= $$
\begin{cases}0, & y f(\mathrm{x}) \geq 1  \tag{2.5}\\ 1-y f(\mathrm{x}), & \text { otherwise }\end{cases}
$$
\]

Hinge loss is also known as the soft margin loss, as will be clear later (in the Subsection "The Support Vector Machine (SVM) for Classification").

In a real world application, we would like to deploy such a machine in order to automate a certain task, such as the task of product classification in a supermarket. Our expectation would be that it makes as few errors as possible in classifying any future data points which are still unseen. Therefore, for the task, the objective is to find (or choose) an $f$ from set $\mathcal{F}$ of all possible functions, that generalizes well. This means that the chosen $f$ minimizes the overall loss in classifying the test data points. But all that the machine can see a priori is the training data, and only the error in classifying the training data can be computed beforehand (Eq. (2.7)). This error is called the training error or the empirical risk.

$$
\begin{align*}
\mathrm{R}_{E m p}(f) & =\frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\mathrm{x}_{i}, y_{i}, f\left(\mathrm{x}_{i}\right)\right)  \tag{2.6}\\
& =\hat{\mathbb{E}}\left[\mathcal{L}\left(\mathrm{x}_{i}, y_{i}, f\left(\mathrm{x}_{i}\right)\right)\right] \tag{2.7}
\end{align*}
$$

What we can certainly do is choose a function that minimizes the empirical risk,

$$
\begin{equation*}
f^{*}=\arg \min _{f \in \mathcal{F}} R_{E m p}(f) \tag{2.8}
\end{equation*}
$$

and hope that $f^{*}$ will also minimize the true risk which is the misclassification error on the test data.

$$
\begin{equation*}
\arg \min _{f \in \mathcal{F}} R(f) \approx \arg \min _{f \in \mathcal{F}} R_{E m p}(f) \tag{2.9}
\end{equation*}
$$

On choosing $f$ : By the principle of structural risk minimization (SRM), one chooses a function that minimizes the empirical risk (empirical risk minimization) and is the least complex (Bousquet et al., 2004). Mathematically,

$$
\begin{equation*}
f_{\mathrm{SRM}}=\arg \min _{f \in \mathcal{F}} R_{E m p}(f)+\operatorname{penalty}(f)_{\text {model complexity }} \tag{2.10}
\end{equation*}
$$

Further to SRM, existing methods use regularized empirical risk minimization (Bousquet et al., 2004).

Finally, there is an important caveat to note here. A small training error does not necessarily guarantee a small test error. The chosen function must simultaneously be restricted as well as rich enough, so that it can predict the non-trivialities well and
also recognize any hidden regularities (or patterns) in the distribution, $\mathrm{P}(\mathrm{x}, y)$. We refer the reader to Bousquet et al. (2004); Cortes and Vapnik (1995); Scholkopf and Smola (2001) for additional in-depth reading.


Figure 2.3.1: Linearly separable and non-separable sets of data points are shown in the left and right panels respectively. Points in the positive class are shown in magenta, and those in negative class are shown in cyan.

## The Support Vector Machine (SVM) for Classification

In this subsection, we introduce the support vector machine, a very popular machine learning technique for classification. Support vector machines are optimal hyperplane classifiers. I discuss only the binary classification case.

Consider the set of points in 2D shown in Figure 2.3.1, left panel. The magenta colored points belong to the positive class $(+1)$ and others, in cyan, to the negative class ( -1 ). As in the earlier subsection, these points are mathematically represented as $\mathrm{x}_{i} \in \mathcal{X} \mid \mathcal{X}=\mathbb{R}^{p}$. In Figure 2.3.1, $p=2$. For the case of linearly separable data points, the SVM attempts to learn a linear function $f$ that can separate the two sets of points belonging to the two classes. This function has the form

$$
\begin{equation*}
f(\mathrm{x})=w^{T} \mathrm{x}+b \tag{2.11}
\end{equation*}
$$

where $w \in \mathbb{R}^{p}$ and $b \in \mathbb{R}$. This equation represents an hyperplane. For any data point, if $y_{i} f\left(\mathrm{x}_{i}\right) \geq 0$, the point is correctly classified, otherwise, not. There are many possible hyperplanes that can help achieve the objective of perfectly classifying the given set of points (see left panel, Figure 2.3.2). We described the criterion followed for choosing such an $f$ from $\mathcal{F}$ in the earlier subsection.

When the points are not perfectly separable linearly (right panel, Figure 2.3.1), SVMs allow a small number of misclassifications. This is done by deploying the hinge loss (Eq. (2.5)). As will see later, this is called the soft margin case. The right panel
in Figure 2.3.2 shows two possible hyperplanes in this scenario of data points not being linearly separable. Each of them misclassifies an equal number of points, but have different confidences $(|f(\mathrm{x})|)$. From among several choices of $f$, SVMs focus on choosing an $f$ that also maximizes the confidence in its classifications. This helps SVMs choose one among the possible hyperplanes, thus attaining a unique solution in both scenarios.


Figure 2.3.2: Multiple possible hyperplanes for the linearly separable and non-separable cases are shown in the left and right panels respectively. In the non-separable case (right panel), both hyperplanes, H1.a and H1.b, misclassify equal number of data points (3), but with different confidences.

The concept of margin: Observe that the hyperplane defined by $f$ creates two half-spaces ${ }^{10}$ which can be denoted by $h^{+}=\{\mathrm{x}: f(\mathrm{x}) \geq 1\}$ (points in positive class), and $h^{-}=\{\mathrm{x}: f(\mathrm{x}) \leq-1\}$ (points in negative class). The distance between these two half-spaces is given by $2 \times \frac{1}{\|w\|}$ and is called the margin. Then, it would be ideal to choose an $f$ that supports a maximal separation between the two half-spaces $h^{+}$and $h^{-}$, i.e. a maximum margin. We note that maximizing $\frac{2}{\|w\|}$ is equivalent to minimizing $\frac{1}{2}\|w\|^{2}$ (squared norm). Mathematically, this translates to the following minimization problem:

$$
\begin{array}{r}
\text { minimize } \quad \frac{1}{2}\|w\|^{2}  \tag{2.12}\\
\text { subject to } \quad y_{i}\left(w^{T} \mathrm{x}_{i}+b\right) \geq 1
\end{array}
$$

This minimizes the empirical risk. Additionally, as noted, by using the hinge loss function, we can achieve a trade-off between minimizing empirical risk and generalization. In other words, the chosen hyperplane is permitted to make a few classification errors (in the training data) with small confidence. This is useful when the data is not
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Figure 2.3.3: The hyperplane, $f(x)$, is represented as a solid line, and the boundaries of the two half-spaces, $h^{+}$and $h^{-}$, as dashed lines.
completely linearly separable.

$$
\begin{align*}
& \min _{w, b} \quad \frac{1}{2}\|w\|^{2}+C \sum_{i=1}^{n} \mathcal{L}\left(\mathrm{x}_{i}, y, f\right)  \tag{2.13}\\
& \text { subject to } \quad y_{i}\left(w^{T} \mathrm{x}_{i}+b\right) \geq 1 \\
& C>0
\end{align*}
$$

While a small value of $C$ assigns a relatively higher importance to finding a large margin in comparison to the confidence on the predictions, a large value of $C$ means that the margin could be smaller but the predictions have stronger confidences. This is simply due to the fact that with hinge loss (Eq. (2.5)) and $f(\mathrm{x})=w^{T} \mathrm{x}+b$, we are computing the distance of a misclassified x from the correct half-space.

Cortes and Vapnik (1995) introduced the so-called slack variables, $\xi_{i}$, to replace the hard, hinge loss constraint. This accounts for the data points for which the hinge loss constraint in Eq. (2.13) is not fulfilled - these are points lying in the wrong half-space.

$$
\begin{align*}
\min _{w, b, \xi_{i}} \frac{1}{2}\|w\|^{2}+C \sum_{i=1}^{n} \xi_{i} &  \tag{2.14}\\
\text { subject to } y_{i}\left(w^{T} \mathrm{x}_{i}+b\right) & \geq 1-\xi_{i} \\
\xi_{i} & \geq 0 \\
C & >0
\end{align*}
$$

For each $\mathrm{x}_{i}$, the corresponding slack variable $\xi_{i}=\max \left(0,1-y_{i}\left(w^{T} \mathrm{x}_{i}+b\right)\right)$. The sum of $\xi_{i}$ gives an upper bound on the training error. This formulation is called the soft margin SVM, and that in Eq. (2.12), the hard margin SVM.

Eq. (2.14) is a constrained, quadratic optimization problem which can be solved by taking its Lagrangian (Boyd and Vandenberghe, 2004). This entails introducing

Lagrangian multipliers, $\boldsymbol{\alpha}=\alpha_{i} \geq 0$ for each constraints in $y_{i}\left(w^{T} \mathrm{x}_{i}+b\right) \geq 1-\xi_{i}$, and $\boldsymbol{\beta}=\beta_{i} \geq 0$ for $\xi_{i} \geq 0$ as follows.

$$
\begin{align*}
L(w, b, \xi, \alpha, \beta) & =\frac{1}{2}\|w\|^{2}+C \sum_{i=1}^{n} \xi_{i} \\
& -\sum_{i=1}^{n} \alpha_{i}\left[\xi_{i}-1+y_{i}\left(w^{T} \mathrm{x}_{i}+b\right)\right] \\
& -\sum_{i=1}^{n} \beta_{i} \xi_{i} \tag{2.15}
\end{align*}
$$

Solving for the unique saddle point of $L$ will give the maximum w.r.t. the Lagrangian variables $(\boldsymbol{\alpha}, \boldsymbol{\beta})$, and minimum w.r.t. $(\mathrm{w}, b, \xi)$. Proceeding as usual for finding the minimum, set the partial derivatives of $L$ w.r.t. $(\mathrm{w}, b, \xi)$ to 0 .

$$
\begin{align*}
& \frac{\partial L}{\partial \mathrm{w}}(\mathrm{w}, b, \xi, \alpha, \beta)=w-\sum_{i=1}^{n} \alpha_{i} y_{i} \mathrm{x}_{i}=0 \Longrightarrow w=\sum_{i=1}^{n} \alpha_{i} y_{i} \mathrm{x}_{i}  \tag{2.16}\\
& \frac{\partial L}{\partial b}(\mathrm{w}, b, \xi, \alpha, \beta)=\sum_{i=1}^{n} \alpha_{i} y_{i}=0  \tag{2.17}\\
& \frac{\partial L}{\partial \xi_{i}}(\mathrm{w}, b, \xi, \alpha, \beta)=C-\alpha_{i}-\beta_{i}=0 \quad \text { for } \quad \forall i=\{1, \ldots, n\} \tag{2.18}
\end{align*}
$$

Substituting 2.16 in 2.15, and using 2.17 and 2.18,

$$
\begin{align*}
L(w, b, \xi, \alpha, \beta) & =\frac{1}{2}\langle w, w\rangle+C \sum_{i=1}^{n} \xi_{i}-\sum_{i=1}^{n} \alpha_{i}\left[\xi_{i}-1+y_{i}\left(w^{T} \mathrm{x}_{i}+b\right)\right]-\sum_{i=1}^{n} \beta_{i} \xi_{i} \\
& =\frac{1}{2}\langle w, w\rangle+C \sum_{i=1}^{n} \xi_{i}-\sum_{i=1}^{n} \alpha_{i} \xi_{i}+\sum_{i=1}^{n} \alpha_{i}\left[1-y_{i}\left(w^{T} \mathrm{x}_{i}+b\right)\right]-\sum_{i=1}^{n} \beta_{i} \xi_{i} \\
& =\frac{1}{2}\langle w, w\rangle+\sum_{i=1}^{n} \xi_{i} \underbrace{\left[C-\alpha_{i}-\beta_{i}\right]}_{\text {use } 2.18}+\sum_{i=1}^{n} \alpha_{i}-\sum_{i=1}^{n} \alpha_{i} y_{i}\left(w^{T} \mathrm{x}_{i}+b\right) \\
& =\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} \mathrm{x}_{i}^{\mathrm{T}} \mathrm{x}_{j}+\sum_{i=1}^{n} \alpha_{i}-b \underbrace{\sum_{i=1}^{n} \alpha_{i} y_{i}}_{\text {use 2.17 }}-\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} \mathrm{x}_{i} \mathrm{x}_{j} \\
& =-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} \mathrm{x}_{i}^{\mathrm{T}} \mathrm{x}_{j}+\sum_{i=1}^{n} \alpha_{i}
\end{align*}
$$

With 2.19, the dual of the primal problem (2.14) is expressed simply in terms of the

Lagrangian variables $\boldsymbol{\alpha}$.

$$
\begin{array}{r}
\max _{\alpha \in \mathbb{R}}-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} \mathrm{x}_{i}^{\mathrm{T}} \mathrm{x}_{j}+\sum_{i=1}^{n} \alpha_{i}  \tag{2.20}\\
\text { subject to } \quad 0 \leq \alpha_{i} \leq C \quad \forall i \in\{1, \ldots, n\} \\
\sum_{i=1}^{n} \alpha_{i} y_{i}=0
\end{array}
$$

Thus, the SVM decision function for a data point x is given by

$$
\begin{equation*}
f(\mathrm{x})=\operatorname{sgn}\left(w^{T} \mathrm{x}+b\right)=\operatorname{sgn}\left(\sum_{i=1}^{n} \alpha_{i} y_{i} \mathrm{x}_{i}^{T} \mathrm{x}+b\right) \tag{2.21}
\end{equation*}
$$

The data points $\mathrm{x}_{i}$ only appear as dot products.


Figure 2.3.4: The hyperplane, $f(x)$, is represented as a solid line. The data points with black borders are support vectors $(\alpha \neq 0)$. Shown in red are the penalties $(\xi)$ for points on the wrong side of their corresponding half-space boundary.

Support vectors: The data points with a non-zero $\alpha$ value, are called support vectors. The points that lie at the half-space boundary or on the wrong side of the corresponding half-space boundary are the support vectors (soft margin case). Figure 2.3.4 shows the case where all support vectors either lie at the corresponding half-space boundary or within the margin. As an extreme case, some support vectors can lie even further inside the opposite half-space. The number of points serving as support vectors is often lower than the total number of points, and serves as the upper bound on the error rate of the classifier (Scholkopf and Smola, 2001). From Eq. (2.16), we note that the solution obtained only depends on the support vectors since only the points with a non-zero $\alpha$ contribute to $w$. In contrast to the soft margin case, there are no points within the margin for the hard margin case.

## Model Selection Using Cross-Validation

Cross-validation (CV): Coming back to true risk, $R_{f}$ in Eq. (2.9), since any real 'future' data is inaccessible, one uses cross-validation to evaluate and select a model. Cross-validation mimics the scenario of unseen future test data as follows. The available data is divided into two portions, also called folds, one for training our classifier and the other to test its performance. This fold of data kept for testing is artificially treated as unseen data for the machine. Usually, this procedure is repeated $k$-times to achieve generalization, and is called $k$-fold cross-validation. In it, per iteration, one of the $k$-folds is treated as test data, with the remaining $k-1$ folds used for training in that iteration. This is schematically represented in Figure 2.3.5. An extreme case of $k$-fold cross-validation is leave-one-out cross-validation where $k=\#$ samples.


Figure 2.3.5: $k$-folds cross validation procedure is shown. For each iteration, the shaded fold is used as the test fold.

Learning algorithms have parameters that need to be optimized such that their performance can be maximized. These are called hyperparameters. For example, SVMs have the cost parameter that should be tuned. Kernels, which are introduced in the latter sections, also have parameters that can (and should) be tuned. The CV procedure incorporates tuning as follows. This can be performed using what is known as nested cross-validation. In it, data is first partitioned into $k$ outer folds. Then, in each of the $k$ iterations, data in the corresponding $k-1$ training folds is further treated with $k$ - or $t$-fold cross-validation. Here, one fold (say, the $t^{t h}$ fold) is used for tuning the hyperparameters instead of testing.

### 2.3.2 On Kernels and Their Properties

We now turn our focus to feature spaces, $\mathcal{H}$ in Eq. (2.3), and their properties.


Figure 2.3.6: Left panel: Data points of two classes (shown in cyan and magenta) in the input space are not separable with a linear decision boundary. Right panel: Transforming to the (possibly higher dimensional) feature space using feature map $\Phi$ enables separating them well.

There can be scenarios where the data is not well separable using a linear hyperplane in the input space. In such cases, the SVM must be able to realize non-linear decision boundaries in the input space to separate data points belonging to the different classes. Figure 2.3.6 shows such a scenario. It can be observed that no linear decision boundary can separate the magenta points from the cyan ones. Such data can be transformed to a feature space, $\Phi$, where they are well separable, before presenting them to an SVM. Typically, this feature space has higher dimensionality than the input space. Depending on the feature map, computing the explicit feature representation for each data point could be a time-consuming, computationally expensive task. Furthermore, recall that for an SVM we only require information on the dot product between data points instead of their explicit representation. This also follows for the feature space. This is made possible by the so-called kernels or kernel functions.

Kernels can help project the data points from a lower dimensional input space to a possibly higher- or infinite-dimensional feature space where they are better separable. We call $k\left(x_{1}, x_{2}\right)=\left\langle\Phi\left(x_{1}\right), \Phi\left(x_{2}\right)\right\rangle$ a kernel function. In other words, a kernel function is a function that returns the dot product between the feature space representations of any two input data points. A matrix of pairwise kernel values (similarity scores) between all data points $\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}$ is a square matrix of size $n \times n$. It is called the Gram or the kernel matrix. A Gram matrix is a positive definite matrix (see proof below).

## Symmetric and Positive Definiteness:

$$
\begin{array}{rc}
\text { Symmetric : } & k\left(\mathrm{x}_{i}, \mathrm{x}_{j}\right)=k\left(\mathrm{x}_{j}, \mathrm{x}_{i}\right) \\
\text { Positive Definite : } & \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i} c_{j} k\left(x_{i}, x_{j}\right) \geq 0, \quad n \in \mathbb{N}, c_{1 \ldots, n} \in \mathbb{R} \tag{2.23}
\end{array}
$$

Note that any symmetric matrix is said to be positive definite if and only if all its eigenvalues are non-negative. In 2.23, equality is attained only when any $c_{i}=0$. Positive definiteness of a Gram matrix, G, can be shown as follows. With

$$
\mathbf{G}_{i j}=k\left(\mathrm{x}_{i}, \mathrm{x}_{j}\right)=\left\langle\Phi\left(x_{i}\right), \Phi\left(x_{j}\right)\right\rangle, \forall i, j \in[1, \ldots, n],
$$

for any vector $v$,

$$
\begin{align*}
v^{\prime} \mathbf{G} v & =\sum_{i, j=1}^{n} v_{i} v_{j} \mathbf{G}_{i j} \\
& =\sum_{i, j=1}^{n} v_{i} v_{j}\left\langle\Phi\left(\mathrm{x}_{i}\right), \Phi\left(\mathrm{x}_{j}\right)\right\rangle \\
& =\sum_{i=1}^{n} v_{i} \Phi\left(\mathrm{x}_{i}\right) \sum_{j=1}^{n} v_{j} \Phi\left(\mathrm{x}_{j}\right) \\
& =\left\|\sum_{i=1}^{n} v_{i} \Phi\left(\mathrm{x}_{i}\right)\right\|^{2} \geq 0 \tag{2.24}
\end{align*}
$$

It is quite possible that, explicit computation of the feature map $\Phi$ may not always be convenient (or computationally cheap). In which case, we can still define a kernel function without explicit construction of the feature space, due to the following theorem that guarantees that for any valid kernel, such a feature space exists.

Theorem 1. For any kernel $k$ on $\mathcal{X} \times \mathcal{X}$, where $\mathcal{X}$ is a non-empty set, there exists a Hilbert space $\mathcal{H}$ and a mapping $\Phi: \mathcal{X} \rightarrow \mathcal{H}$ such that

$$
\begin{equation*}
k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\left\langle\Phi\left(\mathrm{x}_{1}\right), \Phi\left(\mathrm{x}_{2}\right)\right\rangle, \forall \mathrm{x}_{1}, \mathrm{x}_{2} \in \mathcal{X} \tag{2.25}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ represents a dot product in the Hilbert space.
Together, we conclude that for a function to be a valid kernel function, it suffices to show that its Gram matrix is positive definite (since every inner product is a positive definite function).

A Kernel and Its Reproducing Kernel Hilbert Space: A reproducing kernel Hilbert space is defined as follows.

Definition 2.3.1. Let X be a non-empty set and $\mathcal{H}$ be a $\mathbb{K}$-Hilbert space over $\mathcal{X}$, i.e. a $\mathbb{K}$-Hilbert space that consists of functions mapping from X into $\mathbb{K}$.
(i) A function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbf{K}$ is called a reproducing kernel of $\mathcal{H}$ if we have $k(\cdot, x) \in \mathcal{H}$ for all $x \in \mathcal{X}$ and the reproducing property

$$
f(x)=\langle f, k(\cdot, x)\rangle
$$

holds $\forall f \in \mathcal{H}$ and all $x \in \mathcal{X}$.
(ii) The Hilbert space $\mathcal{H}$ is called a reproducing kernel Hilbert space (RKHS) over $\mathcal{X}$ if $\forall x \in \mathcal{X}$ the Dirac functional $\delta_{x}: \mathcal{H} \rightarrow \mathbf{K}$ defined by

$$
\delta_{x}(f):=f(x), f \in \mathcal{H}
$$

is continuous.

## A Note on Normalization

Feature space normalization is an important, recommended step to be performed when training an SVM (Herbrich and Graepel, 2001; Shawe-Taylor and Cristianini, 2004). Feature space normalization was shown to have a large impact on the generalization error of an SVM classifier (Herbrich and Graepel, 2001). For any kernel matrix $K$, the feature space normalized kernel $\tilde{K}$ is given by

$$
\begin{equation*}
\tilde{K}_{i j}=\frac{K_{i j}}{\sqrt{K_{i i} K_{j j}}} \tag{2.26}
\end{equation*}
$$

where $K_{i j}$ is a short-hand for $K\left(\mathrm{x}_{i}, \mathrm{x}_{j}\right)$. Eq. 2.26 is especially helpful when the feature map used is non-linear and unknown. For a linear feature map such as simple dot products, normalization in the feature space is equivalent to that in the input space performed using norms.

$$
\begin{equation*}
\tilde{K}_{i j}=\left\langle\frac{\Phi\left(\mathrm{x}_{\mathrm{i}}\right)}{\left\|\Phi\left(\mathrm{x}_{\mathrm{i}}\right)\right\|}, \frac{\Phi\left(\mathrm{x}_{\mathrm{j}}\right)}{\left\|\Phi\left(\mathrm{x}_{\mathrm{j}}\right)\right\|}\right\rangle=\frac{\left\langle\Phi\left(\mathrm{x}_{\mathrm{i}}\right), \Phi\left(\mathrm{x}_{\mathrm{j}}\right)\right\rangle}{\left\|\Phi\left(\mathrm{x}_{\mathrm{i}}\right)\right\|\left\|\Phi\left(\mathrm{x}_{\mathrm{j}}\right)\right\|}=\frac{K_{i j}}{\sqrt{K_{i i} K_{j j}}} \tag{2.27}
\end{equation*}
$$

Therefore, the kernels we use in this thesis are feature space normalized.

## Examples of Kernels

For Real Valued Data: Two popular examples of kernel functions for real-valued data are polynomial kernel and the Gaussian Radial Basis Function kernel.

$$
\begin{equation*}
\text { Polynomial kernel : } \quad k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\left(\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle+c\right)^{d} \tag{2.28}
\end{equation*}
$$

where $c$ is a constant and $d \in \mathbb{N}$.

$$
\begin{equation*}
\text { Gaussian RBF kernel : } \quad k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\exp \left(-\gamma\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|^{2}\right) \tag{2.29}
\end{equation*}
$$

One may note that the linear kernel is the special case of the polynomial kernel with $c=0$ and $d=1$. Additionally, the Gaussian RBF kernel is a translation invariant kernel. It is the most widely used kernel due to its capacity to generate any complex classification function. This capacity can be controlled by manipulating the parameter $\gamma$.

For Structured Data: Data across domains may not always be available in the vector form. Examples of structured data are graphs, text documents, images etc. Computational biology, in particular, has many tasks where data is available in a structured form, e.g., DNA or protein sequence, protein 3D structure representations or even images from microscopy. As we have discussed earlier, given a suitable feature map, one can always define similarity measures or kernels for such data. Since this thesis primarily focuses on DNA sequences (strings), I dedicate Subsection 2.3.3 to a discussion of popular, state-of-the-art string kernels. Finally, I refer the reader to Gärtner (2003)'s survey article on kernels for structured data and Shawe-Taylor and Cristianini (2004) book Kernel Methods for Pattern Analysis for further reading.

### 2.3.3 String Kernels

I now discuss some popular examples of string kernels that were developed to be suitable for solving problems involving strings in biology.

A note on the nomenclature used in computational biology/bioinformatics, and also in the rest of this thesis. A protein or DNA sequence is simply a string of characters. Here after in this thesis, whenever the object (or data point) is a string, we represent it by s instead of $x$. The length of any sequence $s$ is the number of characters in it, and is typically represented by $|\mathrm{s}|=L$. The alphabet for proteins has 20 characters for the 20 naturally occurring amino acids ${ }^{11}$, while that for DNA has 4 characters $\{A, C, G, T\}$ as seen earlier. The length of the alphabet is represented by $|\Sigma|=l$. Words, which are $k$-length subsequences (substrings), are also called as $k$-mers. Bioinformatics also uses the term 'oligomers' interchangeably with $k$-mers with any value for $k$. So does this thesis.

## The Spectrum Kernel

The spectrum kernel is one of the simplest string kernels that was designed for the protein sequence classification problem, but it is also generally applicable to any case involving sequences (Leslie et al., 2002).

In general, the spectrum kernel represents each sequence using a feature map which counts the number of times each $k$-mer occurs in the sequence for all possible $k$-mers.

[^9]We know that, given the alphabet, the set of all possible k-mers is given by $\Sigma^{k}$. Let $\left|\Sigma^{k}\right|=M$, and the iterator, $m_{i \in[1, M]}$. Thus, for any sequence s , its $k$-spectrum feature map, $\Phi_{k}(\mathrm{~s})$, is given as

$$
\begin{equation*}
\Phi_{k}(\mathrm{~s})=\left(\phi_{m_{i}}(\mathrm{~s})\right)_{m_{i} \in \Sigma^{k}} \tag{2.30}
\end{equation*}
$$

where $\phi_{m_{i}}(s)$ denotes the frequency of occurrence of $k$-mer $m_{i}$ in s where $k \geq 1$. Then, the $k$-spectrum kernel value of sequence pair $\left(\mathrm{s}_{1}, \mathrm{~s}_{2}\right)$ is

$$
\begin{equation*}
\mathrm{k}_{k}\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}\right)=\left\langle\Phi_{k}\left(\mathrm{~s}_{1}\right), \Phi_{k}\left(\mathrm{~s}_{2}\right)\right\rangle \tag{2.31}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes inner product. A further simpler alternative is when $\phi_{m_{i}}(\mathrm{~s})$ in Eq. (2.30) indicates just the presence or absence of the $k$-mer $m_{i}$ in sequence s instead of the frequency.

Intuitively, this feature map captures the profile of a sequence based on its constituent $k$-mers and their occurrence frequencies. It is the bag-of-words kernel (popular in natural language text classification and information retrieval) for biological sequences. The authors used the spectrum kernel in conjunction with the SVM for remote homology detection in protein sequences where it was shown to attain performance comparable to the then state-of-the-art approaches.

## String Kernels Considering Occurrence Positions of Features

You may have noted that the spectrum kernel feature map takes the $k$-mers and their occurrence frequencies into account, however, it is indifferent to their occurrence positions in the sequences. From a biological point of view, the position at which an oligomer occurs in a sequence could have an impact on the underlying biology (cf. section 2.1.3). For example, the position of the oligomer 'TATAAA', called the TATA-box, in promoter sequences plays an important role. Also, several other motifs corresponding to the basal transcription machinery such as TFs IIA, IIB etc., or the intiator are expected to be within a certain distance from the TSS (Butler and Kadonaga, 2002; Juven-Gershon et al., 2008; Smale and Kadonaga, 2003). Other problems involving splice sites or translation initiation sites can also be characterized by the position of the motif in the corresponding sequences. Thus, several kernels have been developed to address this aspect. These kernels specifically consider positions of motifs in sequences when comparing them. We discuss such kernels next.

## The Weighted Degree Kernel

The weighted degree kernel (WDK) was proposed to account for the position information of features when computing sequence similarity (Rätsch and Sonnenburg, 2004).

Mathematically, the $W D K$ of order $d$ is written as,

$$
\begin{equation*}
\mathrm{k}\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}\right)=\sum_{k=1}^{d} \beta_{k} \sum_{p=1}^{L-k+1} \mathrm{I}\left[u_{k, p}\left(\mathrm{~s}_{1}\right)=u_{k, p}\left(\mathrm{~s}_{2}\right)\right] \tag{2.32}
\end{equation*}
$$

where $u_{k, p}(\mathrm{~s})$ denotes $k$-mers at any position $p$ in the sequence s. Here, $k=[1, d]$, and $\mathrm{I}(\cdot)$ denotes the indicator function. In the WDK of order $d$, Rätsch and Sonnenburg proposed weighting the $k$-mer matches such that longer matches are effectively assigned higher weight. The authors proposed the weighting parameter $\beta_{k}=2 \frac{d-k+1}{d(d+1)}$, which assigns $\beta_{d}<\beta_{d-1}<\ldots<\beta_{1}$. However, every longer $k$-mer match has many shorter $k$-mer matches. Thus, any pair of sequences that have many longer $k$-mer matches score essentially higher than a pair in which only shorter $k$-mers match. Finally, the two sequences should be of the same length for comparison.

In summary, the WDK of order $d$ compares two sequences according to their $[1, d]$ spectrum at each position in the sequence where a $k$-mer can start (thus, the upper limit $L-k+1$ on the second summation in Eq. (2.32)). Thus, the WDK feature map is much richer than that of the spectrum kernel. The WDK has been shown to be the state-of-the-art approach for the splice site recognition problem (Rätsch and Sonnenburg, 2004).

## From Exact to Inexact Matching For Comparisons

In many real world applications, finding a match is rarely about spotting the exact one. For example, in the problem we discussed earlier, for categorizing food products in a super market, not every banana looks the same or not every yoghurt pack looks exactly the same; they are same or similar, some more than others. Similarly, in biology, protein as well as DNA sequence motifs are mostly degenerate. A DNA binding site recognized by a TF is one such example. While a TF could have a high affinity to a particular sequence of nucleotides for binding, this affinity gradually decreases as the sequence deviates, becoming more and more non-specific. Therefore, it is important that approaches to compare sequences allow facets like gaps, shifts and certain degree of mismatches when comparing sequences. To that end, the spectrum kernel described above has a variant that compares sequences with mismatches (Leslie et al., 2004), and gaps (Leslie and Kuang, 2003) permitted. The weighted degree kernel with shifts (WDKS) permits the start positions of the matching $k$-mers in the two sequences to be slightly shifted, although the shift is penalized (Rätsch et al., 2005).

$$
\begin{equation*}
\mathrm{k}\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}\right)=\sum_{k=1}^{d} \beta_{k} \sum_{p=1}^{L-k+1} \sum_{s=0}^{S} \delta_{s} \mathrm{I}\left[u_{k, p+s}\left(\mathrm{~s}_{1}\right)=u_{k, p}\left(\mathrm{~s}_{2}\right)\right]+\mathrm{I}\left[u_{k, p}\left(\mathrm{~s}_{1}\right)=u_{k, p+s}\left(\mathrm{~s}_{2}\right)\right] \tag{2.33}
\end{equation*}
$$

Here, $\delta_{s}=\frac{1}{2(s+1)}$ penalizes any shift $(s)$ in the start positions $(p)$ of the $k$-mers. This tolerance of shift decays with increase in the amount of shift.

I next describe two dot product kernels, the oligo kernel (Meinicke et al., 2004) and the oligomer distance histograms (ODH) kernel (Lingner and Meinicke, 2006). With both of them, one can inherently interpret their rich feature maps and visualize the sequence features. The oligo kernel was the first position-aware approach to also permit positional uncertainty (inexactness of position) in sequence comparison (Meinicke et al., 2004).

## The Oligo Kernel

Meinicke et al. (2004) proposed a feature map constructed by defining an oligo function for occurrences of all possible $k$-mers, over a given alphabet, in a sequence. The idea here is to account for the positional as well as the compositional uncertainty.

Every possible $k$-mer in $\Sigma^{k}$ has a corresponding oligo function which characterizes their occurrences in a given sequence and the associated positional uncertainty using Gaussians as shown in Eq. (2.34) and 2.35. The feature map for any sequence s is a concatenation of the oligo functions, $\mu_{m_{i}}$.

$$
\begin{align*}
\mu_{m_{i}}(t) & =\sum_{p \in S_{m_{i}}} e^{\frac{-(t-p)^{2}}{2 \sigma^{2}}}  \tag{2.34}\\
\Phi(\mathrm{~s}) & =\left[\mu_{m_{i} \in \sum^{k}}\right]^{\mathrm{T}} \tag{2.35}
\end{align*}
$$

In Eq. (2.34), $t$ denotes the finite number of discrete positions (in a sequence) considered for representation, $\sigma$ captures the degree of positional uncertainty, and $S_{m_{i}}$ represents the positions in sequence s where $m_{i}$ occurs. $[\cdot]^{\mathrm{T}}$ denotes the transpose in Eq. (2.35). Comparing two sequences then entails computing the inner product of their feature maps.

$$
\begin{align*}
\mathrm{k}\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}\right) & =\Phi\left(\mathrm{s}_{1}\right) \Phi\left(\mathrm{s}_{2}\right)  \tag{2.36}\\
& =\sqrt{\pi} \sigma \sum_{m_{i} \in \Sigma^{k}} \sum_{p \in S_{m_{i}}} \sum_{q \in S_{m_{j}}} e^{-\frac{1}{4 \sigma^{2}}(p-q)^{2}} \tag{2.37}
\end{align*}
$$

The case $\sigma \rightarrow 0$ considers only exact positional matches of $k$-mers, and $\sigma \rightarrow \infty$ allows infinite distance between the starting positions of the $k$-mers in the two sequences. The latter case makes it equivalent to the spectrum kernel in that the position does not matter at all. The feature map is useful for interpretation of the sequence features deemed important for the problem at hand.

In 2006, Lingner and Meinicke introduced another feature representation focusing on the relative distances between oligomer pairs instead of positions of the individual oligomers for characterizing sequence similarity. The oligomer distance histogram is a fixed-length feature space representation of any arbitrary-length sequence based on histograms of distances between short oligomers as they occur in the sequence. The distance between a pair of $k$-mers is defined as the difference in their starting positions in the sequence. For any sequence s, let $D=L-k$, the maximum distance between any two $k$-mers occurring in the sequence. The distance histogram vector of s corresponding to the $k$-mer pair $(i, j)$ is given by

$$
\begin{equation*}
\mathbf{h}_{i j}(\mathrm{~s})=\left[h_{i j}^{0}(\mathrm{~s}), h_{i j}^{1}(\mathrm{~s}), \ldots, h_{i j}^{D}(\mathrm{~s})\right]^{\mathrm{T}} \tag{2.38}
\end{equation*}
$$

where T denotes transpose. For all such $k$-mer pairs over $\Sigma$, the corresponding distance histogram vectors are concatenated together, similar to the oligo kernel, giving a complete feature space representation $\Phi(\mathrm{s})$.

$$
\begin{equation*}
\Phi(\mathrm{s})=\left[\mathbf{h}_{11}^{\mathrm{T}}(\mathrm{~s}), \mathbf{h}_{12}^{\mathrm{T}}(\mathrm{~s}), \ldots, \mathbf{h}_{M M}^{\mathrm{T}}(\mathrm{~s})\right]^{\mathrm{T}} \tag{2.39}
\end{equation*}
$$

The ODH kernel value for two sequences $s_{1}$ and $s_{2}$ is given by the dot product.

$$
\begin{equation*}
\mathrm{k}\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}\right)=\Phi\left(\mathrm{s}_{1}\right) \Phi\left(\mathrm{s}_{2}\right) \tag{2.40}
\end{equation*}
$$

The set of feature vectors for $N$ training samples is: $\mathbf{X}=\left[\Phi\left(\mathrm{s}_{1}\right), \ldots, \Phi\left(\mathrm{s}_{N}\right)\right]$ and the $N \times N$ kernel matrix is given by: $\mathbf{K}=\mathbf{X}^{\mathrm{T}} \mathbf{X}$. It was shown that this kernel accurately detects homology in protein sequences and also identifies important oligomer pairs (Lingner and Meinicke, 2006).

With respect to interpretability and visualization, after the oligo and the ODH kernel in 2004 and 2006, the WD kernel (and its shift variant) was reinforced in 2008 with positional oligomer importance matrices (POIMs) for visualization of important $k$-mer features (Sonnenburg et al., 2008).

### 2.3.4 Tricks for Designing Kernels

For many applications, designing a new kernel adapted to the task at hand may often be a good idea. There are two possible ways of doing it. First, using an existing kernel and performing some permissible operation on it to get the final kernel. Second, designing one using some already known domain specific similarity measure. The latter option is useful when the similarity measure does not yield a valid kernel function by itself. I give examples of both below.

Using an existing valid kernel: Let $k_{1}$ and $k_{2}$ be kernels over $\mathcal{X} \times \mathcal{X}, \mathcal{X} \subseteq \mathbb{R}^{n}$, $\beta \in \mathbb{R}^{+}$, then
(i) Sum of two kernels is a kernel

$$
\begin{equation*}
k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=k_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+k_{m}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \tag{2.41}
\end{equation*}
$$

(ii) Constant $\times$ kernel is a kernel.

$$
\begin{equation*}
k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\beta k_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \tag{2.42}
\end{equation*}
$$

(iii) A linear combination of two or more kernels is also a kernel. This is a combination of the above two operations.

$$
\begin{equation*}
k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\beta_{1} k_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+\ldots+\beta_{m} k_{m}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \tag{2.43}
\end{equation*}
$$

This is useful when for the same set of objects $x \in \mathcal{X}$, there is multiple modalities of information available. Then one can freely construct a kernel per modality and combine them in this fashion. Assignment of weights ( $\beta$ values) can be resolved using the so-called multiple kernel learning problem (Marius Kloft and Zien, 2011) (see Subsection 2.3.5).
(iv) Product of two kernels is also a kernel

$$
\begin{equation*}
k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=k_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) k_{2}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \tag{2.44}
\end{equation*}
$$

We refer to (Shawe-Taylor and Cristianini, 2004) for a more comprehensive reading.
The empirical kernel map: When a certain domain specific similarity measure exists, it can be used to compute pairwise similarity between all data points. But it is not necessary that this similarity measure yields a valid kernel. In this case, one can use the so-called empirical kernel map (Tsuda, 1999). In it, one first chooses a finite subset of the available data points as templates, and computes similarities with the templates for all the data points. This results in a fixed, finite-dimensional feature vector for each data point. The empirical kernel is then obtained by computing the dot product between the finite-dimensional feature vectors. With $r$ templates, the empirical kernel value between data points $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ is given as

$$
\begin{equation*}
\forall \mathrm{x} \in \mathcal{X}, k\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\left\langle\Phi\left(\mathrm{x}_{1}\right), \Phi\left(\mathrm{x}_{2}\right)\right\rangle=\sum_{i=1}^{r} s\left(\mathrm{x}_{1}, t_{r}\right) s\left(\mathrm{x}_{2}, t_{r}\right) . \tag{2.45}
\end{equation*}
$$

where $s\left(\cdot, t_{r}\right)$ is the similarity of a data point with the templates. Choosing templates can be an overhead though.

Removal of negative eigenvalues: Alternative to the empirical kernel map approach, one can also take a simpler route of making the pairwise similarity matrix positive definite, if it is not, as follows. Constantly shifting a kernel matrix by subtraction of its minimal eigenvalue makes the kernel matrix positive definite (Roth et al., 2003).

$$
\begin{equation*}
\tilde{K}=K-\lambda_{\min }(K), \tag{2.46}
\end{equation*}
$$

where $\lambda_{\text {min }}(\cdot)$ denotes the minimal eigenvalue of the argument matrix.

### 2.3.5 Learning In View Of The Multiplicities Of The Real World

Talking about multiplicities of the real world (applications), we already mentioned multi-class and multi-label classification scenarios (see Subsection 2.3.1). In this subsection, we introduce scenarios of learning from: (a) multiple information modalities for objects; (b) multiple (related) tasks; and (c) multiple instances of objects. We briefly discuss them next.

## Handling Multiple Information Modalities

Quite frequently, one comes across a scenario where multiple pieces of information are available for the same set of objects in a task. Using all of them can enable learning better models for the task. Consider an example from the biomedical domain. For a prediction task involving patient data, one could have information on their gene expression values, DNA methylation and various histone modifications. Using only one kind of information of these, say the gene expression profiles, restricts what the model can learn about a disease. One would rather prefer using all different kinds of information simultaneously to understand the disease and its mechanisms as much as possible.

This can be done by designing a separate kernel for each kind of information and putting all of them to use (by 2.43). When the kernel function $k(\cdot, \cdot)$ is a combination of multiple kernels, it is called a combined kernel.

$$
\begin{equation*}
k_{\text {combined }}\left(\mathrm{s}_{1}, \mathrm{~s}_{2}\right)=\sum_{i=1}^{m} \beta_{i} k\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}\right) \tag{2.47}
\end{equation*}
$$

A simple case of a combined kernel is a uniform combination of the individual socalled subkernels, i.e. assigning a weight of 1.0 to each subkernel. This type of kernel is called the sum kernel. Alternatively, some subkernel can be more important than others. Then we would be interested in weighting these subkernels appropriately. The problem of learning these subkernel weights from the data itself is termed multiple kernel learning (MKL) (Bach et al., 2004).

Convex combinations are the most popular choice for combining the kernel matrices. They allow for assessing the relative importance of the combined kernels. Optimization constraints are based on the $\ell_{p}$-norm on the kernel weights, where $p$ usually has the value one or two. Using the $\ell_{1}$-norm on the kernel coefficients, i.e. $\|\beta\|_{1}=$ $\sum_{1}^{m}\left|\beta_{i}\right|=1$ induces sparsity (Ng, 2004). The $\ell_{2}$-norm, i.e. $\|\beta\|_{2}=\sqrt{\beta_{1}^{2}+\ldots+\beta_{m}^{2}}=1$ leads to non-sparse coefficient values $\beta_{m}$. $\ell_{2}$-norm MKL has been more popular and successfully used earlier in biological applications, for example, in combining heterogeneous data sources (Tsuda et al., 2004; Yu et al., 2010).

## Handling Multiple Tasks

Building a model that is very close to the truth-as in it captures the complex relationships well-is feasible when reasonably abundant data is available to train our learning algorithm. But in many real world tasks, only few training examples may be available. Moreover, obtaining additional training data could be very expensive. This is especially true in computational biology or the biomedical domain due to hefty costs of scientific equipments, and time and effort required for an experiment or medical test. The paucity of training data makes the prediction task at hand even more difficult. As a workaround, data available for any other related task can be utilized. In another scenario, imagine that there are several related tasks that need to be learned simultaneously. A supervised learning algorithm that can combine information from these related tasks is expected to build models capable of achieving better accuracies. Multitask learning (MTL) attempts to do this - share information across several related tasks - and achieve improved performance on all the tasks. Usually, one uses domain-specific information to measure the task similarity.
(Evgeniou et al., 2005) introduced how multitask learning can be performed with kernel methods. (Jacob and Vert, 2008) provided the following formulation for sharing of information between tasks with a kernel on tasks.

$$
\begin{align*}
K_{M T L}\left(\left(s_{A}, t_{A}\right),\left(s_{B}, t_{B}\right)\right) & =\left\langle\Phi\left(s_{A}, t_{A}\right), \Phi\left(s_{B}, t_{B}\right)\right\rangle  \tag{2.48}\\
& =\left\langle\Phi_{T}\left(t_{A}\right), \Phi_{S}\left(s_{A}\right)\right\rangle \otimes\left\langle\Phi_{T}\left(t_{B}\right), \Phi_{S}\left(s_{B}\right)\right\rangle  \tag{2.49}\\
& =\left\langle\Phi_{T}\left(t_{A}\right), \Phi_{T}\left(t_{B}\right)\right\rangle \times\left\langle\Phi_{S}\left(s_{A}\right), \Phi_{S}\left(s_{B}\right)\right\rangle  \tag{2.50}\\
& =K_{T}\left(t_{A}, t_{B}\right) \cdot K_{S}\left(s_{A}, s_{B}\right) \tag{2.51}
\end{align*}
$$

where $t_{A}, t_{B}$ are tasks, and $s_{A}, s_{B}$ are examples corresponding to the two tasks, $\Phi_{T}$ and $\Phi_{S}$ are task- and sequence-specific feature maps, and $K_{M T L}$ is the multitask kernel between the two tuples $\left(s_{A}, t_{A}\right)$ and $\left(s_{B}, t_{B}\right)$. This formulation for $K_{M T L}$ as a product of a kernel on tasks and a kernel on examples is very convenient. It was used for predicting peptide-MHC-I binding (Jacob and Vert, 2008). We too use
this formulation for a problem we tackle in this thesis (see Chapter 3). Widmer and Rätsch (2012) present an overview of MTL applications for problems in computational biology.

Handling Multiple Instances

Dietterich et al. first described the multiple instance learning (MIL) problem in 1997, where the training examples could have many alternative feature vectors describing them.

Consider the following general example involving a lock smith who has to identify the shape of the key that opens the door to a particular room in an office. Most employees have one key in their keychain which unlocks the said door. For this task, The lock smith has access to the keychains (with keys) of all employees without knowing which key in it opens the door, and has no access to the particular door itself. Thus, here, in order to identify the shape of the key that would open the door, the lock smith examines all keys in every keychain as instances with potential features and infers the characteristic shape of the key that would open the said door (Dietterich et al., 1997).

As a second example, consider the drug-activity prediction problem where the task is to infer the observed activity of a drug molecule. Usually, an input drug molecule binds well to a target binding site on some other larger molecule when one out of a set of conformations is adopted by the input molecule. The other conformations in the set can result in binding, but, only weakly. And, any other conformation that is not a member of this set results in no binding. In this case, the different viable conformations are the multiple favorable instances, one out of them leading to a desired result which is a strong binding event. An instance of this example is the task of major histone compatibility (MHC) class II binding peptide prediction by modeling it as a MIL problem (Pfeifer and Kohlbacher, 2008).

Thus, MIL differs from the typical binary classification scenario which has only one feature vector representing each object. MIL describes a binary classification problem for data that consists of pairs $\left(X_{i}, y_{i}\right)$, where $X_{i}$ is a bag containing so-called instances $x \in X_{i}$ and $y_{i}$ is a binary label $(+1$ or -1$)$. The labels of the instances are not known, but each bag $X_{i}$ with $y_{i}=-1$ only has negative instances and each bag $X_{i}$ with $y_{i}=+1$ has at least one positive instance. Thus, it can also be said that there is ambiguity in the training examples. The goal of MIL is to learn the best classifier to predict $y_{j}$ given $X_{j}$.

The normalized set kernel, also known as the multi-instance kernel, introduced by

Gärtner et al. (2002) for MIL is given as follows:

$$
\begin{equation*}
k\left(X, X^{\prime}\right):=\frac{k_{\mathrm{set}}\left(X, X^{\prime}\right)}{f_{\mathrm{norm}}(X) f_{\mathrm{norm}}\left(X^{\prime}\right)} \tag{2.52}
\end{equation*}
$$

where $k_{\text {set }}\left(X, X^{\prime}\right):=\sum_{x \in X, x^{\prime} \in X^{\prime}} k\left(x, x^{\prime}\right)$ and $f_{\text {norm }}(X)$ is a suitable normalization function (Gärtner et al., 2002). One could normalize using either averaging $\left(f_{\text {norm }}(X):=\right.$ $\# X)$ or feature space normalization $\left(f_{\text {norm }}(X):=\sqrt{k_{\text {set }}(X, X)}\right)$.

In this thesis, we use the multiple instance setting to model the problem of comparing variable-length sequences in the classification scenario. In it, we represent any individual sequence (bag) as a collection of its segments (instances). Chapter 4 is dedicated for a detailed description of this problem.


# Genetic Sequence-Based Prediction of Long-range Chromatin Interactions 


#### Abstract

This chapter describes our work on computational prediction of long-range chromatin interactions using the genetic sequence. This work is published as (Nikumbh and Pfeifer, 2017). While the project idea was conceived by Nico Pfeifer, I designed, implemented and performed the computational experiments with Nico's guidance. All model interpretations and analyses were performed by me and supervised by Nico Pfeifer. Large portions of text in this chapter have been adapted from (Nikumbh and Pfeifer, 2017).


### 3.1 Introduction

AS outlined in the biological background (Section 2.1), it is well known that chromatin, a complex of DNA and proteins, is packed in three-dimensional (3D) space inside the nucleus of the cell in a highly regulated fashion. The spatial conformation of chromosomes is governed by certain principles (Bickmore, 2013; Cope et al., 2010; de Wit and de Laat, 2012). The structure of chromatin depends on the functional state of the cell (viz. normal/diseased) and gene activity among other cellular properties. Thus, a better understanding of 3D chromatin structure and the underlying mechanisms determining this structure helps in gaining an enhanced comprehension of many genomic functions. With the advent of chromosome conformation
capture (3C)-based techniques in the last decade (reviewed in detail in Section 2.1.4), genome-wide analysis of the interaction profiles is now possible (Heidari et al., 2014). Studies have revealed a correlation between long-range chromatin interactions and the functional state of the cell (Zeitz et al., 2013), and more generally, cell-type specificity Heidari et al. (2014). These long-range interactions comprise pairs of loci that are close in 3D space, but not necessarily close in sequence. The spatial colocalization of different chromosomal regions-cis as well as trans - can be due to a mix of factors. For example, two or more loci can co-localize for specific, direct contact between each other, or they are co-localized due to some nonspecific binding as a result of the packing of the chromatin fibre or having the same subnuclear structure. Specific co-localization may signify functional association (Dekker et al., 2013).

Knowing which loci interact over a long-range and evaluating the effect of such interactions can help us further our understanding of genome regulation and organization. Thus, it is of general interest to be able to predict whether a given pair of loci which are distant on the linear chromosome would interact in 3D space. There exist machine learning-based approaches for predicting such long-range interactions between enhancer and promoters using TF binding and epigenetic information (Roy et al., 2015; Whalen et al., 2016; Yang et al., 2017b). These approaches exclude other genomic regions which lack such additional information from their study. A sequence-based model can improve our understanding of chromatin interactions and the principles governing chromosome folding at the most basic level. It can also be useful to study any genomic region excluded from other studies. Such a model has several potential applications. One is to use the predicted label as additional information for the prediction of boundaries of topologically associating domains (TADs) (Dixon et al., 2012). Another is to assist methods that predict the 3D structure of the chromosome from Hi-C data (Varoquaux et al., 2014).

This chapter describes in detail our work on a computational pipeline for prediction of locus-specific long-range chromosomal interactions. We begin by stating the related work followed by our approach in a nutshell vis-à-vis the related work (Sections 3.2 and 3.3). This is followed by the description of the materials in Section 3.4, wherein we describe the experimental data used and pre-processing performed. The subsequent sections of the chapter present our pipeline, the results and discussion (Sections 3.5, 3.6 and 3.7 respectively).

### 3.2 Related Work

The last few years have seen an increasing interest in prediction of long-range interactions between promoters and enhancers. Thus, there has been a surge of computational studies for predicting and/or understanding interactions involving promoters
and enhancers. Namely (Roy et al., 2015), (Whalen et al., 2016) and (Yang et al., 2017b).

Per cell line, in contrast to our per-locus models, all of these approaches model the 'all interactions versus all non-interactions' scenario. Among all loci, they use only enhancer-promoter (EP) pairs. Roy et al. (2015) and Whalen et al. (2016) use various functional genomics features to represent each EP pair. They include information on different histone modifications and transcription factors available from many experimental assays, such as ChIP-seq, DNase-seq, and RNA-seq, performed in different cell lines. Roy et al. (2015) use an ensemble of Random Forest-based model and a multitask regression model, and Whalen et al. (2016) use gradient boosted trees for classification. In another work, Yang et al. (2017b) use sequence features at the EP pairs for classifying them as interactions and non-interactions in two ways. In one, sequence features are used via information on the TFBSs for all known TF motifs from databases like JASPAR (Sandelin et al., 2004). In another, they represent each EP pair by embedding it in a lower-dimensional space. These are word embeddings obtained using word2vec (Mikolov et al., 2013a,b). In both the variants, the authors use gradient boosted trees for classification (Yang et al., 2017b). In spite of using genetic sequence information, there are limitations to the benefits of these models. Specifically, in the first case using only known TFBS-motifs is similar in principle to using information from TF ChIP-seq data sets, and in the second case, interpreting the word embedding features is difficult. All of these approaches achieve reasonable prediction performances. Also, there is quite an overlap in the set of features reported by these studies as important for EP interactions (EPIs). In particular, all of them report CTCF, cohesin complex (SMC-RAD21) and zinc-finger proteins as important features characterizing EPIs. Contrasting to the other studies, Whalen et al. (2016) also consider information in the intervening chromatin for every EP pair considered. They report many DNA-binding proteins, and histone marks corresponding to activation and elongation in the intervening windows as features important for distal EPIs.

The rest of the chapter presents our approach for prediction of locus-specific longrange chromatin interactions using the genetic sequence.

### 3.3 Our Approach in a Nutshell

In this study we built a method based on support vector machines (SVMs) (Boser et al., 1992) to predict which genomic loci potentially interact with a given locus under study based on the genetic sequence of the candidate loci. In a nutshell, we do the following. Given a contact matrix delineating interactions between various genomic loci, we build a predictor for a locus of interest (LoI) from the contact matrix. This
predictor learns the characteristics of the genomic loci that happen to significantly interact with the LoI as against the set of loci that do not. Thus, we build a predictor per locus.

We analyzed 5C contact matrices for three human cell lines-GM12878, K562 and HeLa-S3. We demonstrate that the genetic sequence is predictive of the long-range interactions. We developed new visualization methods to enable an intuitive visualization of the sequence features that proved useful for discerning the interaction partners of a LoI from those that do not interact with it. This renders our models to be more than black boxes. Since our models are locus-specific, one can compare the important sequence features characterizing (non-)interactors of the same locus in two cell lines. Additionally, we used these locus-specific models trained on 5 C data to independently predict potential chromosome-wide interaction partners for the same LoI. This computational validation is done on high-resolution Hi-C data sets from (Rao et al., 2014).

Since the genetic sequence is only the primary level at which genomic function and organization information is encoded, it is apparent that higher levels of modifications will have the final say towards these chromatin interactions. This is especially true for cell line-specificity. In other words, one would not expect a model using sequence information alone to outshine one that (also) utilizes additional information sources in terms of prediction accuracy. But, a sequence-level model has its advantages as already stated. Thus, we would like to stress upon our two-fold aim in performing this study:

1. Answer the question: To what extent can the genetic sequence alone predict these long-range chromosomal interactions? To this end, we performed computational experiments using our genetic sequence-based approach.
2. Understand the characteristic sequence features underlying such long-range interactions. This is achieved with the help of visualization methods we have newly developed in this work. They aid in interpreting the sequence signals that contribute towards predicting locus-specific interaction partners.

In general, we believe that such an approach using sequence-level information could be useful to study sequence peculiarities among the interaction partners of a particular locus.

### 3.4 Materials

We use the 5C contact matrices from experiments published by (Sanyal et al., 2012). They probed a collection of regions for two tier-I cell lines (GM12878 and K562) and a
tier-II cell line (HeLa-S3) from ENCODE (The ENCODE Project Consortium, 2012).

The data for each cell line was comprised of two biological replicates. For each replicate, Sanyal et al. (2012) performed the following two pre-processing steps. First, filtering of primers. All 5C primers were expected to perform similarly w.r.t. the trans interactions in the experiment. Any variation observed was considered to be due to experimental factors such as differences in primer and ligation efficiencies. On this premise, outlier primers were filtered as follows. Two mean values were computed, the average 5C signal for each restriction fragment in trans, and the global average of all interchromosomal contact frequencies. The global mean was used to obtain a correction factor per restriction fragment that normalizes its trans signal to those of all restriction fragments. If any of these correction factors was too high or too low, specifically beyond mean $\pm 1.654$ standard deviations, that restriction fragment was flagged for removal. Second, normalization of the 5C signal per restriction fragment. The above correction procedure was repeated for the remaining set of restriction fragments. The normalized 5C signal between any pair of restriction fragments was obtained by multiplying three quantities, the correction factors for the pair and the corresponding contact frequency. This two-step procedure corrects for detection biases per restriction fragment (Sanyal et al., 2012). The intra-chromosomally interacting restriction fragments are then tested for significance. In the process, the inverse relationship between contact frequencies and the genomic distance between interacting pairs is accounted for, and peaks are called (cf. Subsection 2.1.4). Sanyal et al. apply a conservative FDR cutoff of $1 \%$. Sanyal et al. term the interactions that are called peaks in both replicates as 'TruePeaks' and those not called peaks in either replicate as 'NonPeaks'. Consequently, in our study, positive examples for any classifier are 'TruePeaks' and negative examples, 'NonPeaks'. We considered different FDR cutoff values $(1 \%, 10 \%$ and $15 \%$ ) and selected an FDR cutoff of $10 \%$ for the final model (see Subsection 3.4 below). Table 3.4.1 gives information on the number of 'TruePeaks' (\#TP) and the number of 'NonPeaks' (\#NP) for the genomic regions included in this study.

We selected ten regions per cell line to evaluate the potential of the DNA sequence to serve as the sole information source in predicting the long-range interactions. For each cell line, these are the 10 regions with the most positive examples available. These are the 'model-defining' regions for our study. All genomic coordinates are w.r.t. hg19, GRCh37 assembly. The 'model-defining' loci are among the TSS-containing regions (by GENCODE v7 (Harrow et al., 2012)) and the sets of loci in the positive and negative class for the individual classifiers are restriction fragments


Figure 3.4.1: Lengths of restriction fragments for various regions in different cell lines. Their violin plots are arranged in two columns per cell line. Length is measured in terms of the \#nucleotides in a sequence.


Figure 3.4.2: Z-scores for various cell lines at 1, 10 and 15\% FDRs. We have followed the nomenclature from (Sanyal et al., 2012). Rep1Peak_Rep1Zscore: peak in rep1, z-score in rep1 plotted; Rep2Peak_Rep2Zscore: peak in rep2, z-score in rep2 plotted; Rep1Peak_Rep2Zscore: peak in rep1, z-score in rep2 plotted, Rep2Peak_Rep1Zscore: peak in rep2, z-score in rep1 plotted; TruePeaks: called peak in both replicates; NonPeaks: not called peak in either replicate. We compared each z-score distribution of the different peak classes to the $z$-score distribution of the NonPeaks with an unpaired Wilcoxon test. Asterisks (*) are shown for significant difference in $z$-score distribution at significance level 0.05 . We did not correct for multiple testing to keep the analysis comparable to (Sanyal et al., 2012). The marks ' $P$ ' and ' $N$ ' on the box-plots for TruePeaks and NonPeaks denote they constituted the positive- and negative-set of examples respectively in our work.
corresponding to enhancers (also by GENCODE v7 (Harrow et al., 2012)) (Sanyal et al., 2012). All values of \#TruePeaks and \#NonPeaks in Table 3.4.1 are for FDR $10 \%$.

For the computational validation with high-resolution Hi-C data, we used the data for cell lines GM12878 ${ }^{1}$ and K562 ${ }^{2}$ from Rao et al. (2014) deposited at Gene Expression Omnibus (Edgar et al., 2002)

Relaxation of FDR cutoff to enable studying of putative 'bystander' or structural interactions

From a biological point of view, we attempted to take a more broader view and defined an interaction taking into account not just the significant 'looping interactions' but also the possibility of so-called 'bystander' or structural interactions involving the intervening chromatin (Hughes et al., 2014; Sanyal et al., 2012). A conservative FDR cutoff percentage, such as $1 \%$, would include only significant 'looping interactions' as prevalently defined in the community, and a comparatively liberal one would include structural interactions. Thus, in all computational experiments, in order to distinguish significant interactions from non-interactions in the 5C data, we relaxed the FDR cutoff to $10 \%$, instead of $1 \%$ as in (Sanyal et al., 2012). In this manner, we traded off between being very conservative and comparatively liberal.

This relaxation still maintained a significantly higher mean z-score of the interactions for TruePeaks in comparison to NonPeaks for all the cell lines, similar to the $1 \%$ cutoff case (see Figure 3.4.2). Although $15 \%$ FDR also shows a significant difference, it did not provide much benefit in the number of additional TruePeaks per region in comparison to relaxing the FDR from $1 \%$ to $10 \%$, consistently across all three cell lines. (i.e., positive examples per classification problem in our study)

### 3.5 Methods

We use string kernels (introduced in Section 2.3.3) in conjunction with an SVM as a classifier to analyze the genomic loci in this study. Because these loci have highly diverse lengths (see Figure 3.4.1), we could not directly use position-aware string kernels like the oligo kernel (Meinicke et al., 2004) or weighted degree (WD) kernels (Rätsch et al., 2005; Rätsch and Sonnenburg, 2004) for comparing the loci.

[^10]Table 3.4.1: Details of the genomic regions for the three cell-types (GM12878, K562 and HeLa-S3) for which we built our models. All genomic coordinates are w.r.t. hg19, GRCh37 assembly. These are among the TSS-containing regions (according to the GENCODE v7 (Harrow et al., 2012)) for which reverse 5C primers were designed by (Sanyal et al., 2012). As in (Sanyal et al., 2012), the terms are defined as follows. TruePeaks (TP): called peaks in both replicates; Rep1Peaks (R1P)/Rep2Peaks (R2P): called a peak in either replicate; NonPeaks (NP): not a peak in either replicate. The binary prediction problem for each region is TruePeaks vs. NonPeaks (i.e., \#TruePeaks = \#positive examples and \#NonPeaks = \#negative examples). All values of \#TruePeaks, \#Rep1Peaks, \#Rep2Peaks and \#NonPeaks are for FDR 10\%. TCR locus lengths are in base pairs (bp). R:regions.

| GM12878 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R$ | TCR | length | \#TP | \#R1P | \#R2P | \#NP | $R$ | TCR | length | \#TP | \#R1P | \#R2P | \#NP |
| 0 | chr7:115847372-115857098 | 9726 | 63 | 120 | 116 | 226 | 5 | chr7:90224881-90229046 | 4166 | 34 | 51 | 97 | 122 |
| 1 | chr7:115890993-115892266 | 1273 | 56 | 124 | 97 | 234 | 6 | chr 7:116434729-116454408 | 19680 | 33 | 63 | 77 | 292 |
| 2 | chr7:115861595-115870968 | 9373 | 52 | 88 | 111 | 252 | 7 | chr7:90337078-90341001 | 3924 | 32 | 67 | 43 | 158 |
| 3 | chr5:131722317-131724751 | 2434 | 39 | 53 | 50 | 91 | 8 | chr22:32162110-32166713 | 4604 | 31 | 74 | 52 | 127 |
| 4 | chr5:131892428-131895867 | 3439 | 34 | 52 | 57 | 80 | 9 | chr21:34819525-34821921 | 2397 | 30 | 48 | 44 | 201 |
| K562 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| R | TCR | length | \#TP | \#R1P | \#R2P | \#NP | $R$ | TCR | length | \#TP | \#R1P | \#R2P | \#NP |
| 0 | chr22:32764253-32784733 | 20480 | 46 | 101 | 62 | 105 | 5 | chr7:89787744-89795672 | 7929 | 35 | 97 | 56 | 118 |
| 1 | chr22:32920308-32927723 | 7415 | 45 | 101 | 57 | 109 | 6 | chrX:153625659-153635385 | 9727 | 34 | 55 | 43 | 46 |
| 2 | chr22:32012966-32043914 | 30948 | 42 | 77 | 83 | 104 | 7 | chr22:32170492-32188129 | 17638 | 32 | 83 | 74 | 97 |
| 3 | chr21:35242603-35256847 | 14244 | 39 | 100 | 52 | 150 | 8 | chr22:32740683-32750950 | 10268 | 32 | 85 | 57 | 112 |
| 4 | chr7:115847372-115857098 | 9726 | 37 | 125 | 73 | 238 | 9 | chr11:5721056-5732713 | 11658 | 31 | 67 | 40 | 85 |
| HeLa-S3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| R | TCR | length | \#TP | \#R1P | \#R2P | \#NP | $R$ | TCR | length | \#TP | \#R1P | \#R2P | \#NP |
| 0 | chr7:115847372-115857098 | 9726 | 98 | 152 | 138 | 207 | 5 | chr7:115861595-115870968 | 9374 | 40 | 77 | 78 | 284 |
| 1 | chr7:116434729-116454408 | 19679 | 71 | 122 | 137 | 211 | 6 | chr22:32170492-32188129 | 17638 | 40 | 64 | 96 | 102 |
| 2 | chr22:32920308-32927723 | 7415 | 53 | 72 | 94 | 109 | 7 | chr22:32053085-32061138 | 8054 | 37 | 64 | 80 | 115 |
| 3 | chr7:115890993-115892266 | 1273 | 50 | 82 | 124 | 243 | 8 | chr22:33262063-33266567 | 4505 | 37 | 87 | 60 | 112 |
| 4 | chr7:89787744-89795672 | 7928 | 49 | 92 | 85 | 108 | 9 | chr21:34750664-34761738 | 11075 | 37 | 86 | 67 | 147 |

### 3.5.1 Pipeline for Predicting Long-range Chromatin Interactions

As discussed in the background chapter, Section 2.1.4, a contact matrix output by any chromatin conformation experiment must be subjected to normalization and extraction of significant contacts. Also, these experiments are usually performed for multiple biological replicates to assess the impact of experimental errors and other variations.

Figure 3.5.1 depicts our approach for predicting long-range chromatin interactions. The normalization and peak-calling procedures that we adopted for analyzing the 5C data used in this study are described in Section 3.4. Once a raw contact matrix has been normalized and the significant interactions have been called, we binarize the contact matrix as follows. Genomic loci (along the rows) not called significant interaction partners of a particular locus (along the columns) in either replicate constitute the negative class (see Figure 3.5.1, cells denoted by filled black boxes). Those called significant in all replicates constitute the positive class (see Figure 3.5.1, cells denoted by filled orange boxes). This leaves a lot of uncalled loci (along the rows). These are denoted by unfilled boxes (Figure 3.5.1). Then, we build classifiers for loci along the column of the matrix (one per locus). We call these loci the 'model-defining' loci. For each individual classifier, the corresponding positive and negative set of examples is built as stated above. Accordingly, from Figure 3.5.1, loci r3, rM and the like are included in the positive class for the classifier corresponding to locus c1. Locus r2 and the like are included in the negative class for it. Note that loci denoted by unfilled boxes, e.g., r1 and r4, are not included in either class and are excluded by the model. Clearly, any locus that belongs to the positive class in one model, may belong to either the positive or negative class in another model or may be even completely excluded.

For each classifier, $80 \%$ of the given set of sequences were used for training while $20 \%$ were held-out as test sequences. The classifiers are based on an SVM with the ODH kernel (cf. Section 2.3.3). The cost parameter for the SVM, and oligomer length, and maximum distance value for the ODH kernel can be set by the user. Our pipeline also accounts for class-imbalance by proportionately up-weighting the misclassification cost for the minority class (here, positive class) (Elkan, 2001). Recall the misclassification error term $C \sum_{i=1}^{n} \xi_{i}$ in Eq. (2.14) from Chapter 2. It is replaced by $C^{+} \sum_{i \in P} \xi_{i}+C^{-} \sum_{i \in N} \xi_{i}$ where $C^{+}$and $C^{-}$are costs associated with misclassification errors for examples of the positive ( P ) and negative ( N ) class, respectively. Proportionally up-weighting the misclassification cost for the minority class leaves just the cost variable $C$ to be set. Typically, $C^{+} / C^{-}=|P| /|N|$ (Ben-Hur and Weston, 2010; Elkan, 2001).


Figure 3.5.1: Pipeline for predicting locus-specific long-range chromatin interactions using the genetic sequence. In the contact matrix, cells denoted by filled orange boxes ( $\square$ ) correspond to loci that are called significantly interacting with the Lol in all replicates of any experiment profiling chromatin interactions. This constitutes the positive set of sequences for the corresponding classifier. Those denoted by filled black boxes ( $\square$ ) correspond to loci that are not called significantly interacting in any of the replicates. This constitutes the negative set of sequences for the corresponding classifier. This leaves those loci which are called significantly interacting in at least one, but not in all of the replicates. They are visualized by unfilled boxes ( $\square$ ) and are not used by the classifier. The genomic loci along the columns of the contact matrix (c1, c2, $\mathrm{c} 3, \ldots, \mathrm{cN}$ ) are the Lol for which we build locus-specific classifiers.

For each model, the cost parameter for SVM is varied in the range $10^{-3}, 10^{-2}, \ldots, 10^{3}$. We performed experiments with $K$-mer values 3 and 5 and the maximum distance between $K$-mers as 100 . The ODH kernel has no other hyperparameters to be tuned. Intuitively, a model built with $K$-mer value 5 encodes more specificity while the $K$ mer value 3 maintains relative generality. We perform a 5 -fold nested cross-validation to select the best performing cost-value for the SVM while the ODH feature representation parameters are fixed.

### 3.5.2 New Visualization Techniques

We developed two new visualization techniques suitable for our models using the ODH representation. The aim is to enable better interpretation of the sequence signals that contributed towards prediction of locus-specific interaction partners. The first of these two techniques is 'Absolute Max Per Distance' and, the second is 'Position-Wise Weight Matrix (PWWM)-based TopN'.

Absolute Max Per Distance (AMPD) visualizations
We introduced the ODH representation in Section 2.3.3. Recall that the dimensionality of the ODH feature vector for a given alphabet $\sum$ using oligomer length $K$ and distances up to $D$ is $\left[\left(\left|\sum\right|^{K}\right)^{2} \times(D+1)\right]$. For the DNA sequence alphabet, and oligomer length 3 and 5, this gives 413,696 and 105,906,176 dimensions, respectively. The SVM weight vector for a model has the same dimensionality as the feature vector (cf. Subsection 2.3.1). This implies, in this scenario that its dimensionality is the same as the dimensionality of the ODH feature vector. Thus, each entry of the SVM weight vector is the coefficient assigned to a $K$-mer pair separated by a distance $d \in[0,1, \ldots, D]$. For each of our locus-specific models, the 5 -fold outer cross validation gives 5 different SVM weight vectors. These five individual weight vectors are averaged to obtain one representative weight vector for a per-locus model. From this averaged weight vector, we note two $K$-mer pairs per distance value, one that was assigned the most positive coefficient and the other, most negative. A positive coefficient means the $d$-separated $K$-mer pair is an important feature among the positive sequences, while a negative coefficient means it is an important feature to classify the sequence as negative. All such selected $K$-mers at the various distance values are visualized to provide a distance-centric view of the important features. Such a visualization for region 9 of cell line GM12878 is shown in Figure 3.6.3. We call these visualizations 'Absolute Max Per Distance' (AMPD) visualizations. For better readability, the $K$-mer pairs at even distance values are arranged in the outer column and those at odd distance values in the inner column. Figures 3.6.3, 3.6.5, and 3.6.8
show examples of 'AMPD' visualization for different regions across the three cell lines GM12878, K562 and HeLa-S3. In particular, these are for regions 9, 7 and 6 from among those given in Table 3.4.1.

## Position-Wise Weight Matrix (PWWM)-based 'TopN' visualizations

Independently, the entries of the averaged weight vector are sorted in descending order and then thresholded to reveal the top 25 scoring entries. Figure 3.6.4 visualizes only those selected top- $25 K$-mer pairs. Here, the $(D+1)$ distances are arranged radially. Each spoke gives the magnitude of the highest-scoring $K$-mer pair at the corresponding distance. If the magnitude does not cross the threshold value, that spoke is plotted in gray. If it does, it is plotted in 'blue' when it has a positive contribution (see Figure 3.6.4), and in 'red' when it has a negative contribution (see Figure 3.6.9). We call these visualizations 'Top25', or more generally, 'TopN' visualizations where one can choose a suitable value for ' $N$ '. Since there can be more than one entry at the same distance $d$ among the top-N, this leads to sequence logo-like representations. At any distance $d$, all motifs that exceeded the threshold are collected along with their weight magnitudes and stacked one over the other to finally represent them with a consensus motif. This consensus motif is obtained by constructing a 'Position-Wise Weight Matrix' (PWWM) of dimension ( $\left|\sum\right| \times 2 K$ ). It represents the nucleotides appearing at each position from 1 to $2 K$ along with their relative contribution to the weight vector. A dummy example illustrating this is shown in Table 3.5.1. This PWWM is computed as follows. For position $p \in\{1, \ldots, 2 K\}$, the

Table 3.5.1: A dummy PWWM for selected 3-mer pairs at certain distance $d$. $\left|w_{1}\right|,\left|w_{2}\right|$, and $\left|w_{3}\right|$ are magnitudes of the weights for the example 3-mer pairs. `A', `C', `G' and `T' are the rows corresponding to the nucleotides. Position, $p \in\{1, \ldots, 6\}$. Each cell is divided by $W=\left(\left|w_{1}\right|+\left|w_{2}\right|+\left|w_{3}\right|\right)$.

|  | 3-mer pairs |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \| $w_{1} \mid$ | $\begin{aligned} & \begin{array}{l} \mathrm{AAA} \\ \mathrm{GAA} \\ \hline \mathrm{AAG} \end{array} \end{aligned}$ |  |  | G A A |  |  |
| $\left\|w_{2}\right\|$ |  |  |  | A G A |  |  |
| $\left\|w_{3}\right\|$ |  |  |  |  | A A A |  |
| 'A' | $\frac{1}{W}\left(\left\|w_{1}\right\|+\left\|w_{3}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{1}\right\|+\left\|w_{2}\right\|+\left\|w_{3}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{1}\right\|+\left\|w_{2}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{2}\right\|+\left\|w_{3}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{1}\right\|+\left\|w_{3}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{1}\right\|+\left\|w_{2}\right\|+\left\|w_{3}\right\|\right)$ |
| ${ }^{\text {C }}$ ' | 0 | 0 | 0 | 0 | 0 | 0 |
| ${ }^{\text {G }}$ ' | $\frac{1}{W}\left(\left\|w_{2}\right\|\right)$ | 0 | $\frac{1}{W}\left(\left\|w_{3}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{1}\right\|\right)$ | $\frac{1}{W}\left(\left\|w_{2}\right\|\right)$ | 0 |
| 'T' | 0 | 0 | 0 | 0 | 0 | 0 |
| $p$ | 1 | 2 | 3 | 4 | 5 | 6 |

matrix cell (`A'/`C'/`G'/`T', p) is populated with the sum of the weight contribution of those motifs in which the given nucleotide is present at position $p$. The matrix is then normalized for the column entries to sum up to 1 . The resulting consensus motifs are represented as sequence logos (Schneider and Stephens, 1990). Examples of 'Top25' visualizations are shown in Figures 3.6.4, 3.6.6, 3.6.7, 3.6.9, and 3.6.10.

### 3.5.3 Implementation and Availability of Software

As compared to the protein sequences used in (Lingner and Meinicke, 2006), the ODH feature vectors for the DNA sequences used in this study are relatively dense. This is because the DNA alphabet is just 4 characters, and many of these sequences are very long (cf. Figure 3.4.1). To tackle this scenario, we adapted the MAT$\mathrm{LAB}^{3}$ code provided by the authors for ODH feature representation and kernel computation (Lingner and Meinicke, 2006). We used LIBSVM's SVM implementation (Chang and Lin, 2011). Our complete pipeline with all the wrappers, and the additional MTL implementation is written in MATLAB. Our pipeline is named 'Samarth', and made available for download at the supplemental website http: //bioinf.mpi-inf.mpg.de/publications/samarth/ as free software for academic use, with no warranty or liability. The 'AMPD' and the 'TopN' visualizations were created using custom MATLAB and R (R Core Team, 2013) scripts respectively.

### 3.6 Results

We used the pipeline described above for predicting the long-range interaction partners of each of the ten model-defining loci per cell line. In this section we describe the results of these computational experiments.

### 3.6.1 Prediction of Long-Range Chromatin Interactions is Possible from the Sequence Alone Using Non-Linear SVMs

Table 3.6.1 shows the test AUC (area under the ROC curve) values for all regions in all the three cell lines resulting from our 5 -fold nested cross validation. Furthermore, our pipeline is also capable of handling imbalances in the data. For all the modeldefining regions in our computational experiments, the positive class is in minority (see columns \#TP and \#NP reproduced from Table 3.4.1). We report performances with data imbalance handled (see Section 3.5.1). The average test AUC values for the individual tasks are as follows.

Oligomer length 3 \{GM12878, K562, HeLa-S3\}: \{0.7251, 0.7534, 0.6782\};
Oligomer length 5 \{GM12878, K562, HeLa-S3\}: \{0.7443, 0.7716, 0.7153$\}.$
Box plots of all the test performances for different regions in all three cell lines are given in Figure 3.6.1, and Figure 3.6.2. Owing to small sample sizes, the model test

[^11]Table 3.6.1: Locus information for regions and prediction performances. \#TruePeaks (\#TP) and \#NonPeaks (\#NP) for all the studied genomic regions (column ' $R$ ') for the three cell lines (GM12878, K562 and HeLa-S3). Columns marked ' $A$ ', ' $B$ ', ' $C$ ' and ' $D$ ' show the mean test AUC values with oligomer length 3 and 5 respectively for two settings: Individual tasks (' $A$ ' and ' $B$ ') and Multiple tasks (' $C$ ' and ' $D$ ').

| GM12878 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R$ | TCR | \#T | \#NP | Test AUC |  |  |  | $R$ | TCR | \#TP \#NP |  | Test AUC |  |  |  |
|  |  |  |  | A | B | C | D |  |  |  |  | A | B | C | D |
| 0 | chr7:115847372-115857098 | 63 | 226 | 0.7417 | 0.7538 | 0.8979 | 0.9042 | 5 | chr7:90224881-90229046 | 34 | 122 | 0.8078 | 0.8307 | 0.9221 | 0.9118 |
| 1 | chr7:115890993-115892266 | 56 | 234 | 0.7141 | 0.7341 | 0.8876 | 0.8960 | 6 | chr7:116434729-116454408 | 33 | 292 | 0.7785 | 0.7787 | 0.7308 | 0.7036 |
| 2 | chr7:115861595-115870968 | 52 | 252 | 0.7346 | 0.7763 | 0.9152 | 0.9376 | 7 | chr7:90337078-90341001 | 32 | 158 | 0.8163 | 0.8275 | 0.9286 | 0.9324 |
| 3 | chr5:131722317-131724751 | 39 | 91 | 0.6122 | 0.6547 | 0.8666 | 0.8286 | 8 | chr22:32162110-32166713 | 31 | 127 | 0.7779 | 0.7832 | 0.7789 | 0.7738 |
| 4 | chr5:131892428-131895867 | 34 | 80 | 0.5971 | 0.6343 | 0.8889 | 0.8543 | 9 | chr21:34819525-34821921 | 30 | 201 | 0.6704 | 0.6694 | 0.7157 | 0.6901 |
| K562 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| R | TCR | \#T | \#NP |  | Test | AUC |  | $R$ | TCR | \#T | \#NP |  | Test | AUC |  |
|  |  |  |  | A | B | C | D |  |  |  |  | A | B | C | D |
| 0 | chr22:32764253-32784733 | 46 | 105 | 0.8163 | 0.8121 | 0.9308 | 0.9382 | 5 | chr7:89787744-89795672 | 35 | 118 | 0.8546 | 0.8648 | 0.8566 | 0.8727 |
| 1 | chr22:32920308-32927723 | 45 | 109 | 0.6808 | 0.7242 | 0.7744 | 0.7972 | 6 | chrX:153625659-153635385 | 34 | 46 | 0.8501 | 0.8495 | 0.8044 | 0.8184 |
| 2 | chr22:32012966-32043914 | 42 | 104 | 0.7145 | 0.7324 | 0.8378 | 0.8599 | 7 | chr22:32170492-32188129 | 32 | 97 | 0.7456 | 0.7146 | 0.8003 | 0.8228 |
| 3 | chr21:35242603-35256847 | 39 | 150 | 0.7321 | 0.725 | 0.7251 | 0.7407 | 8 | chr22:32740683-32750950 | 32 | 112 | 0.7167 | 0.7582 | 0.8836 | 0.9166 |
| 4 | chr7:115847372-115857098 | 37 | 238 | 0.7521 | 0.7756 | 0.7765 | 0.7908 | 9 | chr11:5721056-5732713 | 31 | 85 | 0.671 | 0.76 | 0.7345 | 0.7545 |


|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R$ | TCR |  | \#NP |  | Test | AUC |  | $R$ | TCR |  | \#NP |  | Test | AUC |  |
|  |  |  |  | A | B | C | D |  |  |  |  | A | B | C | D |
| 0 | chr7:115847372-115857098 | 98 | 207 | 0.6914 | 0.7111 | 0.8007 | 0.8228 | 5 | chr7:115861595-115870968 | 40 | 284 | 0.6624 | 0.732 | 0.8964 | 0.9114 |
| 1 | chr7:116434729-116454408 | 71 | 211 | 0.73 | 0.7674 | 0.8573 | 0.8738 | 6 | chr22:32170492-32188129 | 40 | 102 | 0.677 | 0.755 | 0.8245 | 0.8590 |
| 2 | chr22:32920308-32927723 | 53 | 109 | 0.644 | 0.6369 | 0.7338 | 0.7091 | 7 | chr22:32053085-32061138 | 37 | 115 | 0.6018 | 0.6420 | 0.7886 | 0.7991 |
| 3 | chr7:115890993-115892266 | 50 | 243 | 0.6817 | 0.7225 | 0.907 | 0.9162 | 8 | chr22:33262063-33266567 | 37 | 112 | 0.5634 | 0.6564 | 0.8449 | 0.8491 |
| 4 | chr7:89787744-89795672 | 49 | 108 | 0.8108 | 0.8007 | 0.8005 | 0.8084 | 9 | chr21:34750664-34761738 | 37 | 147 | 0.7194 | 0.7294 | 0.7053 | 0.7273 |



Figure 3.6.1: Box-plots of SVC performances for cell lines GM12878, K562 and Hela-S3. Five regions (numbered 'A0-A4', 'B0-B4' and 'C0-C4' for GM12878, K562 and Hela-S3 respectively) out of 10 are shown. Individual tasks setting, oligomer lengths $=\{3,5\}$ in purple and light blue respectively. MTL with 10 tasks, oligomer lengths $=\{3,5\}$ in orange and green. Distances between $K$-mer pairs upto $D=100$. Box-plots for the other five regions among the 10 are given in Figure 3.6.2.


Figure 3.6.2: Box-plots of SVC performances for further five regions in cell lines GM12878, K562 and Hela-S3. Five regions (numbered 'A5-A9', 'B5-B9' and 'C5-C9' for GM12878, K562 and Hela-S3 respectively) out of 10 are shown. Individual tasks setting, oligomer lengths $=$ $\{3,5\}$ in purple and light blue respectively. MTL with 10 tasks, oligomer lengths $=\{3,5\}$ in orange and green. Distances between $K$-mer pairs upto $D=100$. Box-plots for the other five regions among the 10 are given in Figure 3.6.1.
performances mostly show high variance (Figures 3.6.1 and 3.6.2).

### 3.6.2 Tandem Repeat Motifs are an Important Feature Distinguishing Interaction Partners

Figure 3.6.3 and Figure 3.6.4 show our new visualizations of the set of $K$-mer pairs that influenced the prediction the most. Recall that, in both these visualizations, any $K$-mer pair is represented as an adjoined $\{2 K\}$-mer separated by ' $\mid$ ', e.g., 3 -mer pairs as 6 -mers, and we loosely address these $K$-mer pairs as 'motifs', although they are not contiguous. Figure 3.6.3 shows the 'Absolute Max Per Distance' (AMPD) visualization for region 9 in cell line GM12878. The AMPD visualization shows, at each distance value (plotted on vertical axis), the $K$-mer pair that contributes the most in predicting a locus as positive and negative. The weights of these $K$-mer pairs (fetched from the SVM weight vector) are plotted on the horizontal axis. Figure 3.6.3 top panel shows 6 -mers consisting of the 3 -mer pairs separated by '/', and in the bottom panel are the adjoined 5 -mers. Owing to the high dimensionality of the 5 mer case, we observe that the magnitudes of the weights quickly shrink in this case. We filter this information further and visualize only the top few high-scoring features in the 'Top25' visualization in Figure 3.6.4.

Across various regions, among many motifs, short tandem repeat sequences, especially di- and trinucleotide repeats, are prominently observed at various distances. Our 'AMPD' visualizations facilitate spotting of patterns spread over distances while the 'TopN' visualizations can help spot possibly hidden shorter $K$-mer signals. Refer to Figure 3.6.3 for the following discussion. The dinucleotide 'GT' being repeated is observed to have a maximal contribution for distances up to 26 and 34 in the 3 -mers and the 5 -mers case. In both the cases, the model identifies it as an important feature towards predicting a locus as a potential interacting partner of region 9 in GM12878. Additionally, the 3 -mer case shows patterns prominently containing more ' $T$ 's separated by $\sim 30-60 \mathrm{bp}$ as a negatively contributing feature. They are absent from the set of positive contributors. Interestingly, we observe various such patterns for different regions across cell lines.

Our literature search revealed some relevant studies on tandem repeat sequences and their potential biological roles. A 1990 review by Vogt provides an extensive account of the potential functions of tandem repeat sequences in the human genome (Vogt, 1990). It includes an exhaustive discussion of the various repeat sequences, viz. mono-, di-, tri-, tetranucleotides and beyond. It also postulates their association with a multitude of nuclear proteins that help them assume specific chromosomal structures. The author terms this ability of the tandem sequence repeat
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Figure 3.6.3: 'AMPD' visualization of the informative $K$-mer pairs from the predictor for region 9 in GM12878 (Refer Table 3.6.1 for region details). Top: At distances in $\{0, \ldots, 100\}$, the 3-mer pair that maximally contributes towards positive and negative classification of a given locus is shown. Weights are shown on the horizontal axis, distances on the vertical axis. Below: 'AMPD' visualization for the 5 -mer case.


Figure 3.6.4: ‘Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the predictor for region $\mathbf{7}$ in GM12878 (Refer Table 3.4.1 for region details). Top-25 3-mer pairs, with weight magnitudes higher than the threshold (dashed inner circle), for the positive class (blue). The dashed inner circle is the threshold to select the top- 25 entries of the averaged SVM weight vector.
blocks to render locus-specific higher order structure, and, to play a role in organization as the 'chromatin folding code' (Vogt, 1990). In the review (Vogt, 1990), the author also points to a specific case of the dinucleotide `TG' as a simple repeating block, which has already been shown to have an enhancer function in vitro in as early as 1984 (Hamada et al., 1984). More recently, a 2014 study by Yáñez-Cuna et al. identified dinucleotide repeat motifs (DRMs) as general features that can render a nonfunctional sequence into an active enhancer element. Another comprehensive study of 2014 suggests a potential role of simple sequence repeats (SSRs), including their repeat lengths, in genome regulation and organization (Ramamoorthy et al., 2014). These sequence repeats are broadly termed as variable number tandem repeats (VNTRs). VNTRs have already been implicated in many complex neurological disorders (e.g., Huntington disease (Malaspina et al., 2001)), and are generally known to be polymorphic (Brookes, 2013).

There are more studies that bolster this hypothesis concerning the general role of short tandem repeats. For example, (Gymrek et al., 2016) finds significant expression simple tandem repeats (eSTRs) to be enriched in clinically relevant phenotypes, and contributing to the variations in gene expression. Specific to the three dimensional architecture of the chromatin, (Mourad and Cuvier, 2016) suggests that the repeat regions also play a role at the borders of TADs. X-chromosome inactivation (XCI), the process of inactivating a copy of the X -chromosome in a female mammal, has been of particular interest to the community. It has been studied with regards to the three-dimensional organization. The work by Rao et al. (2014) that produced kilobase-resolution Hi-C data already highlights a specific case of the inactive $\mathrm{X}(\mathrm{Xi})$ chromosome containing large loops anchored at CTCF-binding repeats. Studies also report on the role of the macrosatellite repeat DXZ4 in Xi chromosome using HiC (Darrow et al., 2016; Giorgetti et al., 2016). Darrow et al. (2016) report that in the Xi chromosome many superloops ${ }^{4}$ are often anchored at the DXZ4 repeats, and that there are two superdomains ${ }^{5}$ formed whose separating boundary lies at the macrosatellite DXZ4 ${ }^{6}$. The authors specifically perform deletion of DXZ4 and observe that this leads to disruption of the superloops and superdomains, thus rendering the macrosatellite DXZ4 essential for XCI. The work of Giorgetti et al. (2016) that studied the role of Xist in Xi chromosome organization also similarly reports loss of superdomains (or mega-domains, as they termed it) upon deletion of DXZ4.

We wish to note that among recent work discussed above, studies from 2016 were published while our manuscript, (Nikumbh and Pfeifer, 2017), was in review.

[^12]
### 3.6.3 Identifying Cell-Line Specific Characteristic Signals

An advantage of studying locus-specific interactions at the sequence-level is realized when our models can reveal the characteristic signals among interaction partners of the same locus in two different cell lines. Consider the locus chr22:32170492-32188129 which is, both, region 6 and region 7 among our models for HeLa-S3 and K562 respectively (see Table 3.6.1). Refer to their 'AMPD' visualizations with 3-mers and 5 -mers in Figures 3.6.8 and 3.6.5 respectively. For K562, the 'CA' dinucleotide repeat sequence stretch of length $\sim 20$ markedly denotes a non-interacting partner while this same repeat sequence seems to be interrupted with a short stretch of ' $T$ 's in HeLa-S3. Also, another repeat sequence, 'AGA', is notable beyond distance values 50 among the non-interacting partners for this locus in K562 as compared to HeLa-S3, where it is only intermittently observed. Similarly, these signals are also picked up by our 5 -mer models. The corresponding 'Top25' visualizations for these regions are given in Figures 3.6.6, 3.6.7, 3.6.9, and 3.6.10.

### 3.6.4 Multitask Learning (MTL) Helps Mitigate Issue of Having Too Few Interacting Partners per Locus

Recall from Section 2.3.5 that any individual learning problem can be termed as a 'task', or in other words, is a single task. Thus, each locus-specific prediction problem in our scenario is termed as a single task. We also stated in Section 3.4 that the choice of the ten regions for this study was made based on the number of positive samples available for each task. The number of positive samples decreases from region 0 through 9 in each cell line (Table 3.6.1). Such small samples sizes affect the learning ability of machine learning methods including the SVMs, and often lead to a loss of generalizability. These small sample sizes in the single-task setting can be mitigated with the help of the so-called 'multitask' setting (see Section 2.3.5 for an introduction). In order to evaluate the efficacy of MTL for this problem, we used the available 10 individual tasks. Here, to compute the task similarity, we used the 'model-defining' locus (the LoI) information, i.e., the genetic sequence at this locus. The locus sequence of every 'model-defining' region was also represented as an ODH feature vector using the $K$-mer values 3 and 5 , separately, and maximum distance 100. The similarities between these regions (in turn, the tasks) were given by dot products (ODH kernel). For single-task models that used oligomer length 3 and 5 representations for the input sample sequences, we used the corresponding
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Figure 3.6.5: 'AMPD' visualization of the informative $K$-mer pairs from the classifier for region 7 in K562 (Refer Table 3.4.1 for region details). Top panel: At distances in (0-100), the 3-mer pair that maximally contributes towards positive and negative classification of a given locus is shown. Weights are shown on the horizontal axis, distances on the vertical axis. Bottom panel: Visualization of the 5-mer case.


Figure 3.6.6: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 7 in K562 (Refer Table 3.4.1 for region details). Top panel: Top-25 3-mer pairs contributing to predicting a locus as belonging to the negative class (red); Bottom: Top-25 5-mer pairs. Dashed inner circle is the threshold to select the top- 25 dimensions of the SVM weight vector.


Figure 3.6.7: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region $\mathbf{7}$ in K562 (Refer Table 3.4.1 for region details). Top panel: Top-25 3-mer pairs contributing to predicting a locus as belonging to the positive class (blue); Bottom: Top-25 5-mer pairs. Dashed inner circle is the threshold to select the top- 25 dimensions of the SVM weight vector.

HeLa: Highest scoring motifs for region 6


Figure 3.6.8: 'AMPD' visualization of the informative $K$-mer pairs from the classifier for region 6 in HeLa-S3 (Refer Table 3.4.1 for region details). Top panel: At distances in (0-100), the 3mer pair that maximally contributes towards positive and negative classification of a given locus is shown. Weights are shown on the horizontal axis, distances on the vertical axis. Bottom: Visualization of the 5-mer case.


Figure 3.6.9: ‘Top25’ visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region $\mathbf{6}$ in HeLa-S3 (Refer Table 3.4.1 for region details). Top panel: Top-25 3-mer pairs contributing to predicting a locus as belonging to the negative class (red); Bottom: Top-25 5-mer pairs. Dashed inner circle is the threshold to select the top- 25 dimensions of the SVM weight vector.


Figure 3.6.10: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 6 in HeLa (Refer Table 3.4.1 for region details). Top panel: Top-25 3-mer pairs contributing to predicting a locus as belonging to the positive class (blue); Bottom: Top-25 5-mer pairs. Dashed inner circle is the threshold to select the top- 25 dimensions of the SVM weight vector.
task similarities also with oligomer length 3 and 5 , respectively. The mean test AUC values for the multitask setting with 10 tasks are shown in columns marked ' C ' and ' D ' (oligomer length 3 and 5 , respectively) of Table 3.6.1. Mean performance increase across all regions are:

Oligomer length 3 \{GM12878, K562, HeLa-S3\}: \{0.13, 0.06, 0.13\}
Oligomer length 5 \{GM12878, K562, HeLa-S3\}: \{0.09, 0.06, 0.11\}
Their box plots are shown in Figures 3.6.1 and 3.6.2. Performances in the MTL setting mostly show reduced variance as compared to the single-task performances.

Thus, our pipeline in the MTL setting can mitigate the issue of having too few interacting partners per locus. In the extreme case when a locus is not profiled, it can identify putative interaction partners of the locus, provided that at least some regions from the same cell line have been profiled with 4 C or 5 C .

### 3.6.5 Computational Validation with High-Resolution Hi-C

We attempted to test the ability of our locus-specific models trained on the restriction fragment-resolution 5C data from (Sanyal et al., 2012) to predict interaction partners of the same loci on high-resolution Hi-C data from (Rao et al., 2014). This section describes this experiment in detail.

## Preparation of Validation Data

(Rao et al., 2014) performed Hi-C experiments resulting in contact matrices at very high-resolution for various cell lines including GM12878 and K562 (Rao et al., 2014). Contact matrices are available for resolutions $1 \mathrm{~K}, 5 \mathrm{~K}, 10 \mathrm{~K}, 25 \mathrm{~K}$ bp, etc. For both cell lines GM12878 and K562, we used information from cis-contact matrices at 5, 10 and 25 K resolutions and considered 5 K as our base resolution. That means the final set of sequences that we used for validation are 5 K bp long.

These Hi-C cis-contact matrices were normalized using Knight and Ruiz (KR) normalization procedure (Knight and Ruiz, 2012). After normalizing, in order to identify significantly interacting partners of a locus, we computed the observed/expected (O/E) values for each pair of loci. Following Lieberman-Aiden et al. (2009), we used an ad-hoc cutoff of 2.5 to call an interaction significant. In other words, per contact matrix, a locus with a normalized $\mathrm{O} / \mathrm{E}$ value $\geq 2.5$ was considered significantly interacting with the LoI. The final set of loci significantly interacting with the LoI is obtained by the stringent criterion described below. We performed the same procedure as above for contact matrices at resolutions 5, 10 and 25K. Corresponding to our LoI, we marked those columns from the cis-contact matrix (of the relevant chromosome) which have an overlap with the LoI. For example, if the LoI was 12,000
bp long and matrix resolution 5 K , we would mark three contiguous column bins in the matrix. These contiguous columns are together considered to correspond to the LoI in the 5 C data. Then, we collected those bins along the rows of the contact matrix which have a non-zero KR-normalized interaction frequency with the LoI. From among these, bins which have a significant interaction with the LoI are considered as positive samples at resolution 5 K . The above procedure of calling significant interaction partners is repeated for resolutions 10 K and 25 K . The final set of loci that are considered significantly interacting with any particular LoI includes only those that are significant at 5 K resolution and also at 10 K or 25 K resolutions. In other words, if a locus was deemed significant only at 5 K resolution but not at 10 K or 25 K , then we did not consider it a true positive.

These cis-interacting genomic loci from the high-resolution contact maps are treated as unseen test sequences for the classifiers built for each region using the 5C data. Each of these unseen test sequences is 5 K bps long. In the pipeline, these are thus treated similar to the $20 \%$ hold-out set. The ODH feature representations of the unseen test sequences are fed to the classifier to predict their labels. We performed this experiment for cell lines GM12878 and K562.

Table 3.6.2: Computational validation with high-resolution Hi-C data. Reported values are mean $\pm$ s.d. (s.d.: standard deviation)

| Chromosome-wide interaction partners |  |  |
| :--- | :---: | :---: |
| Cell-type | Oligomer length 3 | Oligomer length 5 |
| GM12878 (regions 0-4) | $0.5552 \pm 0.009$ | $0.5503 \pm 0.006$ |
| GM12878 (regions 0-9) | $0.5358 \pm 0.025$ | $0.5279 \pm 0.028$ |
| K562 (regions 0-4) | $0.5508 \pm 0.091$ | $0.5650 \pm 0.088$ |
| K562 (regions 0-9) | $0.5122 \pm 0.084$ | $0.5239 \pm 0.081$ |
| Interaction partners beyond 1M bp |  |  |
| GM12878 (regions 0-4) | $0.5468 \pm 0.005$ | $0.5419 \pm 0.007$ |
| GM12878 (regions 0-9) | $0.5327 \pm 0.019$ | $0.5220 \pm 0.026$ |
| K562 (regions 0-4) | $0.5593 \pm 0.062$ | $0.5646 \pm 0.064$ |
| K562 (regions 0-9) | $0.5304 \pm 0.058$ | $0.5294 \pm 0.064$ |

Validation in the $5 \mathrm{C} \rightarrow \mathrm{Hi}-\mathrm{C}$ Setting
When evaluating performances of our models for predictions on unseen loci from Hi-C data, we did so for two scenarios. One, where all chromosome-wide loci are considered; and the other, only those lying beyond 1 M bp from the 'model-defining' locus are considered. Using the stringent criterion described above, the mean AUC values and their standard deviations are as follows. For prediction with models using oligomer length 3 :
(a) chromosome-wide partners: $\{\mathrm{GM} 12878, \mathrm{~K} 562\}$ : $\{0.5358 \pm 0.025,0.5122 \pm 0.084\}$
(b) partners beyond 1M bps: $\{\mathrm{GM} 12878, \mathrm{~K} 562\}:\{0.5327 \pm 0.019,0.5304 \pm 0.057\}$

And, with models using oligomer length 5:
(a) chromosome-wide partners: $\{\mathrm{GM} 12878, \mathrm{~K} 562\}$ : $\{0.5278 \pm 0.028,0.5238 \pm 0.081\}$
(b) partners beyond 1M bps: $\{\mathrm{GM} 12878, \mathrm{~K} 562\}:\{0.5220 \pm 0.026,0.5294 \pm 0.064\}$

For both cell lines, when considering only the first five regions, the average performance was $\sim 0.55$ test AUC (see Table 3.6.2). Models for K562 show higher variance than models for GM12878. We observe that performances of models for some LoI are comparatively poorer than those of other models.

Training on contact information from 5C and predicting contacts chromosome-wide is a hard problem. We envisage there are two reasons contributing to this hardness. Having few negative samples to learn from is one, and the other is, having a rather long model defining locus (cf. Table 3.4.1). We hypothesize that this is due to the following reasons. First, the 3C assays give no information on the potential causal portion(s)-causal for the said interaction-along the complete restriction fragment. In this case, the genomic regions that are part of the reported restriction fragment but play no role towards the interaction, simply pose as noise. These regions cannot be easily weeded out. Second, the interacting as well as non-interacting partners of a rather long 'model-defining' locus can have many different contributing characteristics in them. Examples of this include the many transcription factor binding sites or genetic elements which impose important architectural restrictions. These may not be comprehensively captured by the few available samples in the 5 C data. This especially affects a model that learns from 5C data and predicts on high-resolution Hi-C as is the case here. Third, these 5C experiments are performed on selected promoter regions and distal enhancers (Sanyal et al., 2012). We make the models trained on such restricted 5C data to predict a potential interaction partner anywhere on the genome not just promoter or distal enhancer regions. Fourth, contacts over different distance ranges are a result of different genomic backgrounds. This is completely violated in the $5 \mathrm{C} \rightarrow \mathrm{Hi}-\mathrm{C}$ setting and evaluating the model's prediction performance on regions beyond promoters or enhancers exacerbates the issue.

### 3.7 Discussion

From the point of view of understanding chromatin interactions at the sequence level, ours is the first approach to study these interactions in a locus-specific manner. In this study, we hypothesized that the genetic sequence at the loci that significantly
interact with a LoI is informative in discerning them from loci that do not interact with this LoI. Studying chromatin interactions in a locus-specific manner gives novel insights into potentially important sequence-level mechanisms for three-dimensional organization of chromosomes.

As already noted, our aim in performing this study was two-fold. First, to establish if the genetic sequence alone can predict the long-range chromosomal interactions. Second, to understand the characteristic sequence features underlying these interactions. We achieved these by performing computational experiments on 10 regions each in three different cell lines. The motivation for deciding upon such an aim for our study was as follows. The existing approaches for analyzing and predicting longrange interactions focus at the level of all interactions vs. all non-interactions from a contact matrix (cf. Section 3.2). These approaches give insights into the general genome-wide, cell-type specific interactions. We envisage this genome-wide versus per-locus relationship on the computational side is analogous to the $\mathrm{Hi}-\mathrm{C}$ versus 4 C relationship on the experimental side. There are similar comparative advantages of the per-locus approach over the 'all versus all' prediction models and vice versa.

In comparison to the literature for prediction of enhancer-promoter interactions, we have used the term long-range chromatin interactions in a broader sense. These include possible interactions between intervening chromatin regions in addition to the enhancer-promoter interactions. We also hypothesized that the intervening chromatin could play an important role in maintaining a favorable landscape for the loci to interact. For example, it could provide the necessary structural or organizational backbone required for chromosome folding inside the nucleus. This view was largely motivated based on the hypothesis by Bickmore (2013). Thus, we use the complete restriction fragments instead of the shorter promoter or enhancer loci. Such broader set of interactions that can involve the intervening chromatin are termed bystander interactions (Sanyal et al., 2012). Hughes et al. (2014) observed such interactions in capture-C experiment data, and called them structural interactions. These are possibly weaker interactions due to putative low-affinity binding sites. Low-affinity binding sites have been largely unexplored as yet, even in general (Tanay, 2006).

Our classifiers trained on data from 5C experiments that probed selected TCRs and distal enhancers in three cell lines GM12878, K562 and HeLa-S3 (Sanyal et al., 2012). The classifiers attained an average test performance of $\sim 0.75$ in the single-task setting. We developed two new, intuitive visualization methods that are suited for our problem scenario involving variable-length sequences and an appropriately chosen ODH feature representation. Aided by these visualizations, our per-locus models shed light on the potential sequence signals that can characterize the interactors versus the non-interactors of a LoI. Analysis of the various sequence signals from our models suggests a possible functional and organizational role for short tandem repeat
sequences in the genome potentially more than previously thought. We cited various recent studies corroborating this in Section 3.6.2. Furthermore, our approach can also identify cell line-specific sequence features characterizing the (non-)interactors of the same genomic locus ini two cell lines (see Section 3.6.3).

We also demonstrated how knowledge of individual models could be transferred to those of other regions (those having too few examples to learn from) via multitask learning. Mean performance for the multitask setting is 0.83 . This is an average of the performances of all models for oligomer length 3 and 5 combined together.

We made our models trained on 5C data predict interactions between 5 K bp long loci from the recent high-resolution Hi-C data (Rao et al., 2014) for cell lines where the Hi-C data was available. In this case, the prediction performance of our models was only slightly better than random. Another study to perform a similar $5 \mathrm{C} \rightarrow \mathrm{Hi}-\mathrm{C}$ validation is by Roy et al. (2015). Following are the aspects pertaining to the $5 \mathrm{C} \rightarrow \mathrm{Hi}-$ C setting, where our approach is different in comparison to (Roy et al., 2015). First, we used a stringent criterion to identify true positives in the high-resolution Hi-C data. For this task, Roy et al. (2015) consider an interaction to be true positive if it is called a peak in any one of the three resolutions $5 \mathrm{~K}, 10 \mathrm{~K}$ and 25 K bp. The ultimate resolution of the genomic loci considered is 5K bp (Roy et al., 2015). Second, our models are based on sequence information. Recall that for each locus, Roy et al. (2015) use a simple feature vector corresponding to the functional genomics information. Consequently, the segments on the restriction fragment that supposedly pose as noise affect our models adversely, more than theirs. Third, the additional layers of chemical modifications on the genetic sequence make a sequence-based model less authoritative towards determining whether a pair of loci interact. We already stated this in Section 3.3. Having said that, Roy et al. too achieved relatively modest performances in comparison to those in other settings viz. $5 \mathrm{C} \rightarrow 5 \mathrm{C}$ and $\mathrm{Hi}-\mathrm{C} \rightarrow \mathrm{Hi}-\mathrm{C}$. They report performances in terms of the area under the precision-recall curve (auPRC). Specifically, their model achieved an auPRC of 0.643 in K562 and 0.687 in GM12878 for the $5 \mathrm{C} \rightarrow$ Hi-C setting. Note that the genomic regions for which data are not available are left out all together from these state-of-the-art studies. Our sequence-based approach can be still be helpful in such scenarios. Moreover, we expect that our models can be further strengthened or supported by utilizing the additional regulatory (epi)genomic information wherever available.

Finally, an important point to note here is that our models do not require any locus to be either a TCR or an enhancer region per se. In principle, it can be seamlessly applied to contact matrices output by any 5C-based or even high resolution Hi-Cbased experiments (as training data). At places, we have used the terms TCR and enhancers for the interacting regions because the contact matrices we use in this study come from 5C experiments involving these loci. So, when given a Hi-C contact
matrix, any locus therein could be used to learn corresponding models in a similar fashion, and it need not necessarily be an enhancer or a promoter region. It is for this reason, we preferred to call these genomic loci as simply regions in this study.

## 4

## Comparison of Variable-Length DNA

## Sequences Using Conformal Multi-Instance Kernels

This chapter describes our work on comparing variable-length DNA sequences in the discriminative setting without much of the positional constraints of the existing string kernels. While this work was motivated by my earlier project (described in Chapter 3), it got fast-tracked as my immediate next project after a discussion with Prof. Ana Pombo at the EMBL conference on Transcription and Chromatin in 20161. Work described in this chapter was presented at WABI 2017 as (Nikumbh et al., 2017b). An earlier version is also available as a preprint, (Nikumbh et al., 2017a). Consequently, large portions of text in this chapter have been adapted from Nikumbh et al. (2017a) and (Nikumbh et al., 201\%b). Author contributions are as follows: I conceived and designed the project with Nico's guidance. I implemented CoMIK. Peter Ebert's group seminar in the department motivated CoMIK's applicability for a more general problem of different promoter definitions. While I designed the synthetic data set, Peter contributed with ideas for suitable biological data sets for showing the general efficacy of CoMIK, helped with comments in improving

[^13]
### 4.1 Introduction and Motivation

U
NTIL now we saw that all chromatin interaction data is pre-processed to output contact maps using either of the following strategies: (a) they perform uniform binning and produce a contact matrix with fixed-size genomic bins; or, (b) produce a contact matrix at restriction fragment-resolution wherein individual bins of the matrix are of non-uniform size in terms of the genomic regions but uniform in the number of restriction fragments per bin. This introduces a coarseness that affects the understanding and interpretation of chromatin interactions. For example, across studies, two arbitrarily long genomic loci that respectively contain a promoter and an enhancer are simply considered as an enhancer-promoter (EP) interacting pair. Any possible role played by the intervening or the flanking regions is ignored. This is illustrated in Figure 4.1.1.


Figure 4.1.1: Illustration of an enhancer-promoter interaction (EPI). The enhancer and the promoter are shown as located somwhere on the restriction fragment shown in grey. Contact between such restriction fragments is simply considered as an EPI neglecting any possible role of the flanking or intervening chromatin.

In various studies since the elucidation of the human genome, many different definitions of promoters have been used in different studies. For example, Butler and Kadonaga defined a core promoter as a minimal stretch of contiguous DNA sequence ( $\sim 40$ nucleotides (nt)) that contains the TSS and is sufficient for accurate transcription initiation (Butler and Kadonaga, 2002; Juven-Gershon et al., 2008). A proximal promoter is a region in the immediate vicinity of the TSS, roughly 250 bp upstream and downstream (Butler and Kadonaga, 2002; Juven-Gershon et al., 2008). There are examples of many studies that consider using either an arbitrary-sized window around the TSS (albeit fixed for the study) or only the region upstream of it as promoter sequences. Some examples are shown in Figure 4.1.2. This gives rise to a conundrum about the choice of an appropriate size of a promoter in any new study or one that unifies promoter sequences from prior works. Both the scenarios described above warrant development of methods that can compare sequences of variable lengths.


Figure 4.1.2: Some examples from literature using different promoters definitions are shown. From top to bottom, the three examples are Chen et al. (2013), He et al. (2014) and Ernst and Kellis (2012) respectively.

Discriminative machine learning methods like SVMs (Boser et al., 1992) together with string kernels have achieved state-of-the-art performance on many relevant problems in computational biology (e.g., splice site prediction (Rätsch et al., 2005)). The earliest kernel-based approaches for computing similarities between biological sequences, e.g., spectrum (Leslie et al., 2002) and mismatch kernel (Leslie et al., 2004), allow comparing sequences of different length. But they do not encode any positional information. Later approaches, for example, the weighted degree kernel (Rätsch and Sonnenburg, 2004) and the oligo kernel (Meinicke et al., 2004), do consider positional information in the corresponding sequences, some even with a certain amount of positional uncertainty (Rätsch et al., 2005). Additionally, alignment-based sequence comparison also provides a position-dependent similarity score albeit with a gap penalty (Saigo et al., 2004). Thus, these approaches do allow deviations from exact matches but they are penalized. The oligomer distance histograms (ODH) kernel (Lingner and Meinicke, 2006) allows comparing sequences of different length by representing a sequence with a fixed-length feature vector, but it ignores information about the position of such oligomer pairs within the sequence. See Chapter 2 for a brief overview of the above kernels.

Figure 4.1.3 outlines the above mentioned scenarios. Any position-aware kernel that also allows shifts can detect the signal in case (a), but not in case (b), where the signal is very far apart. Even if it does, it would penalize this deviation. Case (c) represents how ODH would detect this signal and thus consider the two sequences to be similar, but information on the position of this signal in the individual sequences is lost. The work presented in this chapter is a step towards filling this gap. We want to compare sequences allowing reasonable degree of positional freedom without


Figure 4.1.3: Various scenarios comparing sequences of different lengths using existing approaches.
simultaneously penalizing this deviation, or, better yet, keep it problem-dependent. This scenario, as we have seen, can arise in case of chromatin conformation data. Here, the pairs of loci interacting over a long-range are variable-length restriction fragments reported from the experiments. The putative causal signal in the two interacting loci does not have any positional restriction unlike the transcription start site in the promoter sequences.

We approach this problem of handling comparison of variable-length sequences in a discriminative setting. Such a comparison also warrants allowing positional freedom as motivated above. We cast the typical binary classification problem involving pair-wise sequence comparisons into a multiple instance learning (MIL) problem (Dietterich et al., 1997) (see Section 2.3.5 for a general introduction to MIL). Briefly, in this MIL setting, each sequence is broken into segments (Figure 4.1.3 (d)). Any segment can hold predictive features important for the classification problem. Then, in order to compare two sequences, all segments of one sequence are compared to those of the other. Such a bipartite comparison of all segments of any two sequences can point to the importance of the individual segments of the sequences towards their similarity. We employ conformal multi-instance kernels (Blaschko and Hofmann, 2006) to obtain the importance for segments of each sequence for the classification problem. Thus, casting into an MIL problem enables our two-fold objective-handling variable-length sequence comparison and allowing positional freedom in doing so.

This renders the capability to identify segments of a sequence informative for the classification problem. We call our approach CoMIK for 'Conformal Multi-Instance Kernels'.

In the following, we begin with a detailed description of CoMIK in Section 4.2. We first describe our complementary segmentation procedure (Section 4.2.1). Further, we show how we exploit this design with the help of conformal transformations to the multi-instance kernel (Blaschko and Hofmann, 2006) to identify important segments of a sequence towards its classification with SVMs (Section 4.2.2). Subsequently, we discuss efficient retrieval of the SVM weight vector for the complex setting of multiple conformal multi-instance kernels in Section 4.2.4. Then, we demonstrate how to interpret the nonlinear classifiers by adopting visualization techniques introduced in the previous chapter. Results of the computational experiments follow.

### 4.2 Methods

### 4.2.1 Segment Instantiation with Complementary Views



Figure 4.2.1: Illustration of complementary segmentation procedure. The sequence is shown in gray. Non-shifted segmentation is shown on top, in orange color, and shifted segmentation with blue. Segmentation begins at the position marked 'start', and ends at the position marked as 'end'.

Non-shifted Segment Instantiation
Given any arbitrary length sequence, we propose representing it by its segments where a segment is defined as a smaller part of the whole sequence. Beginning right at the start of the sequence, we create segments of a predetermined size along the sequence until it ends. The last segment is allowed to have a different size, either smaller or larger than the other segments (elaborated below). This accommodates any remainder portion of the sequence in case the sequence length is not an exact multiple of the segment-size. If the final segment is as short as half of the predetermined segment-size or shorter, we concatenate it to the penultimate segment, making the eventual final segment longer than the other segments. In other cases, it is maintained as is, leading to a final segment shorter than the other segments. This segmentation provides a non-shifted view of the whole sequence as the first segment starts at the
beginning of the sequence and, together, the segments span the entire sequence. We call this instantiation the non-shifted segment instantiation. Figure 4.2.1 illustrates the non-shifted segmentation procedure in orange color.

## Shifted Segment Instantiation

There may still be signals at the boundaries of any two non-shifted segments (see Figure 4.2.1) which may get overlooked when comparing sequences using just nonshifted segments. To cover for this scenario, we introduce an alternate instantiation called shifted segmentation whereby the boundaries due to non-shifted segmentation of the sequence end up in the same segment in this representation. In this case, segmentation begins from the mid-point of the first non-shifted segment, and proceeds to create further segments along the sequence essentially covering the boundaries of the non-shifted segments. The portions of the sequence before start and after end can be omitted since they are already covered (in the non-shifted view). Shifted segments can either be of the same size as the non-shifted segments or different. Thus, shifted segmentation provides a complementary view of the same sequence covering the portions which get overlooked by non-shifted segmentation. A simple


Figure 4.2.2: Complementary segmentation is illustrated on a sequence. In this dummy example case, the sequence is $(5 \mathrm{~N}) \mathrm{nt}$ long and the individual segments are $\mathrm{N} \mathrm{nt} \mathrm{long}$. segments are marked by points B1-B5, and those of non-shifted segments, by points A1-A6. A1 and A6 coincide with the beginning and end of the sequence itself. And, B1-B5 are mid-points of the 5 non-shifted segments. In shifted segmentation, sequence portion before B1 and after B5 can be ignored. See text for details on handling the scenario when the sequence-length is not a multiple of the segment-size.
case of non-shifted and shifted segmentation is depicted in Figure 4.2.2. The segmentsize is chosen a priori by the user as is suitable for the problem at hand. Refer to Section 4.2.3 for a discussion on choosing an appropriate segment-size and its overall influence on the algorithm.

### 4.2.2 Conformal Multi-Instance Kernels for Complimentary Set of Segments

Once segmented, we cast this problem into a multiple instance learning (MIL) problem (Dietterich et al., 1997). Recall from the background chapter, Section 2.3.5, in MIL, each sample $(X, y)$ represents a set $X$ of instances $x(x \in X)$ and a label $y$
for $X$. The sets of instances are also called bags. One or more instances from a bag could be responsible for the bag to be classified as positive or negative due to the presence or absence of class-specific features. A bag can have any number of instances. In CoMIK, each sequence is treated as a bag and all its segments-non-shifted and shifted-as instances in the bag. Therefore, CoMIK can inherently handle sequences of arbitrary lengths.

## Multi-Instance Kernels

Gärtner et al. proposed the normalized set kernel (a.k.a. multi-instance kernel) for the multiple instance problem (Gärtner et al., 2002) (cf. Section 2.3.5). Briefly, for each sample represented as a bag of instances, the kernel value between any two bags $X$ and $X^{\prime}, k\left(X, X^{\prime}\right)$, is given as in Eq. (4.1).

$$
\begin{equation*}
k\left(X, X^{\prime}\right):=\frac{k_{\mathrm{set}}\left(X, X^{\prime}\right)}{f_{\mathrm{norm}}(X) f_{\mathrm{norm}}\left(X^{\prime}\right)} \tag{4.1}
\end{equation*}
$$

where $k_{\text {set }}\left(X, X^{\prime}\right):=\sum_{x \in X, x^{\prime} \in X^{\prime}} k\left(x, x^{\prime}\right)$. Here $f_{\text {norm }}(X)$ is a suitable normalization function. One could normalize using either averaging $\left(f_{\text {norm }}(X):=\# X\right.$, where $\# X$ denotes the number of instances in bag $X$ ) or feature space normalization $\left(f_{\text {norm }}(X):=\sqrt{k_{\text {set }}(X, X)}\right)$. In this work, we used feature space normalization.

While the multi-instance kernel can successfully handle comparison between bags by comparing their individual instances, it has the issue that, in averaging, it looses any information related to the contributions of the individual instances. In other words, it treats all the instances in a bag equally. And, it is usually desirable to not only obtain a solution to a problem, but also to identify (a) the features that contribute to that specific solution, and (b) the parts which contain these features. Here, (b) amounts to knowing which instance(s) in a bag have features that helped determining the correct class label of the bag (positive or negative class). To this end, we propose using conformal multi-instance kernels (Blaschko and Hofmann, 2006) that allow us to obtain an instance weighting based on the contribution of these instances to learning the discriminant function.

Conformal Multi-Instance Kernels
Blaschko and Hofmann proposed the conformal multi-instance kernel as a modification to the normalized set kernel (Blaschko and Hofmann, 2006). This modification is a conformal transformation parameterized by $\theta, t_{\theta}>0$, applied to the kernel function. The conformal transformation preserves the angle between vectors in the mapped space. The idea is to magnify those regions in the feature space which are discriminative and shrinking those which are not discriminative. Selection of these
candidate regions in the feature space is done by clustering. All input instances are clustered using any clustering algorithm and the corresponding cluster centres are chosen as candidate regions or expansion points. The decision of whether the region characterized by any cluster centre is discriminative or not is made by solving the multiple kernel learning problem as explained further.

Blaschko and Hofmann proposed: (a) the conformal transformation $t_{\theta}(x)$ to be of the form given in Eq. (4.2).

$$
\begin{gather*}
t_{\theta}(x)=\sum_{e=1}^{E} \theta_{e} \tilde{\kappa}\left(x, c_{e}\right)  \tag{4.2}\\
\tilde{\kappa}\left(x, c_{e}\right)=\exp \left(-\frac{\left\|x-c_{e}\right\|^{2}}{2 \sigma^{2}}\right) \tag{4.3}
\end{gather*}
$$

Here, $c_{e}$ 's denote the cluster centres indexed by $e \in\{1, \ldots, E\}$ for a total of $E$ expansion points; and (b) $\tilde{\kappa}$ to be a Gaussian (Eq. (4.3)) whose bandwidth ( $\sigma$ ) can be adjusted. The parameter $\theta_{e}$ in Eq. (4.2) tells how discriminative the region around a certain cluster centre is. A large value of $\theta_{e}$ denotes that the neighborhood of the corresponding expansion point $c_{e}$ is a discriminative region. As mentioned, the $\theta_{e}$ values are learned via multiple kernel learning (see below and Eq. (4.5)). Thus, replacing $k\left(x, x^{\prime}\right)$ by its conformal transformation $t_{\theta}(x) t_{\theta}\left(x^{\prime}\right) k\left(x, x^{\prime}\right)$

$$
\begin{equation*}
k\left(X, X^{\prime}\right)=\frac{1}{f_{\mathrm{norm}}(X) \cdot f_{\mathrm{norm}}\left(X^{\prime}\right)} \sum_{x \in X} \sum_{x^{\prime} \in X^{\prime}} t_{\theta}(x) t_{\theta}\left(x^{\prime}\right) \underbrace{k\left(x, x^{\prime}\right)}_{\text {base kernel }} \tag{4.4}
\end{equation*}
$$

Identifying expansion points. Following Blaschko and Hofmann, we use $k$ means clustering to identify clusters. The corresponding cluster centres, $c_{e}$ 's, are then treated as expansion points $(E=k)$. Here, the individual instances are represented by their ODH feature vectors as discussed in Section 4.2.2. Too many instances can create a bottleneck for clustering. Blaschko and Hofmann suggest using the buckshot clustering heuristic (Cutting et al., 1992) in this scenario. By this heuristic, to identify $E$ clusters from $n$ instances, one can perform $k$-means on randomly sampled $\sqrt{E n}$ instances (Blaschko and Hofmann, 2006). This has been shown to identify qualitatively similar clusters and being highly scalable at the same time (Blaschko and Hofmann, 2006).

Resultant conformal multi-instance kernel. Upon substituting Eq. (4.2) in Eq. (4.4), and simplification (see (Blaschko and Hofmann, 2006) for more details), the conformal multi-instance kernel is given by

$$
\begin{equation*}
k\left(X, X^{\prime}\right) \approx \sum_{e=1}^{E} \theta_{e}^{2}(\frac{1}{f_{\text {norm }}(X) \cdot f_{\text {norm }}\left(X^{\prime}\right)} \sum_{x \in X} \sum_{x^{\prime} \in X^{\prime}} \tilde{\kappa}\left(x, c_{e}\right) \tilde{\kappa}\left(x^{\prime}, c_{e}\right) \underbrace{k\left(x, x^{\prime}\right)}_{\text {base kernel }}) \tag{4.5}
\end{equation*}
$$

Eq. (4.5) is then posed as a multiple kernel learning (MKL) (Bach et al., 2004) problem (linear in $\beta_{e} \equiv \theta_{e}^{2}$ ) to simultaneously learn the $\theta_{e}$ 's and the SVM parameters $\alpha$, also called $\lambda$ in part of the literature.

Obtaining individual instance weights. Upon solving the MKL problem, once the sub-kernel weights ( $\theta_{e}$ 's) are obtained we can directly obtain $t_{\theta}(x)$ for any instance $x$ of a bag $X$ using Eq. (4.2).

Figure 4.2 .3 shows the resultant kernel matrix.


Figure 4.2.3: Resultant kernel matrix as a weighted sum of conformally transformed kernels corresponding to cluster centres $c_{1}, \ldots, c_{e} . \quad \beta_{1, \ldots, e}$ are the weights assigned to the different sub-kernels upon solving the MKL problem.

## Oligomer Distance Histograms (ODH) Kernel as Base Kernel

The choice of the base kernel to compare the individual instances depends on the problem. Here, we propose representing the individual segments of a sequence by its ODH representation and using the ODH kernel (Lingner and Meinicke, 2006) to compute similarities between segments. Using the ODH representation enables comparing variable-length segments to one another. Furthermore, it allows predictive motifs to occur anywhere within the segment.

We only reproduce the mathematical form of the ODH representation of a sequence 's' (Eq. (4.6)) and the ODH kernel (Eq. (4.7)) here. Refer to Section 2.3.3 for more details on ODH representations.

$$
\begin{equation*}
\Phi(\mathrm{s})=\left[\mathbf{h}_{11}^{\mathrm{T}}(\mathrm{~s}), \mathbf{h}_{12}^{\mathrm{T}}(\mathrm{~s}), \ldots, \mathbf{h}_{M M}^{\mathrm{T}}(\mathrm{~s})\right]^{\mathrm{T}} \tag{4.6}
\end{equation*}
$$

The $N$ training samples are given as: $\mathbf{X}=\left[\Phi\left(\mathrm{s}_{1}\right), \ldots, \Phi\left(\mathrm{s}_{N}\right)\right]$ and the $N \times N$ kernel matrix is given by

$$
\begin{equation*}
\mathbf{K}=\mathbf{X}^{\mathrm{T}} \mathbf{X} \tag{4.7}
\end{equation*}
$$

### 4.2.3 Choosing an Appropriate Segment-Size

While the user could choose a segment-size that is appropriate for a problem, there is a four-way trade-off one should consider. This four-way trade-off involves the following
factors: the segment-size itself, the resulting number of segments, the computation time, and the prediction performance. The ODH kernel computation involving dot products between very high-dimensional feature vectors benefits from the sparsity of these feature vectors. But, with just 4 characters in the DNA alphabet, representation of a very long segment may not be sparse enough to reap the benefits of sparse computations. Therefore, shorter segments are preferred in this case. But, a small segment-size could result in a large number of segments if the sequences in the study are rather long. And, having too many segments influences the computation time spent performing clustering and subsequently applying the transformation per segment. Also, prediction performance-wise, if the segments are too small they may not cover the predictive motifs.

In general, many long segments in total from all the sequences could lead to a longer computation time for the instance-wise base kernel at the training stage. But this is a one-time computation needed to be performed in the beginning.

### 4.2.4 Interpretation and Visualization of Features

In the following, we discuss how one can interpret and visualize the sequence features deemed important by CoMIK for a prediction problem.

## Obtaining the SVM Weight Vector for CoMIK

In the MKL problem (Bach et al., 2004), the weight vector corresponding to a given sub-kernel $K_{e}$ is given as in Eq. (4.8).

$$
\begin{gather*}
\mathrm{w}_{e}=\beta_{e} \sum_{i=1}^{N} \alpha_{i} y_{i} \Phi_{e}\left(X_{i}\right)  \tag{4.8}\\
\Phi_{e}(X)=\frac{1}{B} \sum_{x \in X} \tilde{\kappa}\left(x, c_{e}\right) \phi_{e}(x) \tag{4.9}
\end{gather*}
$$

Here $\beta_{e}$ is the sub-kernel weight learned by solving the MKL problem and each $\Phi_{e}\left(X_{i}\right)$ is the feature space representation of sequence $X_{i}$ corresponding to sub-kernel $K_{e}$. For the conformally transformed multi-instance setting, this means $\Phi_{e}(X)$ is the bag-level ODH representation of the sequence upon transformation w.r.t. to the cluster centre characterizing the sub-kernel $K_{e}$. Thus, $\Phi_{m}^{e}(X)$ can be represented mathematically as in Eq. (4.9), where $\phi_{e}(x)$ is the ODH representation of segment $x$ (Eq. (4.6)) belonging to bag $X, \tilde{\kappa}\left(x, c_{e}\right)$ is the Gaussian transformation (Eq. (4.3)) and $B$ is the feature space normalization factor. Following Shawe-Taylor and Cristianini (2004), $B$ can either be $\sqrt{k(X, X)}$ or $\left\|\sum_{x \in X} \tilde{\kappa}\left(x, c_{e}\right) \phi_{e}(x)\right\|_{2}$ since our base kernel, the ODH kernel, is a dot product kernel (refer to Section 4.2.2). Thus, we have a bag-level representation
of a sequence corresponding to all cluster centres which allows us to compute all the relevant weight vectors. These individual weight vectors can also be used to make fast predictions on test examples. For this, we only need the transformed ODH representations of the test examples corresponding to each kernel in the collection.

## Visualizing Features from the CoMIK Weight Vector

Figure 4.5.1 shows visualizations of the features deemed important by CoMIK in discerning the positive set of sequences from the negative set. The top panel in Figure 4.5 .1 shows the 'Absolute Max Per Distance' (AMPD) visualization (Nikumbh and Pfeifer, 2017) that provides a distance-centric view of features (cf. Chapter 3, Section 3.5.2). Recall that the AMPD visualization shows the $K$-mer pairs assigned the most positive and most negative coefficient in the discriminant at all distances considered. The bottom panel shows the $K$-mer-centric view which was introduced by Lingner and Meinicke (2006). It shows the importance of each $K$-mer pair towards prediction. Simply stated, the $K$-mer-centric view of the discriminant is a matrix which is obtained by taking an $\ell_{2}$-norm of the weight vector with itself. A $K$-mer pair which holds high importance will have a high absolute value in the matrix.

### 4.2.5 Implementation and Availability of Software

MATLAB implementation of CoMIK is made available on Github at: https:// github.molgen.mpg.de/snikumbh/comik. For non-MATLAB users, we provide an executable version of CoMIK which can be run together with MATLAB Runtime ${ }^{2}$. CoMIK takes as input a positive and negative set of sequences as separate FASTA files and performs complementary segmentation. Further, it uses Shogun's (Sonnenburg et al., 2010) MKL solver to obtain the sub-kernel weights. CoMIK is licensed under the MIT License.

### 4.3 Data Sets

To establish the general efficacy of CoMIK, we performed experiments on a simulated data set consisting of variable-length sequences and a yeast data set with the typical fixed-length sequences scenario. Both of these are described next. Additionally, we briefly describe the long-range enhancer-promoter interaction data used by (Whalen et al., 2016).

[^14]We prepared a simulated data set of 1000 arbitrary-length sequences with a mix of many coupled and non-coupled motifs as explained below. Of these 1000 were three kinds of positive sequences totaling 500; the rest 500 comprised of two kinds of negative sequences. Refer to Table 4.3.1 for the following: (a) 300 of the 500 positive

Table 4.3.1: Motif sets planted in the simulated data set. The differences between the positive and the negative variants are underlined (e.g., 4 P and 4 N ). '-' denotes a gap. Columns marked ' + ' and ' - ' give the number of positives and negatives respectively containing the corresponding set of motifs. Columns ' P ' and ' N ' give the \#segment (non-shifted) in which the motif could lie (start positions).

| Set | Motifs | + | - | P | N |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1.`GAGTTATACATGGTATAGACCACACTATTA' & \multirow{7}{*}{300} & \multirow{7}{*}{300} & \{1,2\} & \{2,3\} \\ \hline & 2. `AACATGGTCTAGACCATTTT' |  |  | \{3\} | \{1\} |
|  | 3. `CTAAACAGGGTCTATACCACACTATTA' & & & \{5\} & \{5\} \\ \hline & 4P. `AGGATATATATGTGCTCTTCAGATTTTCACCCTTAGCAAGAGCGAGG' |  |  | \{6\} | - |
|  | 4N. `ACCATATACATGTGCAGATCAGATTTTCACCCCGAGCAAGAGCGAGG ' & & & - & \{6\} \\ \hline & 5P. `ACACAGCTACTACCACAGGGACAGACAGACAG' |  |  | \{4\} |  |
|  | 5N. `ATAGCGCTACTACCACACCCACAGACAGACAG \({ }^{\prime}\) & & & - & \{1\} \\ \hline & 1.`ACCATATACATGTGCAGATCAGATTTTCACCCCGAGCAAGAGCGAGG ' |  |  | \{3\} | \{2,3\} |
|  | 2. `ATAGCGCTACTACCACACCCACAGACAGACAG ' & & & \{2\} & \{1\} \\ \hline B & 3P.`GACACATGTGCACATATGGTTTTCACCCCGATACATAGTGAGG' | 100 | 200 | \{4\} | - |
|  | 3N. `GACACATGTGCACATATG-TAGCGAGG' |  |  | - | \{3,4\} |
|  | 'GA' repeated at every 10 nt in the sequence | 100 | - | - | - |

sequences had motifs from set A planted in them (column marked ' + '), all except those marked with N (e.g., 4 N and 5 N which are negative variants of the positive motifs 4P and 5P, respectively). (b) Another 100 positive sequences had motifs from set B planted in them; 3P and 3N denoting variants as in (a). (c) Additional 100 positive sequences had the dinucleotide 'GA' repeated at every 10nt throughout the sequences. For the 500 negative sequences, 300 contained all motifs from set A (1, 2, 3 and the negative variants) and the remaining 200 , similarly, with motifs from set B. In all the sequences, each motif was planted at a randomly chosen start position inside a respective window. For $C o M I K$, it was then possible to determine the segment in which the different motifs could lie. Since we later discuss results with segment-size 70 nt, columns ' P ' and ' N ' already give the segment numbers (for non-shifted segments) where each motif could lie. Length of sequences of type (a) and (b), either positive or negative, was in the range $[300,500] \mathrm{nt}$, and $[500,600]$ nt for type (c). All sequences were generated with uniform probabilities for A, C, G and T and the motifs had a 0.1 mutation probability. Maintaining equal proportions of the different kinds of positives and negatives, we held out 200 sequences as unseen test examples (100 positives and 100 negatives) and used the remaining 800 sequences for training.

## Yeast Data Set

Lubliner et al. (2015) studied yeast core promoter sequences analyzing the effect of sequence variation in different core promoter regions. Among other things, the authors showed that location, orientation, and flanking bases are important for TATA element function. We obtained a total of 316 core promoter sequences, each 118 bp long. The core promoter activity measurements for each of these sequences are provided. We followed the procedure in Figure 5 in (Lubliner et al., 2015) to classify them into two classes, sequences showing either low or high activity (expression). This resulted in 28 positive and 288 negative sequences.

Table 4.3.2: Number of positive and negative sequences in the 5C data set.

|  | GM12878 | K562 | HeLa-S3 |
| :--- | :---: | :---: | :---: |
| \#Positives | 63 | 46 | 98 |
| \#Negatives | 226 | 105 | 207 |

5C Data Set
This is the data set used in our earlier work (cf. Chapter3, Section 3.4). In order to demonstrate the efficacy of CoMIK compared to our earlier approach, we performed experiments on one region from each cell line. We fetched the positive and negative set of sequences for region 0 in K562, GM12878 and HeLa. The number of positive and negative sequences for each of these are given in Table 4.3.2.

### 4.4 Experimental Setup

Table 4.4.1: Parameters and the range of values tested for the simulated, 5C and the yeast data set.

| Parameters | Simulated data set | 5 C | Yeast |
| :--- | ---: | ---: | ---: |
| \#Clusters | $\{2,5,7\}$ | $\{5,7,10\}$ | $\{2,5,7\}$ |
| Segment-size | $\{50,70\}$ | 50 | 10 |
| Sigma $(\sigma)$ for Gaussian transformation | $10\{-1, \ldots, 2\}$ | $10^{\{2,4,6\}}$ | $10^{\{-1, \ldots, 2\}}$ |
| Oligomer length | $\{2,3\}$ | $\{2,3\}$ | $\{2,3\}$ |
| Maximum distance | $\{50,70\}$ | 50 | 10 |
| SVM-cost | $10\{-3, \ldots, 3\}$ | $10^{\{-3, \ldots, 6\}}$ | $10^{\{-3, \ldots, 3\}}$ |

For each data set, we performed 5 -fold nested cross-validation (CV) by splitting the data into $80 \%: 20 \%$ for training and test, respectively. For each outer-fold, model selection was performed with a 5 -fold inner CV loop on the training set with $\ell_{1-}{ }^{-}$
and $\ell_{2}$-norm MKL. CoMIK accounts for any class imbalance by proportionately upweighting the misclassification cost for the minority class as proposed in (Elkan, 2001). All parameters and the range of values tested for them are given in Table 4.4.1. Of these, \#Clusters, $\sigma$ and SVM-cost are optimized by cross-validation while other parameters, namely segment-size, oligomer length and maximum distance, are assigned fixed values for each individual run. We used the same segment-size for the shifted and the non-shifted cases. The best performing set of parameter values obtained from the inner CV-folds was used to re-train the model using the complete training data and make predictions on the unseen test set of examples per outer CV-fold. We report the area under the receiver operating characteristic (ROC) curve (AUC) for predictions on this held-out test set averaged over the five outer folds.

We compare our performance on the simulated data set to that of KIRMES (Kernelbased Identification of Regulatory Modules in Euchromatic Sequences) (Schultheiss et al., 2009). The approach taken by KIRMES is as follows. Consider a set of motifs representing TFBSs, and a positive and negative set of genomic sequences (corresponding to some task) given. Then, a motif finding step can be performed a priori to obtain the match-positions of each motif in all the sequences. Each of the positive and negative sequences is then represented instead by a collection of subsequences. These subsequences are fixed size windows extracted around the best match-positions of the given motifs in the individual sequences. Subsequences corresponding to a particular motif from all sequences are compared to each other using a variant of WDKS. This variant supplements the WDKS kernel (cf. Section 2.3.3) with conservation information for the sequences (Schultheiss et al., 2009). This procedure results in as many kernels as the number of motifs. This ensemble of kernels is then used for classification. The remaining parts of the sequences-those not extracted-are neglected. KIRMES was shown to perform well on gene sets derived from microarray experiments for identifying loss or gain of gene function (Schultheiss et al., 2009).

Figure 4.5.1 (following page): Distance-centric and $K$-mer-centric visualizations of features for the simulated data set. The distance-centric visualization in the top-panel shows 2-mer pairs that were assigned the highest positive and negative weights at each distance value corresponding to a sub-kernel that was assigned the highest weight upon MKL. For easy viewing, the $K$-merpairs at odd distances are placed on the outside and the even distances, inside. Horizontal axis: weights, vertical axis: distances between 2-mer pairs (\#basepairs). The bottom-panel shows the $K$-mer-centric visualization. Refer to Section 4.2.4 for details on the $K$-mer centric visualization.
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### 4.5 Results

We present results of computational experiments on simulated DNA sequences, yeast core promoters and 5C data. We also demonstrate how CoMIK can be used to not just determine features important for classification, but also delineate them at the segment level. This can be done for all candidate sequences including test sequences.

## Simulated data set

For this data set, while KIRMES achieves an AUC of 0.9432 , CoMIK attains nearperfect classification, AUC $0.9960 \pm 0.003$. We surmise that the superior performance of CoMIK is due to the sequences containing the dinucleotide repeat motif ' GA ' (see Table 4.3.1) This motif may not be captured well at the motif-finding stage and thus affects KIRMES' prediction performance.

We provide visualizations of features from the run that achieved the best performance with oligomer-length 2, segment-size 70nt, $\ell_{1}$-norm MKL in Figures 4.5.1. In the top panel, is the 'AMPD' visualization of the SVM weight vector and the bottom panel, the $K$-mer-centric visualization. While the $K$-mer-centric view clearly indicates GA's important role, the distance-centric visualization shows that it could be periodic. Experiments using different segment-sizes can easily uncover the fact that they are spread throughout the sequences. Figure 4.5.2 visualizes the 70nt-long


Figure 4.5.2: Bar plot with intensities to visualize importance of segments of 50 test sequences from the simulated data set. The sequences are arranged along the vertical axis, and the segments along the horizontal axis (Numbers represent segment-IDs). Among these 50 sequences, the longest sequence has a total of 17 segments ( 9 non-shifted and 8 shifted segments). For every sequence, non-shifted segments are shown first, followed by its shifted segments.
segments of 50 out of the 200 test sequences horizontally. For each sequence, the non-
shifted segments are followed by its shifted segments. Per sequence, the higher-ranked segments would be the ones where the features are located.

Yeast

CoMIK achieved an AUC of $0.9459 \pm 0.029$ on this data set with segment-size 10 nt , oligomer-length 3 and $\ell_{1}$-norm MKL. Furthermore, the most important features represent motifs known as important for classification. We visualize the 3-mer pairs deemed important by CoMIK for this classification in Figure 4.5.3, left panel. The right panel here visualizes the sequences and their ranked segments as a heatmap. The 316 sequences are arranged vertically from top to bottom, and their segments horizontally. For the 118nt-long sequences in this data set, the segment-size of 10 nt lead to 12 non-shifted and 11 shifted segments, and are arranged in that order. Thus, the coordinates for the non-shifted and shifted segments in the sequence are as marked on the top of the heatmap. We observe that segments 3 and 9 , i.e. regions $[-98,-89]$ and [ $-38,-29$ ] happen to be ranked first consistently. Segments 15 and 21 are the bestranked shifted segments also corresponding to the same genomic window. And, indeed, Lubliner et al. report that the main TSS lay at position -30 and that the regions $[-118,-99]$ and $[-98,-69]$ hold important features which upon mutations greatly reduced expression (Lubliner et al., 2015). In the left panel, the top-ranked kernel shows TATA-like elements to be important for classification. Furthermore, among the features reported by other kernels in the collection (not shown), CoMIK rightly identifies T/C-rich $K$-mers to be enriched among the positive sequences as against G/C-rich $K$-mers which are also reported in Supplementary Figure 4 in (Lubliner et al., 2015).

Figure 4.5.3 (following page): Distance-centric visualization of features (top) and visualization of weights assigned to segments per sequence for the yeast data set (bottom). As in Figure 4.5.1, the top panel shows 3 -mer pairs that were assigned the highest positive and negative weights at each distance value corresponding to the sub-kernel with the highest weight among all sub-kernels in the collection. For legibility, the $K$-mer-pairs at odd distances are placed on the outside and the even distances, inside. Horizontal axis: weights, vertical axis: distances between 3 -mer pairs (\#basepairs). The bottom panel shows all sequences in the data set (training as well as test) as segments: Segment rankings based on the weights assigned to the various segments are visualized as a heatmap. The rank-to-color mapping is as shown in the colorbar on the extreme right. Since all sequences in this data set are 118 nt -long, we have 12 non-shifted segments and 11 shifted segments. Per sequence, non-shifted segments are shown first, then the shifted segments.
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Performances of CoMIK on the three cell lines are given in Table 4.5.1. For comparison with our approach described in the earlier chapter, we report the performances with oligomer length 3 from Table 3.6.1 in Chapter 3. We observe that in experiments using 3 -mers and with segment-size 50, CoMIK already achieves better or at par performance. Furthermore, CoMIK's additional ability to identify important portions in the individual sequences can give novel insights.

Table 4.5.1: Performance of CoMIK on 5C data set: Test AUC values (mean $\pm$ s.d.) for region 0 in three cell lines. The approach presented in Chapter 3 is referred to as (Nikumbh and Pfeifer, 2017).

| Method $\downarrow /$ Cell lines $\rightarrow$ | GM12878 | K562 | HeLa-S3 |
| :--- | :---: | :---: | :---: |
| (Nikumbh and Pfeifer, 2017) | $0.7417 \pm 0.059$ | $0.8163 \pm 0.071$ | $0.6914 \pm 0.058$ |
| CoMIK | $0.7829 \pm 0.063$ | $0.7920 \pm 0.084$ | $0.6993 \pm 0.012$ |

### 4.6 Discussion

This chapter presented CoMIK, a method for comparing variable-length sequences in a discriminative setting using conformal multi-instance kernels. We assessed the performance of CoMIK on three classification problems, namely, a simulated data set of variable-length sequences and two real biological data sets involving DNA sequences. This includes the 5C data set used in the earlier chapter. Together with the visualizations, we demonstrated the efficacy of CoMIK on all these problems.

We compared CoMIK to KIRMES, another approach that can handle comparison of variable-length sequences. Section 4.4 briefly notes various shortcomings of KIRMES. Performance of KIRMES heavily relies on the motif-finding step (see Section 4.4). The influence of selecting matches other than the best one is not clear. Also, choosing only one when multiple matches have (nearly) the same score seems rather arbitrary. This risks neglecting putative low-affinity or weak binding sites or de novo features in the sequences. In principle, although one could use the complete sequence with KIRMES by way of having the motifs spread through-out the sequence, this is again controlled by the motif-finding step. These shortcomings render KIRMES unsuitable for problems such as comparison of genomic regions from chromatin interaction experiments. In contrast, CoMIK uses the complete sequence by design. This helps is capturing complex relationships between features lying anywhere in the whole sequence as demonstrated by CoMIK's superior performance on the simulated data set.

For the 5C data set, our earlier approach, described in Chapter 3, does not give any information on the location of the features in the restriction fragments. In comparison, for the 3 genomic regions on which we tested, CoMIK not only maintains the quantitative prediction performance, but also locates important features and segments within each sequence. This qualitative gain enables the possibility to learn more fine-grained insights and makes CoMIK relatively more advantageous. Thus, CoMIK's ability to locate the segment with signal can be useful in studying the socalled structural interactions between the intervening chromatin (Sanyal et al., 2012) of the long-range interacting loci. CoMIK's high prediction performance and accurate feature identification on the yeast data set demonstrates that CoMIK is also useful in the typical scenario involving fixed-length sequences.

CoMIK's computation time is largely governed by the clustering step and the subsequent transformation of the segments. Both of these are performed at every CV iteration, and are influenced by the choice of the segment-size. Our implementation exploits the sparsity of the ODH features for short individual segments by making use of sparse representations and computations. In general, the segment-size only affects CoMIK's running time. However, for scenarios like the discussed yeast problem, shorter segments may be preferred. In the clustering step, the buckshot heuristic is oblivious to the imbalance in the data. This could be replaced with stratified sampling for buckshot clustering. For scenarios wherein positional information is more important, kernels like the WDS (Rätsch et al., 2005) or the oligo kernel (Meinicke et al., 2004) may be more suitable as base kernels.

# Pipeline for End-to-End Analysis of Chromatin Interaction Data 

This chapter describes the pipeline I developed as part of work done towards analyzing HiChIP data for different conditions and tumor samples in Ewing sarcoma (EWS) cells. This project is done in collaboration with Eleni Tomazou, Andre Rendeiro, Nico Pfeifer and Christoph Bock. Eleni was responsible for performing all the biological experiments, while I and Andre shared the joint responsibility of performing the computational analyses with guidance from other members. In particular, my prime responsibility was development of this pipeline, while downstream bioinformatics analysis being Andre's responsibility. All authors took part in the interpretation of the results. The project manuscript is under preparation, and the pipeline is under active development.

DESIGNING bioinformatics workflows is a craft that requires putting together many tools to solve different intermediate computational problems. These tools have various parameters that need to be set. Choosing parameter values based on misunderstandings can result in downstream bioinformatics analyses being misconstrued leading to flawed conclusions. An example that was recently reported is the misunderstanding of the parameter '-max_target_seqs' for NCBI BLAST (Altschul et al., 1990; Shah et al., 2018). Another example is the commonly misread perplexity parameter of t-SNE (t-Distributed Stochastic Neighborhood Embedding), a dimensionality
reduction and visualization technique, that is difficult to interpret (van der Maaten and Hinton, 2008; Wattenberg et al., 2016).

## 5.1 pHDee: Processing HiChIP/Hi-C Data From End-to-End

As discussed in Chapter 2, chromatin interaction experiment data can be noisy. Using data from these experiments to understand the 3D organizational principles of chromosomes requires data manipulation at different levels such as significant point-to-point interactions, loops, TADs, and A/B compartments. Obtaining each of these from raw experimental data involves solving many computational problems on the way. These are active research problems, and have multiple choices of tools/approaches available for solving them. As a result, when analyzing chromatin interaction data, one should have a good understanding of all the intermediate tools, their parameters and the consequences when they take different values. Ability to sift through all the tools and their parameters at once can facilitate focusing on the downstream analyses.

We describe here such a pipeline we implemented for end-to-end analysis of chromatin interaction data. We call the pipeline, 'pHDee'-processing HiChIP Data from end-to-end. It can also be used for analyzing Hi-C data. The pipeline uses different tools as its constituent modules to perform the various functions. The workflow of the pipeline is illustrated in Figure 5.1.1. We describe the workflow next.

1. Raw data to valid interactions. We split paired-BAM files into FASTQ files corresponding to the two mates in each paired-end ( PE ) read. These are then fed into HiC-Pro (Servant et al., 2015) which is an independent pipeline by itself. As part of this module, HiC-Pro performs the following tasks: (a) genome mapping, (b) fragment assignment, (c) identification of valid ligation products (interaction pairs).(cf. pre-processing step 3, Subsection 2.1.4, Chapter 2)
2. Normalization of interaction frequencies. HiC-Pro provides a fast implementation of iterative correction and eigenvalue decomposition (ICED) for normalization of chromatin interaction frequencies (Imakaev et al., 2012) (cf. Chapter 2, Section 2.1.4 for more details).
3. Visualizing valid interactions as a 2D matrix. The valid interactions between genomic regions are visualized as a 2D matrix, also called interaction or contact matrix (cf. Chapter 2, section 2.1.4). Using Juicebox, one can visualize not just the raw or the normalized interaction matrix, but also (a) the


Figure 5.1.1: Different tasks of the workflow of pHDee are shown.
difference of two interaction matrices, and (b) superimposed tracks of additional features along the genome. These include 1D (e.g., ChIP-seq data) and 2D features (e.g., loops, TADs). With Juicebox, similar to the zooming-in and -out facility of Google Maps, one can zoom into different regions of a single contact matrix using the mouse-wheel. This enables easy exploration of the contact matrix at different resolutions. By coupling one contact matrix with another, this feature can facilitate seamless comparisons of contact matrices at different resolutions. Juicebox is available as a standalone Java application, or also via the web-browser with Juicebox.js (Robinson et al., 2018). Therefore, visualizing chromatin interaction data using Juicebox is very easy.
4. Valid interactions to significant point-to-point interactions. We use another popular tool Fit-Hi-C (Ay et al., 2014) to identify statistically significant point-to-point interactions. We refer to Section 2.1.4, Chapter 2 for more details about Fit-Hi-C.
5. Calling significant differential interactions among two conditions. It is of interest to compare the 3D architectures of cells in two biological conditions, e.g., tumor vs. normal cells or doxycycline-treated vs. untreated cells. Currently, there exist three tools for calling differential interactions: diffHiC (Lun and Smyth, 2015), HiCcompare (Stansfield et al., 2018) and FIND (Djekidel
et al., 2018). We make use of HiCcompare and diffHiC.
HiCcompare jointly normalizes the Hi-C data sets to be compared. Taking a distance-centric approach for comparison, HiCcompare jointly represents the interaction frequencies in two Hi-C data sets as a function of the distances between the interacting regions. The authors call this the MD plot where $\mathrm{D}=$ distance (measured in units of resolution), and $\mathrm{M}=$ minus (representing the difference between the interaction frequencies at a given distance in the two matrices). The data sets are then jointly normalized using loess regression. The normalized contact counts are then used for comparing the two Hi-C data sets. Finally, HiCcompare outputs the set of differential interactions after performing multiple testing correction.

To obtain a robust set of differential interactions, we added another complementary module to identify differential interactions with diffHiC (Lun and Smyth, 2015). diffHiC uses statistical approaches from the edgeR package (McCarthy et al., 2012) for eliminating biases between data sets and comparing them to identify differential interactions. The set of differential interactions are assigned p-values using the Benjamini-Hochberg method (Benjamini and Hochberg, 1995) for multiple testing correction. While diffHiC can detect differential interactions complementary to those detected by HiCcompare, HiCcompare is reported to handle the between-data set biases better than diffHiC (Stansfield et al., 2018).

Additional features of pHDee. With pHDee, the user just needs to edit a single umbrella config file to setup the tools that should be used and their parameters. Different runs of pHDee are saved separately, clearly noting the choices of tools and the parameter values for the run. A log file per run of pHDee provides information on the timestamped progress of the run. Since, the output from pHDee will be used for further bioinformatics analysis, observing how different parameter values affect the result can be a lot easier.

Admittedly, the 3D-genomics field is still in its nascent stage. There is a lack of an 'agreed upon' standard file format for representation and a tool/approach for different tasks. Therefore, there may arise a need to add additional modules to the above workflow in the future. The modular framework of pHDee allows for an easy integration of additional modules.

## Implementation Details of pHDee

pHDee itself is implemented in Python. It is essentially a wrapper that puts together using different software tools in one place. These different softwares need not
necessarily be written in Python. This is especially helpful in the current scenario wherein a plethora of newly developed alternative solutions exist for performing each 3D-genomics task noted in Figure 5.1.1. For example, Zufferey et al. (2018) review and benchmark 22 different software tools for identifying TADs. pHDee uses a single umbrella configuration file to setup all the tools and their parameters for a single run.

While pHDee adapts the scripts already provided by the tools for converting between different file formats, when not available, it provides them. These include conversion from one file format to another (e.g., HiC-Pro to Fit-Hi-C, HiC-Pro to diffHiC/HiCcompare), and some other miscellaneous tasks such as combining contact matrices before visualization. With regards to visualization with the tool Juicebox (Durand et al., 2016), scripts are provided for converting the list of valid interactions to the .hic format usable with Juicebox.

Suitability of a tool/approach for a task depends on various factors. Some of these stem from the underlying biology while others solely from the modeling approach used by the tool. Thus, taking these factors into account, a bioinformatician should be able to select a suitable tool for the task at hand. To this end, one can add a new module to pHDee to include the selected tool in the workflow. At present, adding a new module corresponding to a tool amounts to maintaining proper file formats and writing a wrapper function for it.

## Comparison With Other Tools

HiCExplorer is a recently developed Python-based pipeline that enables certain ways of processing and analyzing chromatin interaction data (Ramírez et al., 2018). HiCExplorer implements functions for pre-processing raw interaction data to obtain contact matrices, compare different matrices (by a simple difference operation) or perform a correlation analysis of contact matrices. Additionally, it can plot static contact matrices, and TADs with 1D feature tracks. For dynamic visualization, it can convert the files to the cooler format (Abdennur et al., 2018) that can be used with HiGlass (Kerpedjiev et al., 2018), another dynamic contact map visualization tool ${ }^{1}$. There is also a web-server/web-based version of HiCExplorer ${ }^{2}$ made available via Galaxy (Wolff et al., 2018). This facilitates usage of HiCExlorer by biologists and biomedical researchers who are often non-programmers.

Thus, while pHDee has a similar objective - providing an end-to-end solution-in contrast to HiCExplorer, it aims to provide the bioinformatician with two important advantages. First, freedom to use tools/approaches not implemented in Python, and, second, seamless self-addition of a module to incorporate any new tool/approach as desired. This makes integration of newer tools with pHDee very easy. For example, re-

[^15]cently developed approaches for comparing contact matrices of replicate experiments or different cell lines include HiCRep (Yang et al., 2017a) and GenomeDISCO (Ursu et al., 2018). These can be easily integrated into pHDee by the end user. In fact, pHDee can already incorporate individual functionalities from HiCExplorer as modules. Also, currently, HiCExplorer does not support any functionality w.r.t. identifying differential interactions.

We implemented and used pHDee for analyzing data from HiChIP experiments performed on EWS cells. We briefly discuss HiChIP and the role of pHDee in analyzing HiChIP data in EWS cells in the following sections of this chapter.

### 5.2 Analysis of Genome Architecture Changes in EWS Cells Using HiChIP

Since few somatic mutations are observed in EWS as compared to other cancers (Lawrence et al., 2013), researchers hypothesized that tumor heterogeneity could be explainable by the epigenetic heterogeneity. Indeed, studies have shown that the fusion oncoprotein EWS-FLI1 dynamically reprograms the epigenome. Specifically: (a) Riggi et al. (2014) show that divergent chromatin remodeling mechanisms of EWS-FLI1 can activate or repress enhancers in Ewing sarcoma; (b) Tomazou et al. (2015) have shown that EWS-FLI1 reprograms the epigenome at promoters and (super) enhancers, especially the H3K27 acetylation mark; and, (c) Sheffield et al. (2017) showed that heterogeneity in DNA methylation profiles in tumor samples can explain the tumor heterogeneity and the clinical diversity observed. In particular, Tomazou et al. (2015) have mapped the epigenome of EWS cells using the cell line A673 which is the standard model of system biology in Ewing sarcoma cells. Specifically, DNA methylation (using Whole Genome Bisulfite Sequencing (WGBS) and Reduced Representation Bisulfite Sequencing (RRBS)), seven histone modifications (using ChIP-seq), RNA levels (using RNA-seq) and open chromatin states (using ATAC-seq) have been mapped in cells corresponding to two conditions. These are up- and (doxycyclineinduced) down-regulation of EWS-FLI1 in A673 cells.

As a next step, we hypothesized that analyzing the architectural changes in Ewing sarcoma cells after down-regulation of EWS-FLI1, and, in tumor samples can help characterize the epigenetic reprogramming better. It could possibly also lead to insights of therapeutic value. We hypothesized using a protein-mediated chromatin interaction detection technique, such as HiChIP, would be ideal in this scenario. Specifically, HiChIP was performed on A673 cells before and after treating them with doxycycline. As noted above, this treatment knocks out the fusion oncogene EWS-FLI1. Two replicate HiChIP experiments are performed with five IPs, namely,

H3K4me2, H3K4me3, CTCF, SMC1 and H3K27ac. Additionally, HiChIP was also performed on two primary tumor samples. Two IPs were used in this case: H3K27ac and CTCF.

At the initial stage, pHDee was run on HiChIP data of the individual IPs separately. This helped analyze the quality of the contact libraries per IP and also estimate the appropriate bin size of the contact matrices. For this, we used the criterion proposed by Rao et al. (2014) which suggests that bin size as appropriate which results in $80 \%$ bins of the contact matrix to have at least 1000 interactions. The libraries were sequenced to obtain about 200 M reads for each IP (counting both replicates). Additionally, we looked at the following for the contact libraries generated: (a) genome coverage of different IPs individually and their combinations (see Figure 5.2.1); and, (b) per IP, the global percentage of interactions overlapping with enhancers or promoters or other regions of the genome (Figure 5.2.2 and 5.2.3).

We obtained (a) as follows. We used genomecov from bedtools to obtain the genome-wide coverage for each IP individually and in different subsets. Initially, the IP H3K27ac had two versions determined by its suppliers, Abcam and Diagenode. This made the total IP count to six. Thus, there are $2^{6}$ possible subsets. 63 of these (excluding the empty set) have been arranged along the x-axis. The y-axis shows the percentage of genome covered by each subset with at least 1,5 or 10 reads. These are separated into three panels. The numbers on top of the bars denote the rank assigned to each subset based on the percentage of genome covered. Specifically, all combinations of two IPs (IDs 7-21) and five IPs (IDs 57-62) are marked with a square. This facilitated choosing the IP-pair CTCF + H3K27ac_Abcam (ID: 11) as a good combination that captured a large fraction of the observed set of interactions at the given sequencing depth.

In case of (b), enhancers (E) and promoters (P) were determined as follows. Stringent criterion: From Tomazou et al. (2015)'s ChIP-seq data, all H3K4me peaks that are present in at least two of the four biological replicates were merged into one set of regions and only those that overlapped or lay within 1 kb of the nearest Ensemblannotated TSS were defined as promoters. This criterion was made lenient by combining H3K4me peaks present in at least one of the biological replicates and enforcing no further restrictions. Similar strategy was used for identifying a stringent and lenient set of enhancers, using H3K27ac sites instead of H3K4me. Figure 5.2.3 and 5.2.2 show percentages of interactions that are EP, PP, EE, ED, PD, and DD interactions. Here, $\mathrm{D}=$ distant denoted any other region apart from enhancers and promoters.

Further tasks included, for bin sizes $1 \mathrm{M}, 500 \mathrm{~K}, 250 \mathrm{~K}, 150 \mathrm{~K}, 100 \mathrm{~K}, 50 \mathrm{~K}, 25 \mathrm{~K}$ obtaining (a) the significant interactions per IP and all IPs pooled; (b) differential


Figure 5.2.1: Figure shows the percentage genomic coverage of different IPs individually and in combinations
interactions per IP and all IPs pooled using diffHiC and HiCcompare. This was also performed for the HiChIP data for two primary tumor samples.

Thus pHDee helped facilitating a seamless data-intensive downstream bioinformatics analysis.

### 5.3 Discussion

We developed pHDee, an easy-to-use, plug-and-play pipeline for HiChIP or Hi-C data analysis. The pipeline collates handling of different tools for different tasks at one place. This enables the user to concentrate on the downstream bioinformatics analysis. Adding new modules to pHDee is easy. The complete source code is made available at https://github.molgen.mpg.de/snikumbh/pHDee.
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Figure 5.2.2: Figure shows the global percentage of interactions involving loci overlapping an E or P or otherwise. Overlaps are defined comparatively stringently (see text).
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Figure 5.2.3: Lenient definitions used for promoters and enhancers. Figure shows the global percentage of interactions involving loci overlapping an E or P or otherwise.

## 6

## Perspective

IT has long been known that regulatory elements like enhancers in the genome are able to regulate genes that are located distantly on the linear DNA sequence. Such long-range interactions between regions in the genome are made possible due to the compact 3D organization of chromatin inside the nucleus. Molecular biology techniques, such as 3 C and its derivatives, that can probe this 3D organization were invented during the last decade. In parallel, computational approaches are being developed that help study the role of different features contributing to this 3D organization. This thesis outlines our efforts in developing interpretable machine learning-based approaches for this task. This chapter serves to conclude this thesis. I first summarize the contributions made in this thesis-both biological and methodological. Finally, I lead the discussion into the broader perspectives and possible future directions.

### 6.1 Conclusions

Chapter 3 outlines our SVM-based approach for prediction of long-range chromatin interactions using only sequence features. In it, we specifically sought to establish the extent to which the genetic sequence at a genomic locus played a role in identifying potential long-range interaction partners of a particular genomic locus of interest.We built locus-specific models using string kernels to compare genomic fragments, and coupled it together with support vector machines for classification. We were able to
show that the genetic sequence information at a genomic locus can help discern if it interacts with the locus of interest or not. Our computational experiments were one of the first to suggest a potential general role for short tandem repeat (STR) sequences in genome organization (Nikumbh and Pfeifer, 2017). We also developed novel ways for visualizing the important sequence features for this prediction problem that aided in establishing this hypothesis. While such tandem repeats have been implicated in neurological diseases like the Huntington disease since the last decade, several recent studies have either proposed or shown evidence of general regulatory roles for STRs (Bagshaw, 2017), including in cancer (Gymrek, 2017; Gymrek et al., 2016), at borders of large chromatin domains such as TADs (Darrow et al., 2016; Mourad and Cuvier, 2016).

Although the ODH feature representation allowed us to compare the variable-length restriction fragments, the sequence features identified as important for classification cannot be traced back to their location in the individual sequences. We addressed this limitation next.

Chapter 4 presents CoMIK, a string kernel-based method we developed to enable comparison of variable-length sequences in a supervised ML scenario. This comparison can be free of using absolute positional information which is a characteristic of the existing methods. CoMIK achieves this by modeling the problem in a way that is borrowed from the computer vision or natural language processing domain, but so far novel in computational biology. For example, analogous to a document (paragraph) being composed of paragraphs (sentences), CoMIK treats every sequence as a set of its segments. It then characterizes a sequence by the features in all its segments and uses this information for its classification, i.e., assigning a class label to the sequence. We demonstrated that CoMIK can accurately classify sequences using this approach. It also helps in assessing the contributions of the segments of each sequence towards classification (Nikumbh et al., 2017b). This, in a way, combines the best of both worlds-identification of important features and locating segments within the whole sequence that hold these important features.

An overarching, long-term goal here is to analyze long-range interactions using CoMIK. Compared to other approaches (Roy et al., 2015; Whalen et al., 2016; Yang et al., 2017b), when comparing genomic fragments reported from chromatin interaction experiments, this method can provide de novo, fine-grained insights into the sequence drivers of such long-range interactions. This can enable studying the role of the flanking regions or the intervening chromatin in the so-called 'structural' interactions (Hughes et al., 2014; Sanyal et al., 2012).

This approach can have some limitations. If there are just too many or too long sequences, breaking them down into shorter segments can pose a computationally intensive problem (cf. Section 4.2.3)

In Chapter 5 , the focus is shifted from developing and applying interpretable machine learning methods to enabling easy manipulation of chromatin conformation data in order to facilitate their analysis together with other facets of cellular biology. To this end, Chapter 5 delineates our pipeline, pHDee, for end-to-end processing of HiChIP/Hi-C data. Bioinformatics analyses often involve manipulating and analyzing large amounts of data from different molecular biology experiments. For example, when studying differences in cell-types or tissues, in order to get a more complete view, analyses involve data from several experiments. This entails ploughing through data described using different formats by various tools. In this scenario, pHDee enables focusing on the downstream, data-intensive bioinformatics analyses. We have used the pipeline for processing data from two replicates of HiChIP experiments profiling long-range interactions mediated by selected histone modifications and architectural proteins in a Ewing sarcoma cell line and primary EWS tumor samples. Processing this huge volume of chromatin conformation data using pHDee facilitates performing downstream analysis. This downstream analysis additionally involved handling of genome-wide ChIP-seq data of different histone modifications, open chromatin regions (ATAC-seq) and RNA-seq data in the same cell line. As research in 3D-genomics progresses, it is expected that approaches for tasks and the different file formats will be more standardized reducing the burden of managing many of these as is the case today.

### 6.2 Future Directions

On the methodology side, we already noted that kernels should be positive definite. In CoMIK, the conformal transformation applied to each multi-instance kernel is not guaranteed to yield a positive definite kernel matrix due to the Gaussian nature of the transformation. This is an open problem (Feragen and Hauberg, 2016). While we did not encounter such a scenario in our experiments on data sets reported in Chapter 4, as a workaround, we propose removing the negative eigenvalues and making the kernel matrices positive definite (cf. Subsection 2.3.4). Furthermore, from the point of view of practical applicability of CoMIK for large-scale data sets such as the genome-wide conformation data, one will have to devise ways to handle the computation of the intermediate large similarity matrix.

From the perspective of biology, as already noted in Chapter 4, development of CoMIK was mainly motivated by two aspects. First, our work in Chapter 3 which we already discussed in the earlier section. Second, the prevalence of different definitions of promoters used across studies that yield promoter sequences of different lengths, and also the notion of focused and dispersed core promoters (Butler and Kadonaga, 2002; Juven-Gershon et al., 2008). It will be interesting to process promoter sequences
using CoMIK to gain insights into the core promoter sequences and their transcription initiation modes.

Recall the 'Bickmore hypothesis' we discussed in Chapter 3, Section 3.7. Briefly, it states that there can be different mechanisms that help establish interactions between distant genomic regions, for instance, physical contact via single large loop or many mini loops, or interaction via diffusion but no physical contact. Intriguingly, there is a recent line of work suggesting liquid-liquid phase separation as an emerging model that can explain these mechanisms (Hnisz et al., 2017).

Finally, I would like to conclude by making the following point. In terms of interpretability of computational models, there are always important caveats that ought to be taken into account. For instance, when predicting long-range interactions between genomic regions, the available (or used) ground truth for this task clearly defines what the machine actually learns. To this end, it is very important to distinguish between (a) models predicting point-to-point and looping interactions; (b) interactions between known or annotated regulatory regions and those involving other genomic regions, etc. Often, this distinction can be hazy due to the experimental design itself or due to noise in the measurements. We note the well-known aphorism by the British Statistician George E. P. Box that addresses this: "All models are wrong, some are useful".
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[^2]:    ${ }^{2}$ This double-helical structure of DNA was proposed and discovered in 1953 by Francis Crick and James Watson based on Rosalind Franklin's x-ray crystallography experiment that showed the peculiar diffraction pattern of DNA.

[^3]:    ${ }^{3}$ Fluorescence in situ hybridization (FISH) is a microscopy-based assay used for studying chromosome structure. For more, refer (Volpi and Bridger, 2008)

[^4]:    ${ }^{4} \mathrm{PCR}$ : A technique developed for amplification of specific nucleic acid sequences by Kary Mullis, an American biochemist. Mullis received the Nobel Prize in Chemistry 1993 for this invention. Read more about PCR here.

[^5]:    ${ }^{5} \mathrm{FDR}$ is the ratio of false positives to the true positives. Thus, controlling the FDR means aiming for a low proportion of false positives results.

[^6]:    ${ }^{6}$ Pronounced as: YOO-ing
    ${ }^{7}$ Different sources report that upto $95 \%$ of cases have this translocation
    ${ }^{8}$ Other translocations are also observed; these are between chromosomes 21 and 22, 7 and 22 , and 17 and 22 (Delattre et al., 1992)

[^7]:    ${ }^{9}$ Alternatively, also called equipped; See: https://math. stackexchange.com/q/961040

[^8]:    ${ }^{10}$ They are formed by division of an affine space by a hyperplane which, here, is given by $f$, an affine function.
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