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#### Abstract

All-optical networks have been largely investigated due to their high data transmission rates. The key to the high speeds in all-optical networks is to maintain the signal in optical form, to avoid the overhead of conversion to and from electrical form at the intermediate nodes. In the traditional WDM technology the spectrum of light that can be transmitted through the optical fiber has been divided into frequency intervals of fixed width with a gap of unused frequencies between them. In this context the term wavelength refers to each of these predefined frequency intervals.

An alternative architecture emerging in very recent studies is to move towards a flexible model in which the usable frequency intervals are of variable width. Every lightpath is assigned a frequency interval which remains fixed through all the links it traverses. Two different lightpaths using the same link have to be assigned disjoint sub-spectra. This technology is termed flex-grid or flex-spectrum.

The introduction of this technology requires the generalization of many optimization problems that have been studied for the fixed-grid technology. Moreover it implies new problems that are irrelevant or trivial in the current technology. In this work we focus on bandwidth utilization in path toplogy and consider two wavelength assignment, or in graph theoretic terms coloring, problems where the goal is to maximize the total profit. We obtain bandwidth maximization as a special case.
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## 1 Introduction

### 1.1 Background

The WDM technology: All-optical networks have been largely investigated in recent years due to the promise of high data transmission rates. Its major applications are in video conferencing, scientific visualization, real-time medical imaging, high-speed super-computing, cloud computing, distributed computing, and media-on-demand. The key to high speeds in all-optical networks is to maintain the signal in optical form, thereby avoiding the prohibitive overhead of conversion to and from the electrical form at the intermediate nodes.

[^0]In modern optical networks, high-speed signals are sent through optical fibers using WDM (Wavelength Division Multiplexing) technology: several signals connecting different source destination pairs may share a link, provided they are transmitted on carriers having different wavelengths of light. These signals are routed at intermediate nodes by optical cross-connects (OXCs) that can route an incoming signal arriving from an incident edge to another, based on the signal's wavelength. A signal transmitted optically from some source node to some destination node over a wavelength is termed a lightpath.
Fixed-grid and flex-grid DWDM networks: Traditionally the spectrum of light that can be transmitted through the fiber has been divided into frequency intervals of fixed width with a gap of unused frequencies between them. In this context the term wavelength refers to each of these predefined frequency intervals. This technology is termed WDM, DWDM (Dense WDM) or UDWDM (Ultra Dense WDM) depending on the gap of unused frequencies between the wavelengths.

An alternative architecture emerging in very recent studies is to move away from this rigid DWDM model towards a flexible model in which the usable frequency intervals are of variable width (even within the same link). Every lightpath has to be assigned a frequency interval (subspectrum), which remains fixed through all the links it traverses. As in the traditional model, two different lightpaths using the same link have to be assigned disjoint sub-spectra. This technology is termed flex-grid or flex-spectrum, as opposed to fixed-grid or fixed-spectrum current technology. Specifically this new technology is feasible due to gridless wavelength selective switches (WSS), based on a very large number of pixels. This sliceable transceiver technology is not as mature, but is critical to the economic viability of flex-grid [1].

The introduction of the flex-grid technology requires the generalization of most of the many optimization problems that have been studied under the fixed-grid technology. For instance, as a result of the variability of the width of the sub-spectra, lightpaths have different transmission impairments, thus different regeneration needs. Another major difference is that in the fixed-grid it is assumed that lightpath requests are for one wavelength's bandwidth because otherwise it can be treated as multiple independent requests. In the flex-grid technology this assumption does not hold because two lightpaths assigned two arbitrary wavelengths are not equivalent to one lightpath assigned two consecutive colors. This assignments differ both in terms of regeneration needs, and in terms of bandwidth utilization.

In this work we focus on the bandwidth utilization in path topology as a basic network to analyze in this introductory work. Results on path topology may extend to rings and trees that are other natural topologies in optical networks. Such results often have applications in the scheduling context in which the path network becomes the time axis. For problems that are provably hard in the general case we consider special cases such as bounded load and proper intervals.

We assume that the lightpath requests have bandwidth requirements that are multiples of some basic unit. This unit is smaller than the traditional wavelength bandwidth. The entire bandwidth of the fiber is $W$ units. We consider two wavelength assignment, or in graph theoretic terms coloring, problems. In both problems every lightpath request consists of a path $P$, with minimum and maximum bandwidth requirements $\mathbf{a}_{P}$ and $\mathbf{b}_{P}$ respectively, and a per unit profit (i.e., the profit for each color assigned) of $\mathbf{u}_{P}$. In the first problem such a lightpath $P$ has to be assigned a set $w(P)$ of colors such that $\mathbf{a}_{p} \leq|w(P)| \leq \mathbf{b}_{P}$ where color is a number between 0 and $W-1$. In the second problem, in addition, the set $w(P)$ of colors assigned to a lightpath $P$ has to be an interval of colors from some color $\lambda$ to some color $\lambda^{\prime} \geq \lambda$ so that the loss,
due to the otherwise unused gap between the colors, is avoided. We term these colorings as non-contiguous colorings (or just colorings), and contiguous colorings respectively. Note that these colorings correspond to ordinary colorings and to interval colorings of the intersection graph of the paths.

The profit obtained from a lightpath is proportional to the number of colors it is assigned and its unit profit, i.e. $\mathbf{u}_{P} \cdot|w(P)|$. Our goal is to maximize the total profit. We have an important special case when $\mathbf{u}_{P}$ is equal to the length of the path $P$. In this case the profit is the total bandwidth utilization of the network.

### 1.2 Related Work

The refer the reader to [2] for general reference for optical networks. For a discussion of their data transmission rates see [3]. In $[4,5]$ flex-grid DWDM is suggested as an alternative emerging architecture. The network implications of this new architecture are explained in detail in [1], which refers to the key enabling technologies for the flex-spectrum.

The problem of contiguous coloring is investigated recently in [6] where the problem is shown to be Np-Hard even for two special cases of it, and a $(3+\epsilon)$-approximation algorithm is presented for one if these special cases, namely for the case $\mathbf{a}=\mathbf{0}$. The work $[7]$ considers a variant of our problem in which a lightpath $P$ can be left unassigned even if $\mathbf{a}_{P}>0$. In that work, a $(3+\epsilon)$-approximation algorithm, and a $(2+\epsilon)$-approximation algorithm is presented for the non-contiguous and contiguous cases, respectively.

Closely related to our work are the problems of coloring and interval coloring of interval graphs. The book [8] is an excellent reference on this and related subjects. To find an interval coloring with minimum colors in an interval graph is known as the shipbuilding problem, and also as the dynamic storage allocation problem. The problem is stated in [9] as Np-Complete under the latter name (problem [SR2]). In [10] it is conjectured to be in Apx-Hard. Recently, the problem is shown to be NP-Complete even in proper interval graphs [11]. Interval coloring of interval graphs with different optimization functions have also been studied in the literature. References $[12,13]$ are two studies of such problems.

A preliminary version of this work is presented in [14].

### 1.3 Our Contribution

In this paper we consider three profit maximization problems, PMC is for non-contiguous coloring, PmCc is for contiguous coloring and Pmccc is for circularly contiguous coloring. Circularly contiguous coloring means that the interval of colors assigned can be wrapped around from $W-1$ back to 0 . For Pmc, we show a polynomial-time optimal algorithm for arbitrary $\mathbf{a}$ and $\mathbf{b}$ when the network is a path. For PMCC we derive an algorithm that converts a circularly contiguous coloring to a contiguous coloring with a small loss in the profit. We observe that to decide on the feasibility of Pmcc is Np-Hard even for special cases of path networks. We study the case when the number of paths that using any given edge is bounded by some constant and give a pseudo polynomial optimal algorithm. We further consider the case when the input set of paths is proper, i.e., no path properly contains another. Since the feasibility problem is Np-Hard even in this case, no approximation ratio can be guaranteed in general. Using the conversion algorithm of a circularly contigous coloring to a contiguous coloring, we obtain a $4 / 3$-approximation algorithm for special values of $\mathbf{a}$ and $\mathbf{b}$.

## 2 Preliminaries

Graphs and paths: In path (multi) coloring problems we are given a network modeled by a graph $G$ and a set of lightpaths modeled by a set $\mathcal{P}$ of non-trivial paths of $G . V(G)$ and $E(G)$ denote the vertex set and edge set of $G$, respectively. We denote by $\delta_{G}(v)$ the set of edges incident to a vertex $v$ in $G$, i.e. $\delta_{G}(v)=\{e \in E(G) \mid v \in e\}$, and $d_{G}(v)=\left|\delta_{G}(v)\right|$ is the degree of $v$ in $G$. For a directed graph $G, A(G)$ denotes the arc set of $G$. We denote by $\delta_{G}^{-}(v)$ and $\delta_{G}^{+}(v)$ the sets of incoming arcs and outgoing arcs of a vertex $v$, respectively. Similarly $d_{G}^{-}(v)=\left|\delta_{G}^{-}(v)\right|$ (resp. $\left.d_{G}^{+}(v)=\left|\delta_{G}^{+}(v)\right|\right)$ denotes the in-degree (resp. out-degree) of $v$ in $G$.

We consider paths as sets of edges, e.g. for two paths $P, P^{\prime}$ we denote by $P \cap P^{\prime}$ the set of their common edges, and by $|P|$ the length of $P$. For an edge $e$ of $G$, we denote by $\mathcal{P}_{e}$ the subset of $\mathcal{P}$ consisting of the paths containing $e$, i.e. $\mathcal{P}_{e} \stackrel{\text { def }}{=}\{P \in \mathcal{P}: e \in P\}$. The number of these paths is termed the load on the edge $e$, and denoted by $L_{e}(\mathcal{P}) \stackrel{\text { def }}{=}\left|\mathcal{P}_{e}\right|$. An important parameter we consider is the maximum load over all the edges of $G$. We denote it by $L_{\text {max }}(\mathcal{P}) \stackrel{\text { def }}{=} \max \left\{L_{e}(\mathcal{P}): e \in E(G)\right\}$. Note that in the intersection graph of the paths $\mathcal{P}$, the subset of vertices corresponding to $\mathcal{P}_{e}$ is a clique. Therefore, $L_{\max }(\mathcal{P})$ is a lower bound to the size of the maximum clique of the intersection graph.

In this work we focus on the case where $G$ is a path, i.e. the intersection graph of $\mathcal{P}$ is an interval graph. It is well known that every clique of an interval graph corresponds to some $\mathcal{P}_{e}$, therefore $L_{\max }(\mathcal{P})$ is equal to the size of the maximum clique. A set of paths that no two of them intersect is an independent set of the intersection graph. Whenever we say that a set of paths is a clique (or an independent set) we implicitly refer to their intersection graph. A set of paths is proper if no path in the set properly contains another. The intersection graph of a proper set of paths on a path graph is a proper interval graph.
Colors and Colorings: In addition to the graph $G$ and the set $\mathcal{P}$ of paths, we are given an integer $W$ that denotes the number of colors available. For two integers $i, j$ such that $i \leq j$, $[i, j] \stackrel{\text { def }}{=}\{k \in \mathbb{N}: i \leq k \leq j\}$ denotes the interval of integers between $i$ and $j$, inclusive. For an interval $I, s(I)$ and $t(I)$ denote the integers that are the start and termination of $I$, respectively. In other words, $I=[s(I), t(I)]$.

The set of available colors is $\Lambda=[0, W-1]$. A set $[i, j] \subseteq \Lambda$ is said to be an interval of colors. When $0 \leq j<i \leq W-1$ we define $[i, j] \stackrel{\text { def }}{=}[i, W-1] \cup[0, j]$. In both cases $[i, j]$ is termed a circular interval of colors, i.e. colors that are consecutive on a ring (in which 0 is the successor of $W-1$ ).

A (multi)coloring is a function $w: \mathcal{P} \mapsto 2^{\Lambda}$ that assigns to each path $P \in \mathcal{P}$ a subset of the set $\Lambda$ of colors. A coloring $w$ is valid if for any two paths $P, P^{\prime} \in \mathcal{P}$ such that $P \cap P^{\prime} \neq \emptyset$ we have $w(P) \cap w\left(P^{\prime}\right)=\emptyset$. For a color $\lambda \in \Lambda, \mathcal{P}_{\lambda}^{w}$ denotes the set of paths assigned the color $\lambda$ by $w$, i.e. $\mathcal{P}_{\lambda}^{w}=\{P \in \mathcal{P}: \lambda \in w(P)\}$. If $w$ is a valid coloring, then for any two paths $P, P^{\prime} \in \mathcal{P}_{\lambda}^{w}$ we have $P \cap P^{\prime}=\emptyset$. In other words, $\mathcal{P}_{\lambda}^{w}$ is an independent set of $\mathcal{P}$. When there is no ambiguity, we omit the superscript $w$ and denote $\mathcal{P}_{\lambda}^{w}$ as $\mathcal{P}_{\lambda}$.

A coloring is contiguous (resp. circularly contiguous), if for every $P \in \mathcal{P}, w(P)$ is an interval (resp. circular interval) of colors.
Vector notation and profits: Throughout the paper we use vectors of integers indexed by the elements of $\mathcal{P}$. We denote vectors with bold typeface. The vector $\mathbf{0}$ is the zero vector, $\mathbf{1}$ is the vector consisting of a 1 in every index.

The size vector of a coloring $w$ is a vector $\mathbf{s}(w)$ such that $\mathbf{s}(w)_{P} \stackrel{\text { def }}{=}|w(P)|$, for every $P \in \mathcal{P}$, i.e. the entries of $\mathbf{s}(w)$ are the number of colors assigned to each path. We say that a coloring $w$ is a $(\mathbf{a}-\mathbf{b})$-coloring if $\mathbf{a} \leq \mathbf{s}(w) \leq \mathbf{b}$, and $w$ is a $\mathbf{v}$-coloring if it is a $(\mathbf{v}-\mathbf{v})$-coloring. An ordinary coloring in which every path is assigned one color corresponds to a $\mathbf{1}$-coloring, and clearly any coloring is a $(\mathbf{0}-W \cdot \mathbf{1})$-coloring.

Given a real vector $\mathbf{u}$ of weights, the profit $p^{w}(P, \mathbf{u})$ obtained by a coloring $w$, from a path $P$ is $p^{w}(P, \mathbf{u}) \stackrel{\text { def }}{=} \mathbf{u}_{P} \cdot|w(P)|$. The total profit due to a coloring $w$ is $p^{w}(\mathcal{P}, \mathbf{u}) \stackrel{\text { def }}{=} \sum_{P \in \mathcal{P}} p^{w}(P, \mathbf{u})$.

In this work we use the term maximum independent set to mean an independent set with maximum profit, and denote the profit obtained from such a set as $\alpha(\mathcal{P}, \mathbf{u})$. Usually the weight function under consideration will be clear from the context and we will use $p^{w}(\mathcal{P})($ resp. $\alpha(\mathcal{P}))$ as a shorthand for $p^{w}(\mathcal{P}, \mathbf{u})($ resp. $\alpha(\mathcal{P}, \mathbf{u}))$.

We note that $p^{w}(\mathcal{P})=\sum_{P \in \mathcal{P}} p^{w}(P)=\sum_{P \in \mathcal{P}} \mathbf{u}_{P} \cdot|w(P)|=\mathbf{u} \cdot \mathbf{s}(w)$. We can write the profit of a valid coloring $w$, from a path $P$ as the sum of the profits obtained from every color of $P$, i.e. $p^{w}(P)=\mathbf{u}_{P} \cdot|w(P)|=\sum_{\lambda \in w(P)} \mathbf{u}_{P}$ and therefore

$$
p^{w}(\mathcal{P})=\sum_{P \in \mathcal{P}} \sum_{\lambda \in w(P)} \mathbf{u}_{P}=\sum_{\lambda \in \Lambda} \sum_{P \in \mathcal{P}_{\lambda}^{w}} \mathbf{u}_{P} \leq \sum_{\lambda \in \Lambda} \alpha(\mathcal{P})=W \cdot \alpha(\mathcal{P})
$$

where the inequality follows from the fact that $\mathcal{P}_{\lambda}^{w}$ is an independent set.
The Problem(s): In this work we consider the following problem and its variants.

```
Profit Maximizing Coloring(Pme)
Input: A tuple \((G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})\) where \(G\) is a graph, \(\mathcal{P}\) is a set of paths
on \(G, W\) is an integer, a and \(\mathbf{b}\) are two integer vectors and \(\mathbf{u}\) is a real
vector indexed by \(\mathcal{P}\).
Output: A valid ( \(\mathbf{a}-\mathbf{b}\) )-coloring \(w\).
Objective: Maximize \(p^{w}(\mathcal{P}, \mathbf{u})\).
```

The problems Profit Maximizing Contiguous Coloring (PMCC) and Profit Maximizing Circularly Contiguous Coloring (Pmcci) problems are variants of Pmc in which the coloring $w$ has to be contiguous, and circularly contiguous, respectively.

We denote the optimum of an instance $(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ of a problem $\mathrm{Prb} \in\{\mathrm{Pmc}, \mathrm{PmCc}, \mathrm{PmCcc}\}$ by $\operatorname{OPT}_{\mathrm{PrB}^{\prime}}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$. A contiguous coloring is a circularly contiguous coloring, which is in turn a coloring. Therefore we have:

$$
\begin{equation*}
\operatorname{OPT}_{\text {РМСС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) \leq \operatorname{OPT}_{\text {РМССС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) \leq \operatorname{OPT}_{\text {РМС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) . \tag{1}
\end{equation*}
$$

Any coloring, and in particular an optimal one that we denote by $w^{*}$, satisfies $p^{w^{*}}(\mathcal{P}) \leq W \cdot \alpha(\mathcal{P})$. Therefore we have

$$
\operatorname{OPT}_{\text {Рме }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) \leq W \cdot \alpha(\mathcal{P}) .
$$

We now observe that the above inequalities are tight when the lower and upper bounds a and $\mathbf{b}$ are trivial. In other words, in this case all the three problems equivalent to the problem of finding $\alpha(\mathcal{P})$.
Proposition 2.1. If $\mathbf{a}=\mathbf{0}, \mathbf{b}=W \cdot \mathbf{1}$ then

$$
\begin{aligned}
\operatorname{OPT}_{\text {РмСС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) & =\operatorname{Opt}_{\text {РмССС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) \\
& =\operatorname{Opt}_{\text {РмС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})=W \cdot \alpha(\mathcal{P}) .
\end{aligned}
$$

Proof. It suffices to show that $\operatorname{OpT}_{\text {PmсC }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}) \geq W \cdot \alpha(\mathcal{P})$. Indeed, let $\mathcal{I}$ be a maximum independent set of $\mathcal{P}$. The coloring

$$
w^{*}(P)= \begin{cases}\Lambda & \text { if } P \in \mathcal{I} \\ \emptyset & \text { otherwise } .\end{cases}
$$

is a valid contiguous $(\mathbf{0}-W \cdot \mathbf{1})$-coloring with $p^{w^{*}}(\mathcal{P})=W \cdot \alpha(\mathcal{P})$.
Path Networks: When $G$ is a path we assume without loss of generality that the vertex set of $G$ is $[1, n]$ where the vertices are numbered according to their order in $G$. We sometimes refer to the vertices and edges of $G$ as drawn on the real line where 1 is the leftmost vertex and $n$ is the rightmost one. Given this numbering, the vertex set of a path $P$ is an interval of integers. Given a sub-path $\delta$ of $G, \mathcal{P}_{\delta}$ denotes the set of all paths of $\mathcal{P}$ that are contained in $\delta$.

## 3 Profit Maximizing Colorings

A maximum independent set can be calculated in polynomial time when the network is a path [8]. By Proposition 2.1 this implies an algorithm for all three problems for the case where $G$ is a path and $\mathbf{a}=\mathbf{0}$ and $\mathbf{b}=W \cdot \mathbf{1}$. In this section we extend the study to path networks for arbitrary $\mathbf{a}$ and $\mathbf{b}$, and provide a polynomial-time optimal algorithm.

We first introduce notations and definitions that we use in this section. Let $w$ be a coloring of a set $\mathcal{Q}$ of paths, and $\mathcal{Q}^{\prime} \subseteq \mathcal{Q}$. Then $w^{\prime}=\left.w\right|_{\mathcal{Q}^{\prime}}$ denotes the coloring $w$ restricted to $\mathcal{Q}^{\prime}$, i.e. $w^{\prime}(P)=w(P)$ whenever $P \in \mathcal{Q}^{\prime}$, and $w^{\prime}(P)=\emptyset$ otherwise.

We reduce Pmc to the Minimum Cost Maximum Flow (MinCostMaxFlow) problem that is well known to be solvable in polynomial time [15]. Instances of MinCostMaxFlow are tuples $\left(H, s, t, \kappa, \kappa^{\prime}, c\right)$ where $H$ is a directed graph, $s \in V(H)$ (resp. $t \in V(H)$ ) is the source (resp. sink) vertex, $\kappa: A(H) \mapsto \mathbb{R}$ (resp. $\kappa^{\prime}: A(H) \mapsto \mathbb{R}$ ) determines the lower (resp. upper) bounds of the flow on every arc, and finally $c: A(H) \mapsto \mathbb{R}$ determines the cost of a unit flow on every arc. The goal is to find a flow $f: A(H) \mapsto \mathbb{R}$ from $s$ to $t$ that has a minimum cost among all maximum flows, i.e. among all flows of maximum amount, as follows. Recall that the amount of a flow $f$ is the amount of flow entering $t$, i.e. $\sum_{e \in \delta_{H}^{-}(t)} f(e)$ and its cost $c(f)$ is $\sum_{e \in A(H)} f(e) \cdot c(e)$.

In this paragraph we construct a flow network $N(I)=\left(H, s, t, \kappa, \kappa^{\prime}, c\right)$ from a given instance $I=(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ of PmC. For convenience we introduce two additional semi-infinite (i.e. having one endpoint) paths $P^{(-)}=[-\infty, 1]$ and $P^{(+)}=[n, \infty]$ with zero profit, and we define $\mathcal{P}^{\prime}=\mathcal{P} \cup\left\{P^{(-)}, P^{(+)}\right\} . V(H)=S \cup T$ where $T=\left\{t_{P}: P \in \mathcal{P}^{\prime}\right\}, S=\left\{s_{P}: P \in \mathcal{P}^{\prime}\right\} . A(H)=$ $A_{1} \cup A_{2}$ where $A_{1}=\left\{\left(s_{P}, t_{P}\right): P \in \mathcal{P}^{\prime}\right\}$ and $A_{2}=\left\{\left(t_{P}, s_{P^{\prime}}\right): s\left(P^{\prime}\right) \geq t(P)\right\}$. We proceed with the bounds and costs of the arcs. For every path $P \in \mathcal{P}$ the bounds and costs on the corresponding arc $a=\left(s_{P}, t_{P}\right) \in A_{1}$ are $\kappa(a)=\mathbf{a}_{P}, \kappa^{\prime}(a)=\mathbf{b}_{P}$ and $c(a)=-\mathbf{u}_{P}$. For each one of the two arcs $a$ corresponding to the two semi-infinite paths we set $\kappa(a)=0, \kappa^{\prime}(a)=W$ and $c(a)=0$. We set $\kappa(a)=0, \kappa^{\prime}(a)=\infty$ and $c(a)=0$, for every arc $a \in A_{2}$. Finally we set $s=s_{P^{(-)}}$and $t=t_{P^{(+)}}$.

Lemma 3.1. For every feasible coloring $w$ of an instance I of PMc, there is a maximum flow $f^{(w)}$ of $N(I)$, such that

$$
c\left(f^{(w)}\right)=-p^{w}(\mathcal{P}) .
$$




Figure 1: A coloring $w$ at the top of the figure and its corresponding flow $f^{(w)}$ at the bottom of the figure.

Moreover, given a maximum flow $f$ of $N(I)$ a coloring $w$ such that $f^{(w)}=f$ can be found in polynomial time.

Proof. We first observe that the value of a maximum flow of $N(I)$ is $W$. Indeed a flow of amount $W$ can be pushed from $s=s_{P^{(-)}}$to $t=t_{P^{(+)}}$via the $\operatorname{arcs}\left(s_{P^{(-)}}, t_{P(-)}\right) \in A_{1},\left(t_{P^{(-)}}, s_{P^{(+)}}\right) \in A_{2}$ and $\left(s_{P^{(+)}}, t_{P^{(+)}}\right) \in A_{1}$. On the other hand this flow is maximum because the $\operatorname{arc}\left(s_{P(-)}, t_{P(-)}\right)$ constitutes an $s-t$ cut of weight $W$.

Given a feasible coloring $w$ of $I$ we define the flow $f^{(w)}$ as the sum of $W$ flows $f_{1}^{(w)}, f_{2}^{(w)}, \ldots, f_{W}^{(w)}$ (see Figure 1). For each color $\lambda \in \Lambda, f_{\lambda}^{(w)}$ corresponds to the independent set $\mathcal{P}_{\lambda}^{w} . f_{\lambda}^{(w)}$ pushes one unit of flow from $s_{P^{(-)}}$to $t_{P(+)}$ over the path that consists of the arcs of $A_{1}$ corresponding to the paths of $\mathcal{P}_{\lambda}^{w}$ and the arcs of $A_{2}$ connecting two consecutive paths of $\mathcal{P}_{\lambda}^{w}$. The cost of an $A_{2}$ arc is zero, and the cost of an $A_{1}$ arcs corresponding to a path $P$ is $-\mathbf{u}_{P}$. Therefore the cost of $f_{\lambda}$ is

$$
c\left(f_{\lambda}^{(w)}\right)=-\sum_{P \in \mathcal{P}_{\lambda}^{w}} \mathbf{u}_{P} .
$$

Summing up over all colors $\lambda$ we get

$$
c\left(f^{(w)}\right)=\sum_{\lambda \in \Lambda} c\left(f_{\lambda}^{(w)}\right)=-\sum_{\lambda \in \Lambda} \sum_{P \in \mathcal{P}_{\lambda}^{w}} \mathbf{u}_{P}=-p^{w}(\mathcal{P}) .
$$

Furthermore, $f^{(w)}$ is between the bounds $\kappa$ and $\kappa^{\prime}$. Indeed, for an arc $a$ of $A_{1}$ corresponding to a path $P \in \mathcal{P}^{\prime}$ we have $f^{(w)}(a)=|w(P)|$ and $\kappa(a)=\mathbf{a}_{P} \leq|w(P)| \leq \mathbf{b}_{P}=\kappa^{\prime}(a)$. For the arcs of $A_{2}$ we have $\kappa(a)=0 \leq f^{(w)}(a) \leq \infty=\kappa^{\prime}(a)$. This completes the proof of the first part of our claim.

We now proceed with the second part. Since all the capacities are integers, it is well known that any flow (and in particular a maximum one) $f$ of $N(I)$ can be split, in polynomial time, into integer flows of values $f_{1}, f_{2}, \ldots, f_{k}$ each of which uses a path from $s_{P^{(-)}}$to $t_{P^{(+)}}$. Every such path starts with an $A_{1}$ arc, and alternates between $A_{1}$ and $A_{2}$ arcs. The set of $A_{2}$ arcs in the path corresponds to an independent set of $\mathcal{P}$. We define a coloring $w$ as follows. The independent set corresponding to the first flow is colored with the interval $\left[1, f_{1}\right]$, the independent set corresponding to the second flow is colored with the interval $\left[f_{1}+1, f_{1}+f_{2}\right]$, and so on. The validity of the coloring follows since $\sum_{i=1}^{k} f_{i}=W$, and the flow on each arc $a \in A_{1}$ corresponding to a path $P$ is between $\kappa(a)=\mathbf{a}_{P}$ and $\kappa^{\prime}(a)=\mathbf{b}_{P}$.

The following corollary implies the polynomial-time algorithm FindOptimal for Pmc.
Corollary 3.1. The profit $p^{w}(\mathcal{P})$ is maximized when $c\left(f^{(w)}\right)$ is minimum.

```
Algorithm 1 FindOptimal \(((G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}))\)
    Build \(N(I)\) from \(I=(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})\).
    Calculate a minimum cost maximum flow \(f\) of \(N(I)\).
    Find a coloring \(w\) such that \(f^{(w)}=f\).
    return \(w\).
```


## 4 Profit Maximizing Contiguous Colorings

In this section we consider contiguous colorings. We first observe that the problem is Np-Hard even if the graph is a path. In Section 4.1 we compare circularly contiguous colorings to contiguous colorings and we provide an algorithm that transforms a circularly contiguous coloring to a contiguous coloring with a small loss in the profit. In Section 4.2 we consider the case where the load on the edges is bounded by some constant and provide a pseudo polynomial algorithm for this case. In Section 4.3 we provide an approximation algorithm for another special case where the paths constitute a proper set.

Let $G$ be a graph and $f$ a weight function $f: V(G) \rightarrow \mathbb{N}$ on its vertices. An interval coloring $w$ of $G, f$ assigns an interval $w(v)$ of $f(v)$ integers to every vertex $v$ of $G$, such that $f(v) \cap f\left(v^{\prime}\right)=\emptyset$ whenever $v$ and $v^{\prime}$ are adjacent in $G$. The weight $f(K)$ of a clique $K \subseteq V(G)$ is the sum $\sum_{v \in K} f(v)$ of the individual weights of its vertices. The clique number $\omega(G, f)$ of the weighted graph $(G, f)$ is the maximum weight of its cliques. The interval chromatic number of $\chi(G, f)$ is the minimum number of colors used by an interval coloring of $(G, f)$.

Lemma 4.1. Pmcc is Np-Hard even when $G$ is a path and $\mathcal{P}$ is a proper set of paths.
Proof. Let $(G, f)$ be a weighted proper interval graph, and $\mathcal{P}$ the set of paths on a path $H$ which represent $G$. Let $\mathbf{u}$ be any weight function on $\mathcal{P}$. The instance ( $H, \mathcal{P}, W, f, f, \mathbf{u}$ ) of Pmcc is feasible if and only if the interval chromatic number of $(G, f)$ is at most $W$. The result follows from the Np-Hardness of determining the interval chromatic number of proper interval graphs [11].

### 4.1 Comparison with Circularly Contiguous Colorings

In this section we present the algorithm CircularToContiguous that converts a circularly contiguous ( $\mathbf{a}-\mathbf{b}$ )-coloring $w^{c c}$ to a contiguous ( $\lceil\mathbf{a} / \mathbf{2}\rceil-\mathbf{b}$ )-coloring $w^{c}$ such that $p^{w^{c}}(\mathcal{P}) \geq$ $\frac{3}{4} p^{w^{c c}}(\mathcal{P})$.

A circularly contiguous interval $[i, j]$ is either contiguous or the disjoint union of two contiguous intervals $[j, W-1],[0, i]$. The size of one of these sub-intervals is at least half of the size of the entire interval. CirculartoContiguous chooses a color $\bar{\lambda}$ uniformly at random and renames all the colors such that $\bar{\lambda}$ becomes $0,(\bar{\lambda}+1) \bmod W$ becomes 1 , and so on. Then to every path $P$ for which the obtained coloring is not contiguous it assigns the biggest among the two corresponding contiguous colorings.

```
Algorithm 2 CircularToContiguous ( \(w^{c c}\) )
Require: \(w^{c c}\) is a valid circularly contiguous ( \(\mathbf{a}-\mathbf{b}\) )-coloring
Ensure: \(w^{c}\) is a valid contiguous \((\lceil\mathbf{a} / \mathbf{2}\rceil-\mathbf{b})\)-coloring
    Choose a color \(\bar{\lambda} \in \Lambda\) uniformly a random.
    Shift all the colors by \(\bar{\lambda}\)
    for all \(P \in \mathcal{P}\) do
        Let \(w^{c}(P)=[i, j]\).
        Let \(w^{c}(P) \leftarrow[(i-\bar{\lambda}) \bmod W,(j-\bar{\lambda}) \bmod W]\).
    end for
    Cut all the non-contiguous colorings by at most half
    for all \(P \in \mathcal{P}\) do
        Let \(w^{c}=[i, j]\)
        if \(i>j\) then
            \(w^{c} \leftarrow\) the bigger among \([i, W-1]\) and \([0, j]\).
        end if
    end for
```

$w^{c}$ is clearly a contiguous $(\lceil\mathbf{a} / \mathbf{2}\rceil-\mathbf{b})$-coloring. For a given path $P$ we now compute the expected value of $\left|w^{c}(P)\right|$. Let $w^{c c}(P)$ be the interval $\left[\lambda, \lambda^{\prime}\right]$ of length $\ell=\lambda^{\prime}-\lambda+1$. We consider three cases:

- $\bar{\lambda} \notin\left[\lambda+1, \lambda^{\prime}\right]$. In this case, after the renaming phase, $w^{c}(P)$ is contiguous. Therefore $\left|w^{c}(P)\right|=\ell$.
- $\bar{\lambda}=\lambda+k$ for some $k \in[1, \ell / 2]$. In this case $\left|w^{c}(P)\right|=\ell-k$.
- $\bar{\lambda}=\lambda+k$ for some $k \in[\ell / 2, \ell-1]$ In this case $\left|w^{c}(P)\right|=k$.

The probability that $\bar{\lambda}$ gets any given value is $1 / \mathrm{W}$. We consider only the case that $\ell$ is even
which leads to a smaller expected value. We have

$$
\begin{aligned}
E\left[\left|w^{c}(P)\right|\right] & =\frac{1}{W}\left(\sum_{k=1}^{\ell / 2}(\ell-k)+\sum_{k=\ell / 2+1}^{l-1} k+(W-\ell+1) \ell\right) \\
& =\frac{1}{W}\left(\frac{3}{4} \ell^{2}-\ell+(W-\ell+1) \ell\right) \\
& =\ell-\frac{\ell}{W} \frac{\ell}{4} \geq \frac{3}{4} \ell=\frac{3}{4}\left|w^{c c}(P)\right| .
\end{aligned}
$$

We use the above inequality and linearity of expectation to compute the expected value of the solution.

$$
E\left[p^{w^{c}}(\mathcal{P})\right]=E\left[\sum_{P \in \mathcal{P}} \mathbf{u}_{P} \cdot\left|w^{c}(P)\right|\right]=\sum_{P \in \mathcal{P}} \mathbf{u}_{P} \cdot E\left[\left|w^{c}(P)\right|\right] \geq \sum_{P \in \mathcal{P}} \mathbf{u}_{P} \cdot \frac{3}{4}\left|w^{c c}(P)\right|=\frac{3}{4} p^{w^{c c}}(\mathcal{P}) .
$$

We therefore conclude the following lemma.
Lemma 4.2. There is a randomized polynomial-time algorithm that converts a valid circularly contiguous $(\mathbf{a}-\mathbf{b})$-coloring $w^{c c}$ to a valid contiguous $(\lceil\mathbf{a} / \mathbf{2}\rceil-\mathbf{b})$-coloring $w^{c}$ satisfying $E\left[p^{w^{c}}(\mathcal{P})\right] \geq \frac{3}{4} p^{w^{c c}}(\mathcal{P})$.

The above randomized algorithm can be de-randomized by trying every possible color in $\bar{\lambda} \in \Lambda$ and picking up the best result. Clearly at least one solution is at least as good as the expected value. This de-randomization does not lead to a polynomial-time algorithm whenever the value of $W$ is exponential in the input size. In the following lemma we show that it is sufficient to search for $\bar{\lambda}$ in a small subset of $\Lambda$.

Lemma 4.3. Given a circularly contiguous coloring $w$ of $\mathcal{P}$, let $\Lambda^{\prime}(w)$ be the set of starting, terminating and middle colors of the paths, i.e. $\Lambda^{\prime}(w)=\{s(w(P)), t(w(P)), m(w(P)) \mid P \in \mathcal{P}\}$ where $m(I)$ denotes the middle $\left\lfloor\frac{s(I)+t(I)}{2}\right\rfloor$ of interval $I$. Then $\Lambda^{\prime}(w)$ contains an optimal choice for $\bar{\lambda}$ in Algorithm CircularToContiguous.
Proof. Let $\overline{\bar{\lambda}}$ be an optimal choice for $\bar{\lambda}$. If $\overline{\bar{\lambda}} \in \Lambda^{\prime}(w)$ we are done. Now suppose that $\overline{\bar{\lambda}} \notin \Lambda^{\prime}(w)$ and let $\lambda_{1}$ (resp. $\lambda_{2}$ ) be the color immediately before (resp. after) $\overline{\bar{\lambda}}$ in the circular order of $\Lambda^{\prime}(w) \cup\{\overline{\bar{\lambda}}\}$. Since the (circular) interval $\left[\lambda_{1}, \lambda_{2}\right]$ does not contain any element of $\Lambda^{\prime}(w)$, a path $P \in \mathcal{P}$ falls into one exactly one of the following categories (see Figure 2):
A) $\left[\lambda_{1}, \lambda_{2}\right] \cap w(P)=\emptyset$,
B) $\left[\lambda_{1}, \lambda_{2}\right] \subseteq[m(w(P)), t(w(P))]$, and
C) $\left[\lambda_{1}, \lambda_{2}\right] \subseteq[s(w(P)), m(w(P))]$.

Let $\{A, B, C\}$ be the above partition of $\mathcal{P}$, and $\mathbf{u}_{X}=\sum_{P \in X} \mathbf{u}_{P}$ for $X \in\{A, B, C\}$. Assume also without loss of generality that $\mathbf{u}_{C} \geq \mathbf{u}_{B}$. Consider the colorings $\overline{\bar{w}}$, and $w_{2}$ obtained by choosing $\bar{\lambda}=\overline{\bar{\lambda}}$ and $\bar{\lambda}=\lambda_{2}$, respectively. Let $\Delta=\left(\lambda_{2}-\overline{\bar{\lambda}}\right) \bmod W$ be the distance from $\overline{\bar{\lambda}}$ to $\lambda_{2}$ in the circular order of $\Lambda$. Every $P \in A$ is colored in the same way by both $\overline{\bar{w}}$ and $w_{2}$. Every $P \in B$ is colored by $w_{2}$ with $\Delta$ colors less than $\overline{\bar{w}}$, and vice versa for $P \in C$. Therefore, $p^{w_{2}}(\mathcal{P})=p^{\overline{\bar{w}}}(\mathcal{P})+\Delta \cdot\left(\mathbf{u}_{C}-\mathbf{u}_{B}\right)$, i.e. $\lambda_{2} \in \Lambda^{\prime}(w)$ is an optimal choice for $\bar{\lambda}$.


Figure 2: The partition of $\mathcal{P}$ by the colors $\lambda_{1}$ and $\lambda_{2}$ in the proof of Lemma 4.3

Corollary 4.1. There is a deterministic polynomial-time algorithm that converts a valid circularly contiguous $(\mathbf{a}-\mathbf{b})$-coloring $w^{c c}$ to a valid contiguous $(\lceil\mathbf{a} / \mathbf{2}\rceil-\mathbf{b})$-coloring $w^{c}$ satisfying $p^{w^{c}}(\mathcal{P}) \geq \frac{3}{4} p^{w^{c c}}(\mathcal{P})$.

### 4.2 Bounded Load

Let $I=(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ be an instance of $\operatorname{Prb} \in\{\mathrm{Pmc}, \mathrm{Pmcc}, \mathrm{Pmccc}\}$, and let $v \in[1, n]$. We denote by $I^{(v)}$ the instance obtained from $I$ by restricting the paths set to ones that start before vertex $v$. Formally $I^{(v)}=\left(G, \mathcal{P}^{(v)}, W, \mathbf{a}^{(v)}, \mathbf{b}^{(v)}, \mathbf{u}^{(v)}\right)$ where $\mathcal{P}^{(v)}=\{P \in \mathcal{P}: s(P) \leq v\}$, $\mathbf{a}^{(v)}=\left.\mathbf{a}\right|_{\mathcal{P}^{(v)}}, \mathbf{b}^{(v)}=\left.\mathbf{b}\right|_{\mathcal{P}^{(v)}}$ and $\mathbf{u}^{(v)}=\left.\mathbf{u}\right|_{\mathcal{P}^{(v)}}$.

Two colorings $w, w^{\prime}$ of two subsets $\mathcal{Q}, \mathcal{Q}^{\prime}$ of $\mathcal{P}$ agree if $w(P)=w^{\prime}(P)$ whenever $P \in \mathcal{Q} \cap \mathcal{Q}^{\prime}$, and we denote this by $w \sim w^{\prime}$. Let $\bar{w}$ be a coloring of the paths $\mathcal{P}_{e_{v}}$ where $e_{v}$ denotes the edge $\{v-1, v\}$. We denote by $\operatorname{Opt}_{\text {PrB }}(I, v, \bar{w})$ the optimum of problem Prb for the instance $I^{(v)}$ when the feasible colorings are restricted to colorings that agree with $\bar{w}$. In the rest of this section we refer explicitly only to the PMCC problem. It can be checked that all the arguments are valid for all three problems. Then, by changing Line 3 and Line 6 of algorithm ContColorDynProg to consider all circularly contiguous colorings one obtains an algorithm for PMCCC.

Clearly,

$$
\begin{equation*}
\operatorname{OPT}_{\operatorname{PMCC}}(I)=\operatorname{OPT}_{\text {PMCC }}\left(I^{(n)}\right)=\max \left\{\operatorname{OPT}_{\text {PMC }}(I, n, \bar{w}): \bar{w} \text { is a contiguous coloring of } \mathcal{P}_{e_{n}}\right\} . \tag{2}
\end{equation*}
$$

Consider a contiguous coloring $w$ of $\mathcal{P}^{(v)}$, and the contiguous coloring $w^{\prime}$ that it induces on $\mathcal{P}^{(v-1)}$ (that agrees with $w$ ). We have

$$
p^{w}\left(\mathcal{P}^{(v)}\right)=p^{w^{\prime}}\left(\mathcal{P}^{(v-1)}\right)+\sum_{P \text { s.t. } s(P)=v-1}|w(P)| \cdot \mathbf{u}_{P}
$$

We note that the second term depends only on $\left.w\right|_{\mathcal{P}_{e_{v}}}$. Among all contiguous colorings $w$ that agree with a given contiguous coloring $\bar{w}$ of $\mathcal{P}_{e_{v}}$, the second term is a constant. Therefore the maximum is obtained at the maximum of the first term. The maximum of the first term can be found by considering every coloring $\overline{\bar{w}}$ of $\mathcal{P}_{e_{v-1}}$ and finding the maximum for all colorings $w^{\prime}$ that agree with $\overline{\bar{w}}$. We conclude

$$
\begin{equation*}
\operatorname{OPT}_{\text {РMCC }}(I, v, \bar{w})=\max _{\bar{w} \sim \bar{w}} \operatorname{OPT}_{\text {РMCC }}(I, v-1, \overline{\bar{w}})+\sum_{P \text { s.t. }} \sum_{s(P)=v-1}|\bar{w}(P)| \cdot \mathbf{u}_{P} . \tag{3}
\end{equation*}
$$

Equations (2) and (3) imply the dynamic programming algorithm ContColorDynProg. For simplicity ContColorDynProg computes the optimum of the instance without explicitly finding an optimal coloring. Clearly, following standard dynamic programming practice, it can be easily modified so that an optimal solution is associated with every optimum computed by the algorithm.

The loops at lines 3 and 6 constitute the dominant part in the running time of the algorithm. A contiguous coloring of $\mathcal{P}_{e_{v}}$ can be found by fixing a permutation of the $\ell=L_{e_{v}}$ paths, and assigning a positive integer to each path and a non-negative integer between every two consecutive paths such that their sum does not exceed $W$. The number of permutations is $\ell$ ! and the number of possible assignments of the numbers is at most $\binom{W}{2 \ell}$. Therefore each one

```
Algorithm 3 ContColorDynProg \(I=(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})\)
    \(\operatorname{OPT}_{\text {РмсС }}\left(I, 1, w_{\text {empty }}\right) \leftarrow 0 . \quad \triangleright w_{\text {empty }}\) is the empty coloring.
    for \(v=2\) to \(v=n\) do
        for all Contiguous colorings \(\bar{w}\) of \(\mathcal{P}_{e_{v}}\) do
            \(C \leftarrow \sum_{P \text { s.t. } s(P)=v-1}|\bar{w}(P)| \cdot \mathbf{u}_{P}\).
            \(M \leftarrow 0\).
            for all Contiguous colorings \(\overline{\bar{w}}\) of \(\mathcal{P}_{e_{v-1}}\) s.t. \(\overline{\bar{w}} \sim \bar{w}\) do
                if \(\operatorname{Opt}_{\text {РмеС }}(I, v-1, \overline{\bar{w}})>M\) then
                \(M \leftarrow \operatorname{Opt}_{\text {PMCC }}(I, v-1, \overline{\bar{w}})\).
                    end if
            end for
            \(\operatorname{Optamic}(I, v, \bar{w}) \leftarrow M+C\).
        end for
    end for
    return max \(\left\{\operatorname{OPT}_{\text {РмСС }}(I, n, \bar{w}): \bar{w}\right.\) is a contiguous coloring of \(\left.\mathcal{P}_{e_{n}}\right\}\).
```

of the loops iterates at most $\ell!\binom{W}{2 \ell} \leq W^{2 \ell}$ times, and the total number of iterations is at most $W^{4 \ell} \leq W^{4 L_{\max }(\mathcal{P})}$. Therefore,

Lemma 4.4. There is a pseudo polynomial algorithm that solves $\operatorname{Pmcc}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ (resp. $\operatorname{Pmccc}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u}))$ when $G$ is a path network and $L_{\text {max }}(\mathcal{P})$ is bounded by a constant.

### 4.3 Proper Sets of Paths

Let $P, P^{\prime}$ be two paths in a proper set $\mathcal{P}$ of paths. $s(P) \leq s\left(P^{\prime}\right)$ if and only of $t(P) \leq t\left(P^{\prime}\right)$. We implicitly refer to the total order of the paths implied by the order of their start vertices.

We show that any coloring $w$ of a proper set of paths can be converted to a circularly contiguous coloring with the same profit. We present a simple algorithm that recolors the paths using the same number of colors as $w$, where the circular intervals of any two paths, that are consecutive in the total order of the paths, are consecutive.

```
Algorithm 4 ProperToCircular \((w: \mathcal{P} \mapsto \Lambda)\)
Require: \(w\) is a valid ( \(\mathbf{a}-\mathbf{b}\) )-coloring.
Ensure: \(w^{c c}\) is a valid \((\mathbf{a}-\mathbf{b})\)-coloring.
Ensure: \(w^{c c}\) is circularly contiguous.
Ensure: \(p^{w^{c c}}(\mathcal{P})=p^{w}(\mathcal{P})\)
    \(\lambda \leftarrow 0\).
    for all \(P \in \mathcal{P}\) ordered by their start vertices do
        \(w^{c c}(P) \leftarrow[\lambda, \lambda+|w(P)|-1] . \quad \triangleright\) Additions modulo \(W\)
        \(\lambda \leftarrow \lambda+|w(P)|\).
    end for
```

It is clear from the description of the algorithm that $w^{c c}$ is a circularly contiguous ( $\mathbf{a}-\mathbf{b}$ )coloring and $p^{w^{c c}}(\mathcal{P})=p^{w}(\mathcal{P})$. It remains to show that $w^{c c}$ is valid.

Assume, by way of contradiction, that $w^{c c}$ is not valid. Then there are two intersecting paths $P, P^{\prime} \in \mathcal{P}$ and a color $\lambda$ such that $\lambda \in w^{c c}(P) \cap w^{c c}\left(P^{\prime}\right)$. Assume without loss of generality that $s(P) \leq s\left(P^{\prime}\right)$, and let $e$ be the last edge of $P$, i.e. $e=\{t(P)-1, t(P)\}$. As $\mathcal{P}$ is a proper set of paths and $P \cap P^{\prime} \neq \emptyset$, we have $e \in P^{\prime}$. Moreover any path $P^{\prime \prime}$ such that $s(P) \leq s\left(P^{\prime \prime}\right) \leq s\left(P^{\prime}\right)$ contains the edge $e$. Therefore the set $\mathcal{Q}$ of all paths whose start vertices are between $s(P)$ and $s\left(P^{\prime}\right)$ (inclusive) is a subset of $\mathcal{P}_{e}$. As ProperToCircular considers the paths in the order of their start vertices, and $\lambda$ was used in both $P$ and $P^{\prime}$, this means that the number of colors assigned by $w^{c c}$ to the paths of $\mathcal{Q}$ exceeds $W$. However, this is exactly the number of colors assigned to these paths by $w$. Then $w$ assigns more than $W$ colors to the paths of $\mathcal{P}_{e}$, therefore invalid, contradicting our assumption.

Combining with (1) we conclude.
Lemma 4.5. When $G$ is a path and $\mathcal{P}$ is a proper set of paths

$$
\operatorname{OPT}_{\text {Рм }}^{\text {MCCC }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})=\operatorname{OPT}_{\text {РМС }}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})
$$

Moreover there is a polynomial-time algorithm solving $\operatorname{Pmccc}(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ optimally.
Combining this with Corollary 4.1 we obtain the following two corollaries.
Corollary 4.2. There is a deterministic polynomial-time $4 / 3$-approximation algorithm for PMCC $(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ when $G$ is a path, $\mathcal{P}$ is a proper set of paths, $\mathbf{b}$ is a valid coloring and $\mathbf{a} \leq\lceil\mathbf{b} / 2\rceil$.
Corollary 4.3. There is a deterministic polynomial-time $4 / 3$-approximation algorithm for PMCC $(G, \mathcal{P}, W, \mathbf{a}, \mathbf{b}, \mathbf{u})$ when $G$ is a path, $\mathcal{P}$ is a proper set of paths and $\mathbf{a}=\mathbf{1}$.

## 5 Summary and Future Work

We consider three profit maximization problems on path networks: Pmc, Pmcc, and Pmccc, for non-contiguous, contiguous, and circularly contiguous colorings respectively. For Pmc we presented a polynomial-time optimal algorithm. For Pmcc, we derived an algorithm that converts a circularly contiguous coloring to a contiguous coloring with a small loss in the profit. We also study the case when the load at any edge is bounded by some constant and give a pseudo polynomial optimal algorithm. We further consider the case when the input set of paths is proper and show a $4 / 3$-approximation algorithm for some special values of a and $\mathbf{b}$. We note that no approximation ratio can be guaranteed in general, since even to decide on the feasibility of the problem is Np-Hard.

One possible research direction is to consider bi-criteria approximations where one allows for some slackness in the lower bounds a or in the parameter $W$. Another research direction is to extend the results to other topologies, especially those that are relevant in optical networks, such as rings, trees, grids, bounded treewidth graphs.

Finally, as stated in the introduction, the flex-grid technology opens a wide range of problems, such as regenerator placement, traffic grooming etc., that have been studied in the fixed-grid context, to be reconsidered in the flex-grid context.
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