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Abstract

This thesis studies two biological processes in which we develop and use efficient computer
science tools such as conductance, maximum flow, optimisation and apply them to the
two biological processes. More specifically, the project aims to introduce novel ways to
model and analysis a biological process, called invasion process, as well as examine and
develop algorithms for solving problems related to the process. The invasion process is a
biological process in which many species are invading their ranges to new ranges, in response
to global climate change and land use change. We first propose a suitable way to model and
estimate the duration of the invasion process in real heterogeneous landscapes using graph
sparsification approach. Then, we propose an innovative method to estimate the duration of
the invasion process in real landscapes using network flow theory. Furthermore, we propose
a new algorithmic method of changing landscapes by combining network flow methodology
with optimisation technique, in order to improve the invasion process. Following that,
we compare the proposed methods/algorithms with other known approaches and evaluate
them using existing real heterogeneous landscapes. The project also aims to study and
understand another biological aspect, which is the standard genetic code (SGC). The SGC is
the set of rules by which information encoded in genetic material (DNA or RNA sequences)
is translated into proteins (amino acid sequences) by living cells. It was proposed that
the structure of the SGC evolved to minimise harmful consequences of mutations and
transnational errors. To study this problem, we first introduce a new general methodology to
describe the general structure of the SGC. This methodology comes from graph theory and
allows us to consider multiple factors in the graph, such as mutations types – transition and
transversion. Then, we develop a clustering algorithm to find optimal codes according to
the conductance; the optimal code is the code that has a robust structure against mutations
of different types. Finally, we compare the structure of the resultant optimal codes from
implementing the developed clustering algorithm with the structure of the SGC.
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Chapter 1

Introduction

Computational biology is a branch of biology involving the application of computers and
computer science to the understanding and modelling the structures of biological processes.
The main concern of this thesis is modelling, analysing, and solving related problems to
two biological processes. In particular, this thesis aims to develop and use efficient tools in
computer science such as conductance, maximum flow, and optimisation technique with
the goal of computer modelling, analysis of two biological processes. The first process we
study is called an invasion process in which we aim to protect species against rapid climate
change in landscapes. The second process we study is the structure of the genetic code in
which we aim to protect the genetic code structure against mutations. Below are the formal
contexts of the biological processes we consider in this thesis and their related problems.

A high risk arises due to climate and land use changes, as it can put a threat and cause
the extinction of various species. In the report provided by Professor Sir John Lawton
which is titled as "Making Space for Nature: A review of England’s Wildlife Sites and
Ecological Network" - submitted to the Secretary of State, the Department for Environment,
Food and Rural Affairs in 2010 guided to recognition in higher policy levels as England
lacked in a coherent and resilient ecological network. Since then a lot of research has
been done by ecologists and others to understand how species response to climate change.
More importantly, they attempt to intervene to increase the chances for species to "invade"
landscapes of a more suitable environment to survive. One of the main methodologies is to
use mathematical/computational model to capture the characteristics of environment and
species so that it is possible to use some existing mathematical tools to solve related formula
and explain the invasion process. Nevertheless, it is important not only to understand the
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process but to be able to suggest how to modify or adapt some landscapes to assist the
process. This is a challenging problem and the existing approaches involve solving very
hard computational problems in the sense that any solution would consume longer hours to
operate.

This thesis targets this problem and proposes new and novel ways to model the problem
by application of a powerful computational technique termed as network (or graph) theory.
In a more evolved manner, we adapt some existing solutions to our proposed new models.
The most crucial point is that we propose new solutions that are much more efficient (less
computational intensive) than the current ones. It is interesting that the biological problem
we address has a flip side. Instead of finding a way to assist species to invade a certain
environment, it is equally important to disrupt the invasion in other situations. As for
example disease and pest control in farming play an important role where the invasion of
farmland by pests can be reduced by stopping the diseases and pests. By the same models
we propose, we can understand what makes it favourable for the diseases and pests to
invade and hence a better disruption process can be proposed which will later benefit both
communities.

In this thesis, we also target another biological problem which is related to studying the
optimality of the general structure of the standard genetic code. The standard genetic code
is the set of rules by which genetic information is translated into proteins, from codons,
i.e., triplets of nucleotides, to amino acids. The questions about the origin and the main
factor responsible for the present structure of the code are still under a hot debate. Various
methodologies have been used to study the features of the code and assess the level of its
potential optimality. In this thesis, we aim to introduce a new general approach to evaluate
the quality of the genetic code structure. This methodology also comes from graph theory
and allows us to find some new optimal structures of the genetic codes in order to minimise
harmful consequences of mutations and transnational errors.

1.1 Background

1.1.1 Biological relevance

As per the reviews provided by Lawton (2010) in [81] there has been a high-level of policy
recognition that England lacked in a coherent and resilient ecological network and that
the level of fragmentation of habitat is high (particularly in lowland areas). There is a
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major concern that climate and land use change could threat and cause the extinction of
many species [68, 73, 98]. Species are observed to respond to these threats by shifting their
geographic distributions [25]. However, the abilities of species to shift can be limited as
the habitats lacked in resources that are required for their colonisation [66, 72, 107, 113].
A high risk will evolve towards species extinction if species shift too slowly or in case
if they are unable to shift at all [108]. Therefore, to maintain ecosystem function and
ecosystem services in a changing climate, it becomes important to facilitate the adaptation
of species, especially by enabling them to shift to new locations with more suitable climate
and landscape environment [69].

Policymakers and nature conservation organisations are increasingly aiming to restore
habitat in a coordinated way at large spatial scales through a variety of land management
mechanisms [64, 80]. Hodgson et al. [68, 69] showed that the spatial arrangement of restored
habitat could make an enormous difference on the speed of range shifting achieved by species.
Corridors and stepping stones are considered to be important tools while other spatial
patterns may possess better properties to speed up shift and colonisation [69]. However,
there is still a lack of systematic and efficient approaches to determine “automatically” the
best way to increase the speed of range shifts.

This invasion process can also be viewed from the flip side where one would aim to
control spread of disease or pests. Studying how these species invade gives clues and provides
ideas on how to stop them from affecting crops and hence economic output of a farm. In
contrast to enhancing colonisation by finding corridors or stepping stones that can help
the invasion, here it would be to find the “bottleneck” of invasion process and to alter the
characteristics of these areas such that it no longer favours spreading of the disease or pests.
It is viable to capture both sides of the picture into the same problem. In this thesis, we
model the invasion process as an abstract computational problem. Providing a solution
to this computational problem will shed light on further understanding of both biological
problems.

1.1.2 Some existing biological approaches

The previous researches on dynamics of range expansion focuses on homogenous land-
scapes [106, 110] but more recent research has considered fragmented and heterogeneous
landscapes [55, 69]. Different models and techniques have been developed like individual-
based [46], using dispersal kernels [110], Bayesian techniques [104], integro-difference mod-
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elling methods, electric circuit theory [32, 69], Markov model (Bocedi et al. [17] gave a good
review).

The process of dispersal can be seen as three key stages: emigration, transfer and
settlement [29, 30], each of which has its own mechanism. This involves the study of
reproduction probability and the risk of population extinction. Nevertheless, there is still a
lack of theoretical understanding of how behaviour of species at these three stages affect the
rate of range shifts [17]. It is desirable to understand more about the relationships between
emigration, transfer and settlement rules and the rate of population spread. A platform,
called RangeShifter [18], has been developed recently attempting to model eco-evolutionary
dynamics and it is based on known models [30] of the three stages.

1.1.3 Key thesis questions

Invasion process. While a lot of efforts focus on modelling the population dynamics
process, it is unclear how one might intervene or improve the process.

• Will improvement/modification in a certain landscape be helpful?

• How can the best locations be determined for intervention if we have a limited amount
of resources to spend?

Genetic code. In order to study and understand the features of the genetic code, a lot of
various methodologies have been used, however to the best of our knowledge, there is no
study that shows how to use the graph representation to understand the genetic code and
evaluate the quality of its structure.

• How resilient is the genetic code to mutations of different types?

1.1.4 Computer science relevance

Network flow and rumor spreading

In this thesis we aim to give a new model for the invasion process using graph theory and
in particular network flow, from which we will develop an efficient and effective software
tool to ease the study of the process. Network flow is a fundamental problem studied in
Computer Science and has a wide variety of applications. Initially, some explanation of the
fundamental concepts is provided and then in the next section, the relationships between
the concepts and the invasion process is described.
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In its simplest form, a network [93] is a collection of points (called vertices or nodes)
joined together in pairs by lines (called edges). There are various systems which can be
represented as networks as for example metabolic network representing metabolic reactions
among metabolite, the neural network representing synapse among neurons. The properties
and structure representing a graph often give a lot of information about the system the
graph that it represented. For fulfilling the purpose of this thesis, the following concepts
are of particular value: independent paths, connectivity, minimum cut set, and maximum
flow. Roughly speaking these concepts measure the “bottleneck” of connection among the
vertices.1

The concept of maximum flow can be explained as follows. Assuming an edge has
“capacity” that measures the amount of traffic can go through it, then we can ask the
question of how much traffic in total can go through the whole network. The problem
of finding the maximum flow has been studied for a long time period and there are well
established algorithms to find such flow efficiently [31]. Network flow has been employed
in studying connectivity in landscapes in the form of dispersal corridors [98]. To the best
of our knowledge, there is no theoretical evidence of how to efficiently use network flow
for estimating characteristics of invasion processes in a way allowing optimisation of these
characteristics by intervening the system within a bounded quantity of resources.

Measuring the time of similar processes on networks, such as broadcast or rumor
spreading, has been studied before and this is closely related to our work here to measure the
expected time of the invasion process. Rumor spreading is a fundamental communication
process aiming to disseminate the source message to all nodes in a network [74]. The notion
of conductance was used to measure how well the vertices in a network are connected [24]
and hence is useful for determining how long the rumor spreading process takes [26]. In this
thesis, we identify the relationship of conductance with the invasion process and develop a
model to capture this relationship.

1For any pair of vertices, a set of paths connecting them is edge-independent (resp. vertex-independent)
if they do not share any common edges (resp. vertex). The number of independent paths between a pair of
vertices is called the connectivity of the vertices. Connectivity can also be visualised in terms of “bottleneck”
between vertices. Formally speaking, the idea of bottleneck is related to the notion of cut sets. A set of
vertices is a cut set if its removal will disconnect some pair of vertices, and a minimum cut set is the smallest
such cut set.
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1.2 Thesis aims and objectives

The primary aim of this thesis is to: combine the network flow approach with optimisation
technique and apply it to the population invasion problem in order to improve the invasion
process.

This thesis also intends to represent the general structure of the genetic code by a graph
and include information about mutation types (transition and transversion) into the graph
representation, in order to find an optimal genetic code graph partition such that the code
is robust against mutations.

These above aims raise the following core thesis objectives:

• Propose a suitable way to model the invasion process in a given real landscape using
graph sparsification approach.

• Propose an innovative model for the invasion process based on network flow theory.

• Propose a new algorithmic method of changing the network, hence the landscape, by
combining network flow with optimisation technique, to improve the invasion process.

• Evaluate the proposed methods/algorithms that mentioned above using existing real
heterogeneous landscapes.

• Develop an appropriate clustering algorithm to find an optimal structure of the genetic
code with respect to the minimum average code conductance.

1.3 Summary of our results

In this section, we provide a short overview of the problems we considered and the results
we derived.

1.3.1 Modelling and estimating duration of the invasion process using
graph sparsification approach

In this work we propose three formulas that estimate the duration of the invasion process
in heterogeneous landscapes. We also propose a new simulation method, called R-local, to
model the invasion process using a tool of landscape network sparsification to efficiently
approximate the duration of the process. More specifically, we aim to simplify the structure
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of large landscapes using the concept of sparsification in order to substantially decrease
the time required to compute a good estimate of the invasion time in these landscapes.
We propose a formula that estimate parameter R for efficient R-local simulations. We
then compare how good our proposed R-local simulation method is with respect to the
previously used full simulation method (state-of-the-art method), by applying these methods
to real heterogeneous landscapes in Great Britain. We also examine how the duration of
the invasion process is affected by different factors, such as dispersal coefficient, landscape
quality and landscape size. We finally evaluate the proposed R-local simulation method
by performing full and R-local simulations on 36 landscape, which selected randomly. The
extensive evaluations that have been carried out show that the proposed simulation method
guaranties high simulation accuracy and at the same time, a huge saving on computational
resources such as time and memory compared to the previously used simulation method.

A preliminary version of this work was published in [6] and an extension of it [3] is under
review for publication in the Journal of Biological Systems at the time of the write-up of
this thesis. The details of this part of our work can be found in Chapter 3.

1.3.2 Modelling and estimating duration of the invasion process using
network flow theory

From computational perspective, estimating the invasion time by running simulations is
very time consuming, as the full simulation method (state-of-the-art method) is based
on a Markov Chain of exponential number of states with respect to the landscape size;
therefore, in practice, this simulation method is not suitable especially in case of frequent
environmental changes or for environmental planning. Following that, we propose a new
way to estimate the time of the invasion process using a powerful computational approach
based on conductance and network flow theory. More specifically, in this part of out work
we give a new formula for estimating the invasion time using a combination of network flow
methodologies, and prove asymptotic bounds on the quality of the obtained approximation.
The proposed approach is analysed mathematically and applied to real heterogeneous
landscapes of Great Britain to estimate the duration of the process; the theoretical bounds
obtained are compared with simulation results. The evaluations of the proposed approach
demonstrate its accuracy and efficiency in approximating the invasion time.

This part of our work was published in [4] and presented in details in Chapter 4.
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1.3.3 Manipulating/Improving landscapes to minimise the duration of
the invasion process

In this work we aim to manipulate landscapes within some pre-defined budget in order to
minimise the duration of the invasion process. We first use our new method in [4] (which will
be presented later in Chapter 4), that models and approximates the time taken by species
to invade landscapes and reach the new areas of suitable environment. Based on this, we
propose and test a new method that can help to compute the best locations in landscapes
in order to restore habitat which leads to minimising the expected time taken by species
to invade landscapes and reach targets. Following that, we compare our new optimisation
method with two baseline methods by implementing them on real heterogeneous landscapes
of Great Britain to produce improved landscapes. On these improved landscapes (i.e., the
produced landscapes by our new optimisation method and the two baseline methods), we
run simulations to compute the duration of the invasion process and then find out how
the duration is influenced by landscapes’ modifications. We finally show that the new
optimisation method outperforms the competitive baseline methods in terms of proposing
landscapes’ modifications that minimise the expected time of the invasion process.

This part of our work was published in [5] and presented in details in Chapter 5.

1.3.4 The impact of the transversion/transition ratio on the optimal
genetic code graph partition

The standard genetic code (SGC) is a system of rules ascribing 20 amino acids and stop
translation signal to 64 codons, i.e triplets of nucleotides. It was proposed that the structure
of the SGC evolved to minimise harmful consequences of mutations and transnational errors.
To study this problem, we describe the SGC structure by a graph, in which codons are
vertices and edges correspond to single nucleotide mutations that may occur between the
codons. We also introduce weights (W ) for mutation types to distinguish transversions
from transitions. Transition, in genetics and molecular biology, refers to a point mutation
in deoxyribonucleic acid (DNA) that changes a purine nucleotide to another purine (i.e.,
Adenine [A]↔Guanine [G]), or a pyrimidine nucleotide to another pyrimidine (i.e., Cytosine
[C]↔Thymine [T]). Transversion, in molecular biology, refers to a point mutation, where a
purine is changed for a pyrimidine, or vice versa (i.e., A↔C, A↔T, G↔C, G↔T). Using the
graph representation, the SGC is a partition of the set of vertices into 21 disjoint subsets. In
this case, the question about the potential robustness of the genetic code to the mutations
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can be reformulated into the optimal graph clustering task. To investigate this problem, we
apply an appropriate clustering algorithm, which searched for the codes characterised by the
minimum average W -conductance calculated from the set W -conductance of codon groups.
Our algorithm found three optimal codes for various ranges of the applied weights. The
average W -conductance of the SGC was the most similar to that of the optimal codes in
the range of weights corresponding to the observed transversion/transition ratio in natural
mutational pressures. However, it should be noted that the optimisation of the SGC was
not as perfect as the optimal codes. It implies that the evolution of the SGC was driven not
only by the selection for the robustness against mutations or mistranslations but also other
factors, e.g., subsequent addition of amino acids to the code according to the expansion of
amino acid metabolic pathways.

This part of our work was published in [2] and presented in details in Chapter 6.

1.4 Thesis outline

The material covered in this thesis has been arranged in the following way:

Chapter 2

This chapter introduces notation used throughout this thesis, the general model of the inva-
sion process, and the dataset used. It also describes the state-of-the-art simulation method,
called full simulation, which is used to compare with the proposed methods/algorithms in
Chapters 3-5.

Chapter 3

This chapter introduces a new model of invasion process using network sparsification in order
to efficiently estimate the duration of the process. Here, we aim to simplify the structure of
large landscapes using the concept of sparsification in order to substantially decrease the
computational resources (time and memory), which required to compute a good estimate of
the invasion time in these landscapes. The work presented in this chapter was published
in [6].
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Chapter 4

This chapter presents a novel approach to measure the invasion time in real landscapes
based on combinations of conductance and network flow theory. The work presented in this
chapter was published in [4].

Chapter 5

This chapter introduces a new optimisation method that propose modifications on landscapes
within a bounded quantity of resources in order to minimise the invasion time. The new
optimisation method is based on the developed method in Chapter 4, which approximates
the invasion time in real landscapes. The work presented in this chapter was published
in [5].

Chapter 6

The work presented in this chapter focuses on studying the general structure of the genetic
code. In particular, in this chapter we introduce a new clustering algorithm, using a
methodology adapted from graph theory, to find some optimal structures of the genetic
code in terms of robustness against single nucleotide mutations. The work presented in this
chapter was published in [2].

Chapter 7

The final chapter summarises the results of this thesis.

Each of the Chapters 3-6 concludes with a set of open problems and/or possible further
research questions that may be of interest to the reader.
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Chapter 2

General Model of Invasion and
Preliminaries

This Chapter introduces the notation used throughout Chapters 3-5 and the general model of
the invasion process. It also describes the state-of-the-art of simulation method in [69], called
a full method, which is used later to compare with the proposed methods in Chapters 3-5.
We then presents the dataset used in Chapters 3-5. For convenience, we finally present all
notations used in these chapters in Table 2.4.

2.1 Notation and technical preliminaries

We are given a two-dimensional rectangular grid landscape of height H (rows) and width W
(columns) as an input, which we represent as a directed landscape graph G = (V,E). Denote
by n = |V | the number of vertices (patches) in the landscape graph, by m = |E| the total
number of directed edges between vertices, and deg(v) be the out-degree of a vertex v ∈ V .
Let q(v) denote the quality of a patch v, where the quality is a number between zero and one
given as an input. Denote by Q the sum of quality over all vertices in a landscape graph G
and it is defined as: Q(G) =

∑
v∈V

q(v). We distinguish two sets of patches, S and T , where

S denotes the set of populated source patches and T denotes the set of unpopulated target
patches. Both S and T have non-zeros values of quality. In addition, we define the maximum
and minimum quality as qmax = max{q(v) : v ∈ V } and qmin = min{q(v) > 0 : v ∈ V },
respectively. We also define R-local graph Loc(G,R) = (V ′, E′) as a subgraph of G that
contains all the vertices of the landscape graph G (i.e., V ′ = V ) and a set of edges E′ ⊆ E

12



Chapter 2. General Model of Invasion and Preliminaries 13

such that for any (u, v) ∈ E, (u, v) ∈ E′ if the Euclidean distance between vertices v and
u is at most R. For a defined R-local graph Loc(G,R), we define dmin as the minimum
distance d such that Loc(G, d) connects S to T , i.e., dmin is the smallest value of d such
that for every vertex v ∈ T there is a path from some vertex u ∈ S in graph Loc(G, d).

For any subset of vertices X ⊆ V , vol(X) denotes the volume of X and it is defined
as
∑

v∈X
∑

u∈V,(v,u)∈E p(v, u), where p(v, u) is the weight of edge (v, u). We define the
maximum and minimum vertex degree as follows: degmax = max{deg(v) : v ∈ V } and
degmin = min{deg(v) : v ∈ V }. For any set of vertices X ⊆ V and any vertex v, we denote
by degX(v) the degree of v restricted to set X of out-neighbours, i.e., degX(v) is the number
of vertices in X adjacent (i.e., connected by an edge) to node v in the graph. For any
two sets of vertices X,Y ⊆ V such that X ∩ Y = ∅, we define E(X,Y ) to be the set of
edges from vertices in X to vertices in Y . For any set of vertices X ⊆ V , we define the
complement of X, denoted by Xc, as {v ∈ V : v /∈ X}.

We use the formula of colonisation probability proposed by Hodgson et al. [69] to define
the transition probability p(v, u) between patches v and u as

p(v, u) = q(v) · exp (−αd(v, u))(
2π
α2

)
− 1

, (2.1)

where α > 0 is the dispersal coefficient which is dependent on the species and is assumed to
be the same for all patches and d(v, u) is the Euclidean distance between patches v and u.

2.2 Invasion model using Full simulation method

In our work we simulate the behaviour of the invasion process by building an invasion model
(a simulator) that uses the original approach in [69], which we call the full method, to
compute the number of rounds needed for invasion. The input parameters to the simulator
are: a two-dimensional array that represents a given real landscape and stores qualities of
patches, a source vector containing indices of populated patches, a target vector containing
indices of unpopulated target patches, and dispersal coefficient α which is a positive number
(see Table 2.1). For a given landscape, the simulator constructs a two-dimensional array of
size equal to the one of the given landscape. Each cell in the constructed array corresponds
to a patch in the landscape and can take only two values, zero or one, where zero means
the cell is unpopulated while one means it is populated. At the beginning of the invasion
process, only the source populated patches take value of one and others take value of zero.
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The simulator returns an estimated duration needed (number of rounds) to invade landscape
and reach targets by the use of real probabilities for each pair of patches v, u, in which v is
populated and u is not. We use transition probabilities (Equation (2.1)) between patches v
and u to decide whether patch v populates patch u or not.

More formal description of the structure of the full simulation method is given in
Algorithm 1. The generic structure of the full method contains inputs (as mentioned above),
outputs (cf., output variables in Table 2.1), and Count rounds function. The Count

rounds function counts the number of rounds required for successful invasion and to
compute the real time execution for each simulation (i.e., the time taken by a computer
system to run or execute simulation). The function includes nested loops of three levels. The
main loop (lines 7-18) counts the number of rounds to populate target patches. The second
level loop (lines 9-18) is for all populated patches that are trying to populate unpopulated
patches. The inner level loop (lines 12-18) is for all unpopulated patches. Each unpopulated
patch becomes populated if the transition probability (Equation (2.1)) between the populated
and unpopulated patches is greater than a generated random number between zero and one
(lines 15-18). We consider only populating a patch with non-zero quality because patch has
zero value means "no habitat" and thus the species could not reproduce there. The Count

rounds function terminates when all (or any of) non-zero target patches become populated
and returns the number of rounds needed for successful invasion as well as the execution
time of the simulation.

Table 2.1: Input parameters and output variables for Algorithm 1.
Input parameters:

1. G: 2-dimensional array stores qualities of patches in a given real landscape
2. S: vector containing indices (i, j) of initial populated patches (source

patches)
3. T : vector containing indices (i, j) of unpopulated target patches
4. α: given number > 0

Output variables:

1. Number of rounds needed for successful invasion (invasion time)
2. Execution time of simulation
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Algorithm 1 Modelling invasion process using full simulation method (G,S, T, α)
1: function Count rounds(G,S, T, α)
2: start ← record start execution time of simulation
3: Create 2-dimensional array B having size equal to array G ← 0
4: for each populated patch (i, j) in vector S do
5: B(i, j)← 1

6: Rounds ← 0 . counter to count rounds for successful invasion
7: while all (or any of) target patch in T is unpopulated do
8: Rounds ← Rounds+1
9: for i← 0 to number of rows in G do . loop for all populated patches

10: for j ← 0 to number of columns in G do
11: if patch B(i, j) is populated then
12: for z ← 0 to number of rows in G do . loop for all unpopulated patches
13: for l← 0 to number of columns in G do
14: if patch B(z, l) is unpopulated and G(z, l) 6= 0 then
15: p ← Transition probability between B(i, j) and B(z, l)
16: w ← Generate a random number between 0 and 1
17: if w < p then
18: Populate patch B(z, l)

19: end ← Record end execution time of simulation
20: ExecutionTime ← end - start
21: return Rounds, ExecutionTime

This full simulation method is time consuming, and what is more, it is difficult to
analyse and stop at proper time as it is based on a Markov Chain of exponential size wrt
the size of the landscape. Therefore, we aim to develop new efficient methods in Chapters 3
and 4 to estimate the number of rounds of the invasion process in a more efficient way.

2.3 The dataset used in Chapters 3-5

For evaluation purposes of the proposed methods (algorithms) in Chapters 3-5, the dataset
of the 1km resolution raster version of the Land Cover Map 2007 (LCM2007) for Great
Britain [91] is used. To examine the proposed methods (algorithms), different sized land-
scapes from different maps of the aggregate classes are extracted. The aggregate classes
data contain one tiff file for each land use class as in Table 2.2, some of these files are used
to extract landscapes.
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Table 2.2: Aggregate land classes [91].
Aggregate class Aggregate class number
Broadleaf woodland 1
Coniferous woodland 2
Arable 3

Improved grassland 4
Semi-natural grassland 5
Mountain, heath, bog 6
Saltwater 7
Freshwater 8
Coastal 9
Built-up areas and gardens 10

Each map consists of 1300 rows/height (pixels) and 700 columns/width (pixels) and
each 1km2 pixel provides the percentage cover of a particular land cover at LCM2007 Class
level [91]. We consider the percentage cover at each patch in such an extracted landscape
as the quality of each patch. For examination purposes, from percentage values we formed
three groups of landscape qualities, namely: low quality, medium quality and high quality
to represent the quality of the extracted landscape. If the average of all patches qualities
in such an extracted landscape is between 0% and 5%, 5% and 25%, 25% and 100%, then
the extracted landscape is of low quality, medium quality and high quality, respectively
(Table 2.3).

Table 2.3: Types of landscape quality.
Landscape quality Average of qualities
Low quality 0-5%
Medium quality 5-25%
High quality 25-100%
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2.4 Summary of notations used in Chapters 3-5

Table 2.4: Summary of notations used in Chapters 3-5.

Description Support
α Dispersal coefficient α ∈ R+

G A landscape graph G = (V,E) where ver-
tices each represents a patch and each
patch is connected by a directed edge E to
each other patches

n Number of patches in a landscape graph G
m Number of edges in a landscape graph G
H Number of rows in a landscape graph G H ∈ R+

W Number of columns in a landscape graph G W ∈ R+

S A vector containing indices of initial popu-
lated patches (source patches)

T A vector containing indices of unpopulated
target patches

q(v) Quality of patch v, which is a given number
between 0 and 1

q(v) ∈ {0, 1}

qmin(G) Minimum quality in a landscape graph G qmin(G) ∈ R 0 < qmin(G) ≤ 1

qmax(G) Maximum quality in a landscape graph G qmax(G) ∈ R 0 < qmax(G) ≤ 1

Q(G) The sum of quality over all vertices in a
landscape graph G and it is defined as:
Q(G) =

∑
v∈V

q(v)

R(G) A local distance needed to create a land-
scape subgraph Loc(G,R) of a landscape
graph G

R(G) ∈ R+
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Loc(G,R) A subgraph Loc(G,R) = (V ′, E′) of G that
contains all vertices of G (i.e., V ′ = V ) and
a set of edges E′ ⊆ E such that for any
(u, v) ∈ E, (u, v) ∈ E′ if the Euclidean
distance between vertices v and u is at
most R

dmin(G) Minimum distance d such that every vertex
in T is reachable from some vertex in S in
graph Loc(G, d)

dmin(G) ∈ R+

d(v, u) Euclidean distance between patch v and u d(v, u) ∈ R+

p(v, u) Transition probability between patch v and
u using Equation (2.1)

p(v, u) ∈ R 0 ≤ p(v, u) ≤ 1

deg(v) The out-degree of a vertex v ∈ V
degmin Minimum vertex degree and it is defined

as min{deg(v) : v ∈ V }
degmax Maximum vertex degree and it is defined

as max{deg(v) : v ∈ V }
degX(v) The degree of vertex v restricted to set X

of out-neighbours
X ⊆ V

vol(X) The volume of X and it is defined as∑
v∈X

∑
u∈V,(v,u)∈E p(v, u)

X ⊆ V

E(X,Y ) The set of edges from vertices in X to
vertices in Y

X, Y ⊆ V

Xc The complement of X and it is defined as
{v ∈ V : v /∈ X}

X ⊆ V



Chapter 3

Modelling Invasion Process using
Graph Sparsification Approach

We present here a new proposed simulation method of the invasion process, called R-local
simulation method, using a tool of landscape network sparsification to efficiently estimate a
duration of the process (invasion time). More specifically, we aim to simplify the structure of
large landscapes using the concept of sparsification in order to substantially decrease the time
required to compute a good estimate of the invasion time in these landscapes. We compare
the proposed method (R-local) with the state-of-the-art method (full simulations) presented
in Chapter 2, which are based on the concept of sparse and dense networks, respectively.
Additionally, we show the results of applying these two methods to real heterogeneous
landscapes in Great Britain to compute the total estimated time taken by species to invade
landscapes and reach targets. We finally evaluate the proposed R-local simulation method
and show that our new method approximates the duration of the invasion process to high
accuracy (more than 90% accuracy) using a substantially reduced computation time 1 (as
high as 75 times faster) and memory.

1The time spent by a computer system to run or execute simulations.
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3.1 Overview

3.1.1 The problem and our model

Climate and land use changes are two threats that cause the extinction of numerous
species [68, 73, 98, 113]. It was observed that species are responding to climate change by
shifting their geographical area [25, 112], however the ability of their population to shift
depends on the availability of suitable habitat to shift and colonise [68, 72, 98, 107]. Species
become under a high risk of extinction if they are shifting very slowly or do not have the
ability to shift [108]. Therefore, to maintain the functioning of an ecosystem and services in
a changing climate, it becomes an important need to facilitate the adaptation of species,
especially by enabling them to shift to new locations with more suitable climate [69]. It is
an urgent need for policymakers and nature conservation organisations to find out whether
and how they can facilitate range shifts [69]. However, it is not easy to make decisions that
can facilitate range shifts in fragmented landscapes in the sense that any decision would
need to be taken under running/testing many scenarios and each scenario would take very
long time to run.

In this work, our focus is to build a new sparse computational model for the invasion
process using the network modelling approach. To model the invasion process we consider
the following scenario. For a given landscape, we create a landscape network, where each
node represents a patch of habitat (henceforth patch) in the landscape. We distinguish two
sets of patches: the source patches represent initially populated patches in which species
are located, and the target patches represent the target locations for the invasion process.
The invasion process is to populate (some) target patches and we aim to estimate the
time needed for achieving this. A stochastic model from [69] has been implemented in
the simulation, which is based on the probability of a patch to be invaded expressed by a
formula depending on various characteristics (distance, quality of patch, etc.) of all other
patches in the network. Such simulation is computationally expensive, especially when the
number of patches is large.

In this chapter, we propose to approximate invasion time by exploiting network spar-
sification. Recall that in the protocol implementing full invasion method (presented in
Chapter 2), in each round of the invasion process each populated patch tries to populate
(independently) all other unpopulated patches in the landscape. Here, we propose a more
general R-local invasion method, and associated protocol, such that in each round, every
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patch only tries to populate other unpopulated patches within a local distance R. The full
invasion protocol can be seen as an R-local invasion protocol with R equal to the diameter
of the landscape. With a smaller R, the R-local invasion process is expected to take less
computation time and memory in each round of computation, while it may take more rounds
(duration of the invasion process) to populate the target patches. If the local distance R
is chosen properly, the R-local invasion protocol can compute a comparable (to the full
method) duration of invasion process, while the computation time can be substantially
reduced.

Technically speaking, the work presented in this chapter combines ideas from probability
and random processes [60, 78, 88] with some use of network (graph) foundations [93].

3.1.2 Related work and challenges

Related work

A number of empirical and theoretical studies have been devoted to show that spatial
arrangement of habitats is an important factor that affects the invasion time (named as
speed of advance in [68, 69]) to new landscapes with more suitable climate [68, 69]. Different
simulation methods have been used in these studies to observe the invasion time in a
fragmented landscape in the United Kingdom. Hodgson et al. [68] used a modified version
of the Incidence Function Metapopulation model (IFM [63]), while in [69] four different
metrics have been used to predict the invasion time. In more details, these metrics are
conductivity, maximum flow, reciprocal of the length of the shortest path, and reciprocal
of the length of the multiple shortest paths. The authors illustrated that the conductivity
metric, which is derived from electric circuit theory, predicted the invasion time better than
other candidate metrics. While there is a correlation between conductivity and invasion
time, however, it is difficult to say how to scale conductivity to predict the invasion time
with high accuracy.

From computer science perspective, the problem which is most related to the invasion
process is rumor spreading in graphs. It is a popular communication process for disseminating
information to all nodes in networks [74]. The most popular and simple rumor spreading
protocols are: Push, in which a node with information sends it to a random neighbour, and
Pull, in which a node without information requests it from a random neighbour. The time
of rumor spreading was estimated using various graph-theoretical measures, including graph
conductance, node expansion and others (cf., [77]). While the rumor spreading processes
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can be seen as the invasion process, the invasion process studied in this work differs from
Push and Pull processes in many ways. One of the main differences is that the Push

and Pull processes have been analysed in undirected unweighted graphs, while the graphs
are directed and weighted (different weights on edges) in the case of invasion. Another
difference is that in the Push and Pull processes actions are made independently at nodes,
while in the invasion process — at edges.

Challenges

Whilst it has been shown in [68, 69] the benefits of using different tools such as habitat
corridors and stepping stones to speed up shifting, however, it is still difficult for conser-
vationists to make decisions that can facilitate range shifts in large landscapes, therefore
there is a need for a tool efficiently computing the invasion time of the original and modified
landscapes. Minimising computation time is especially important because the ultimate
aim is for a decision-making tool that can tune the arrangement of the modified landscape
to find scenarios where a small addition of habitat leads to a large decrease in invasion
time. Running many scenarios with different permutations of habitat could require exces-
sive computation times even with moderately-sized landscapes. Furthermore, planning for
climate change requires the consideration of large landscapes (e.g., temperature isoclines
are expected to shift at several km per decade).

The main challenge in this part of our work is:

how to estimate the duration of the invasion process especially in large landscapes
in a fast way with high accuracy.

We first exploit the concept of network sparsification in the context of modelling and analysis
the invasion process, in a way where each node in the network is connected only with nodes
of some small distance R. Furthermore, the second related challenge is to determine the
best choice of the local distance R such that we get a good trade-off between quality of
estimate the invasion time and actual computation time.

3.1.3 Contributions and organisation of the chapter

Contributions

Our contribution is three-fold. We firstly propose three formulas that estimate the duration
of the invasion process based on the formula of the transition probability in Equation (2.1).
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These formulas estimate well the invasion time for three types of invasion, based only on
some global parameters of a given landscape: first success (Equation (3.1)), majority success
(Equation (3.2)), and all successes (Equation (3.3)). The first success invasion measures time
until any of target patches gets populated, the majority success continues until majority of
target patches are invaded, and finally the all successes process measures invasion time when
all target patches get populated. Importantly, we also propose a formula that estimates
parameter R for efficient R-local simulation, cf., Equation (3.4).

Secondly, we compare how good our proposedR-local simulation method is with respect to
the previously used full simulation method, by applying these methods to real heterogeneous
landscapes in Great Britain. Further, we illustrate how to determine the local distance R
systematically to reach a good trade-off between quality of estimate the invasion time and
computation time (execution time of simulation). We then extrapolate, by simulation,
constant c in the theoretical formula for R in Equation (3.4), in order to make it even more
accurate. We define three objective functions to interpolate constant c in Equation (3.4),
namely: the Euclidean distance objective function, the absolute objective function and the
min-max objective function. For the selected best method of extrapolation, the obtained
constants vary between 0.6 and 0.75 depending on scenarios; the small variation shows that
our theoretical formula is quite accurate even without more careful extrapolation.

Finally, we validate our proposed R-local method by performing simulation on 36
different real landscapes. The extensive experimental validation with real data illustrates
the effectiveness and accurateness of the proposed R-local protocol, run for value R computed
based on our theoretical formula (Equation (3.4)), in estimating the duration of invasion
process in moderately-sized landscapes in a relatively short computation time, with respect
to the previously used full method. More specifically, we show that the R-local method
approximates the invasion time to more than 90% accuracy and speeds the computation
time up to 75 times faster than the full method even for relatively small landscapes of 1000

patches, and is growing rapidly with dispersal parameter α (to be introduced later) and
with the landscape size (for low and medium quality landscapes, while surprisingly the
speedup remains stable, with small fluctuations, for high quality landscapes).

Organisation of the chapter

Section 3.2 presents the types of successful invasions we consider in this chapter. Section 3.3
describes the proposed R-local simulation method. Section 3.4 introduces the considered
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landscapes used to study and examine the proposed method in this chapter. Section 3.5
derives formulas to estimate the duration of invasion process and illustrates methodology to
compute the local distance R properly. Section 3.6 focuses on interpolating a constant in
the formula of R and presents the results for the considered dataset. Section 3.7 describes
the experimental framework used to evaluate the proposed R-local method and its results.
Section 3.8 illustrates the improvement in memory and computation time using the proposed
method. Finally, Section 3.9 discusses some possible future works.

3.2 Invasion types

In this chapter, we consider three types of successful invasions, namely: first success,
majority success and all successes invasion. For a given landscape graph, distinguished
source and target patches, we firstly define “all non-zero target patches” as the total number
of target patches that are non-zeros in quality, and “majority of all non-zero target patches”
as the number of patches being more than half of the total number of non-zero quality target
patches. Following that, the first success invasion measures the estimated invasion time to
populate any of the non-zero target patches. The majority success is the estimated invasion
time to populate the majority (more than 50%) of all non-zero target patches. Finally, all
successes is defined as the estimated invasion time to populate all non-zero target patches.

3.3 Invasion model using R-local simulation method

The invasion model using R-local simulation method can be seen as a modified version of
the invasion model using full simulation method (presented in Chapter 2). In the R-local
simulation method, we define a local distance R to populate patches within the defined R
instead of all patches in the whole landscape, which is the case in the full simulation method
(in other words, R equals to the diameter of the landscape in the full method). More
formal description of the structure of the R-local method, which is similar to the structure
of the full method, is given in Algorithm 2. The generic structure of the R-local method
contains inputs parameters, outputs variables (as mentioned in Table 2.1 in Chapter 2),
and Count rounds function. The Count rounds function counts the number of rounds
required for first, majority and all successes and to compute the real time execution for
each simulation. The function includes nested loops of three levels. The main loop (lines
9-24) counts the number of rounds to populate target patches. The second level loop (lines
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11-24) is for all populated patches that are trying to populate unpopulated patches. Each
populated patch in the landscape only tries to populate every other unpopulated patch
within local distance R around the populated patch. The inner level loop (lines 14-24) is
for all unpopulated patches. This inner loop runs only for unpopulated patches that are of
distance at most R from the populated patch (from populated patch to R, lines 14 and 15
in Algorithm 2). Each unpopulated patch becomes populated if the transition probability
(Equation (2.1)) between the populated and unpopulated patches is greater than a generated
random number between zero and one (lines 19-22). We consider only populating a patch
with non-zero quality. Each time when an unpopulated target patch becomes populated, the
algorithm checks if the total number of non-zero patches at target is equal to one or majority
or all non-zero targets’ number, and the number of rounds is recorded accordingly. The
Count rounds function terminates when all non-zero target patches become populated
and returns the number of rounds (invasion time) needed for each type of the successful
invasions as well as the execution time of simulation.

3.4 The studied landscapes

As mentioned in Chapter 2, the dataset of the 1km resolution raster version of the Land
Cover Map 2007 (LCM2007) for Great Britain [91] is used for evaluation purposes. To
examine and evaluate the proposed R-local simulation method, three landscapes from
different maps of the aggregate classes are extracted. Recall that the average of all patches
qualities is between 0% and 5%, 5% and 25%, 25% and 100% for low, medium and high
quality, respectively. For each quality type, we extract a rectangular landscape that consists
of 5 rows (height) and 300 columns (width) (see Figure 3.1). Landscapes of low and medium
qualities were extracted from semi-natural grassland GB map, while the one of high quality
from an improved grassland GB map. On these extracted rectangular landscapes, we assume
that all patches at the first column of each landscape are occupied and the goal is to populate
patches at the target columns (col. 10, 20, 30, etc.). Each landscape is extracted according
to the following criteria:

1. The qualities of all source occupied patches are non-zeros.

2. At each target column, at least one of the patches is non-zero in quality.

In each of these extracted landscapes, the first column contains the source patches while
columns with numbers 10, 20, 30, . . . , 300 contain intermediate target patches — within each
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Algorithm 2 Modelling invasion process using R-local simulation method (G,S, T, α)

1: function Count rounds(G,S, T, α)
2: start ← record start execution time of simulation
3: R ← Use Equation (3.4)
4: Create 2-dimensional array B having size equal to array G ← 0
5: for each populated patch (i, j) in vector S do
6: B(i, j)← 1

7: Rounds ← 0 . counter to count rounds for successful invasions
8: while any of target patch in T is unpopulated do
9: Rounds ← Rounds+1

10: for i← 0 to number of rows in G do . loop for all populated patches
11: for j ← 0 to number of columns in G do
12: if patch B(i, j) is populated then
13: for z ← i−R to i+R do . loop for all unpopulated patches
14: for l← j −R to j +R do
15: if patch B(z, l) is unpopulated & G(z, l) 6= 0 then
16: dist ← Euclidean distance between B(i, j), B(z, l)
17: if 0 < dist ≤ R then
18: p ← Probability between B(i, j), B(z, l) using Eq. (2.1)
19: w ← Generate a random number between 0 & 1
20: if w < p then
21: Populate patch B(z, l)
22: if B(z, l) is at the target column then
23: Check the invasion type
24: end ← Record end execution time of simulation
25: ExecutionTime ← end - start
26: return Rounds, ExecutionTime

simulated invasion process, we monitor and record time in which patches in these columns
are populated.

3.5 The method — theoretical part

3.5.1 New formulas estimating duration of the invasion process

Based on the formula of the transition probability (Equation (2.1)), we propose three new
estimating times of invasions in such a landscape. For a given landscape graph G, the
estimated time of invasion from source S to target T contains at most d H

dmin(G)
e+ d W

dmin(G)
e
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Figure 3.1: The studied landscapes; three landscapes of size 5× 300 and of low, medium
and high quality extracted from LCM2007 GB (aggregate classes) maps. In each landscape,
the colour corresponds to the quality of each patch; black, blue, green, and red corresponds
to zero, low (0.01-0.05), medium (0.05-0.25), and high quality (0.25-1), respectively.

hops which is not more than 2 + H+W
dmin(G) hops.2 According to the formula of the transition

probability (Equation (2.1)) between patches, the probability of a single hop in the landscape
graph G is at least qmin(G) · exp(−α·dmin(G))(

2π
α2

)
−1

. Thus, the expected number of rounds for each

hop is the inverse of its probability, i.e.,

(
2π
α2

)
−1

qmin(G)·exp(−α·dmin(G)) . Since the number of hops in
the estimated time of invasion from source S to target T is H+W

dmin(G) , the total expected time
of invasion for the first success is at most

H +W

dmin(G)
·

(
2π
α2

)
− 1

qmin(G) · exp (−α · dmin(G))
· c , (3.1)

where c is a small constant to be determined by simulations. Consequently, the total
expected time of invasion for the majority success is at most[

H +W

dmin(G)
·

(
2π
α2

)
− 1

qmin(G) · exp (−α · dmin(G))
+(

H

2
− 1

)
·

(
2π
α2

)
− 1

qmin(G) · exp (−α · dmin(G))

]
· c , (3.2)

2The main formula is because the maximum geometric distance from S to T is at most H +W , for each
pair of source and target nodes we could find a shortest path such that some initial geometric edges are
vertical and the remaining ones are horizontal, and finally, on each such shortest geometric path from S
to T in each of these two segments (vertical and horizontal) we could replace dmin consecutive edges by a
single edge in graph Loc(G, dmin) (except the last part of each segment, which could be shorter than dmin
but we still need to replace it by an edge, this is why there are ceilings in the formula).
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where
(
H
2 − 1

)
is an upper bound on the total number of majority of target patches decreased

by one and c is again a small constant to be interpolated by simulations. Therefore, the
total expected time of invasion for all successes is at most[

H +W

dmin(G)
·

(
2π
α2

)
− 1

qmin(G) · exp (−α · dmin(G))
+

(H − 1) ·
(

2π
α2

)
− 1

qmin(G) · exp (−α · dmin(G))

]
· c , (3.3)

where (H − 1) is an upper bound on the total number of all target patches decreased by
one and c is a small constant to be interpolated by simulations.

3.5.2 Estimation of parameter R for accurate and efficient R-local simu-
lations

It is expected that the number of rounds required for the R-local method is larger. In our
simulation, we aim to find the local distance R that allows the following accuracy:

FULL
R-LOCAL

=
average number of rounds using the full method

average number of rounds using the R-local method
≥ 90% .

As a starting point, we run simulation using both full and R-local methods with some
expected local distances R. It has been observed that the required local distance R for the
FULL/R-LOCAL ratio to be at least 90% in the first success is greater than or equal to
the needed local distance R for majority and all successes. Based on this observation, we
propose an equation that computes the local distance R for a given landscape graph G

based on the expected time of invasion for the first success. Observe that the probability of
a single hop in a given landscape graph G is less than the inverse of the total expected time
of the invasion process for the first success:

qmin(G) · exp (−α · dmin(G))(
2π
α2

)
− 1

� 1

expected time of invasion for first success
.

Therefore, the following holds:

qmax(G) · exp (−α ·R(G))(
2π
α2

)
− 1

� dmin(G)

H +W
· qmin(G) · exp (−α · dmin(G))(

2π
α2

)
− 1
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exp (−α ·R(G))� dmin(G) · q̄(G)

H +W
· exp (−α · dmin(G)) .

−α (R(G)− dmin(G)) < ln

(
dmin(G) · q̄(G)

H +W

)
.

Finally, we get the best (smallest) local distance R needed to create a landscape sub-
graph Loc(G,R), for a given landscape graph G, and guarantees the FULL/R-LOCAL
accuracy is:

R(G) ≈
[

1

α
· ln
(

H +W

dmin(G) · q̄(G)

)
+ dmin(G)

]
· c , (3.4)

where q̄(G) = qmin(G)
qmax(G) and c is a small constant to be determined by simulations.

Equation (3.4) is the core theoretical finding, for which we interpolate the constant c in
Section 3.6 by performing simulations and validate the theory in Section 3.7.

3.6 The method — interpolating constant c in Equation (3.4)
based on simulations

3.6.1 Methodology

The simulations in this part of our work are directed at four goals. The first is to monitor the
behaviour of full and R-local methods and compare results obtained by each method. The
second is to investigate what values of local distance R would allow the FULL/R-LOCAL
accuracy. Based on the results obtained from the simulation, the third goal is to predict an
equation for the local distance R, depending on landscape size, dispersal coefficient α, and
landscape quality. Finally, we aim to combine results from simulation and the predicted
equation to compare them and conduct an independent validation based on the value
obtained from the proposed equation on the local distance R.

For each prefix 5× 10, 5× 20, 5× 30,. . . , 5× 300 in each of the extracted rectangular
landscapes in Figure 3.1, we run the full simulation and, simultaneously, the R-local
simulation with some predicted local distances R; ideally, we aimed to find the value of R
that satisfies the desired FULL/R-LOCAL accuracy, while the local distance R − 1 does
not satisfy it.

We consider four values for the dispersal coefficient α: 0.25, 0.5, 1 and 2. For each
prefix and for each dispersal coefficient α, we run full and R-local simulation 100 times and
compute the average number of rounds (estimated time of invasion) for first, majority, and
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all successes.

Additionally, we define the following three objective functions in order to interpolate
constant c in Equation (3.4). In these functions, we use two terminologies: “approx R” and
“opt R” to express the local distance R using Equation (3.4) and simulation such that it
is the smallest distance satisfying the FULL/R-LOCAL accuracy, respectively. We call it
“opt R” because this value of R fulfils our goal of accuracy.

The Euclidean distance objective function (ED). This function chooses the constant c
such that it minimises the sum over all prefixes z of the square difference between the
approx R and opt R:

cED = argmin
c∈R+


z∑
j=1

(approxRj · c− optRj)2

 .

The absolute objective function (AB). This objective function chooses the constant c
such that it minimises the sum over all prefixes z of the absolute difference between the
approx R and opt R:

cAB = argmin
c∈R+


z∑
j=1

|approxRj · c− optRj |

 .

The min-max (MM) objective function. The min-max (MM) objective function
chooses the constant c such that it minimises the approx R to be greater than or equal to
opt R for all prefixes z:

cMM = argmin
c∈R+

{
max

1≤j≤z
(approxRj · c− optRj) ≥ 0

}
.

3.6.2 Simulation results

The estimated time of invasion (i.e., average number of rounds over 100 independent
repetitions) for each prefix 5 × 10, 5 × 20, 5 × 30, . . ., 5 × 300 in each studied landscape
using full and R-local simulation methods is presented in Figures 3.2-3.4. These simulation
results show that the FULL/R-LOCAL accuracy of at least 90% is satisfied in all scenarios,
as shown in Figures 3.5-3.7.
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(a) α = 0.25, full method (b) α = 0.25, R-local method

(c) α = 0.5, full method (d) α = 0.5, R-local method

(e) α = 1, full method (f) α = 1, R-local method

(g) α = 2, full method (h) α = 2, R-local method

Figure 3.2: The average number of rounds needed for first, majority and all successes for
each prefix in landscape of size 5× 300 and of low quality when the dispersal coefficient α
= 0.25, 0.5, 1, 2 using full and R-local methods.



32 3.6. The method — interpolating constant c in Equation (3.4) based on simulations

(a) α = 0.25, full method (b) α = 0.25, R-local method

(c) α = 0.5, full method (d) α = 0.5, R-local method

(e) α = 1, full method (f) α = 1, R-local method

(g) α = 2, full method (h) α = 2, R-local method

Figure 3.3: The average number of rounds needed for first, majority and all successes
for each prefix in landscape of size 5 × 300 and of medium quality when the dispersal
coefficient α = 0.25, 0.5, 1, 2 using full and R-local methods.
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(a) α = 0.25, full method (b) α = 0.25, R-local method

(c) α = 0.5, full method (d) α = 0.5, R-local method

(e) α = 1, full method (f) α = 1, R-local method

(g) α = 2, full method (h) α = 2, R-local method

Figure 3.4: The average number of rounds needed for first, majority and all successes for
each prefix in landscape of size 5×300 and of high quality when the dispersal coefficient α =
0.25, 0.5, 1, 2 using full and R-local methods.
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(a) α = 0.25 (b) α = 0.5

(c) α = 1 (d) α = 2

Figure 3.5: The FULL/R-LOCAL accuracy for each prefix in landscape of size 5× 300 and
of low quality when the dispersal coefficient α takes values of 0.25, 0.5, 1 and 2.

(a) α = 0.25 (b) α = 0.5

(c) α = 1 (d) α = 2

Figure 3.6: The FULL/R-LOCAL accuracy for each prefix in landscape of size 5× 300 and
of medium quality when the dispersal coefficient α takes values of 0.25, 0.5, 1 and 2.
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(a) α = 0.25 (b) α = 0.5

(c) α = 1 (d) α = 2

Figure 3.7: The FULL/R-LOCAL accuracy for each prefix in landscape of size 5× 300 and
of high quality when the dispersal coefficient α takes values of 0.25, 0.5, 1 and 2.

Here we focus on the local distance R and the constant c. On the studied landscapes,
values of opt R used in simulations and guaranteeing the FULL/R-LOCAL accuracy are
provided in Figure 3.8(a), while Figure 3.8(b) shows the computed values of approx R

using Equation (3.4). From the shown values of opt R in Figure 3.8(a), we observe that
the dispersal coefficient α is the most important parameter in both simulation methods.
In all qualities, it has been investigated that a larger local distance R is required when
the dispersal coefficient α equals to 0.25, while for 0.5, 1 and 2 a smaller local distance R
is sufficient. Therefore, the local distance R that ensures the FULL/R-LOCAL accuracy
depends on the dispersal coefficient α, and hence with decreasing mean dispersal distance:
R decreases with the increase in α. Furthermore, a logarithmic growth has been observed
in the local distance R with the growth of landscape size. On the other hand, the difference
in the landscape quality has not caused a significant difference in the local distance R.
Comparison of the obtained results based on the proposed equation with simulation results
demonstrates that the proposed equation (Equation (3.4)) gives a good estimate of the local
distance R (see Figure 3.8).

Additionally, we define the error rate between approx R (when constant c = 1, i.e.,
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Table 3.1: Error rate between approx R (when constant c = 1) and opt R for each 5× 300
landscape of low, medium and high quality when the dispersal coefficient α = 0.25, 0.5, 1, 2.

Landscape quality α=0.25 α=0.5 α=1 α=2
Low quality 0.81 0.74 0.73 0.57
Medium quality 0.83 0.86 0.90 1.01
High quality 0.89 0.75 0.56 0.63

before interpolating c) and opt R as:

z∑
j=1

(approxRj−optRj)

z∑
j=1

optRj

. Table 3.1 gives the error rates

between approx R and opt R for each 5× 300 landscape of low, medium, and high quality.
All error rates in Table 3.1 are high, which means that we need to find the best constant c
such that it minimises the error for various dispersal coefficients α and different qualities.
For each studied landscape, Table 3.2 presents the interpolated constants c based on the
defined objective functions ED, AB, and MM. These constants are affected by opt R for all
prefixes in each landscape of different quality.

Table 3.2: The computed constant c by the objective functions ED, AB, and MM for each
5× 300 landscape of low, medium and high quality when the dispersal coefficient α = 0.25,
0.5, 1, 2.

Landscape quality Parameters Constant c α=0.25 α=0.5 α=1 α=2

Low quality
qmin = 0.01 cED 0.55 0.55 0.6 0.65
qmax = 0.64 cAB 0.55 0.55 0.55 0.65
dmin = 2 cMM 0.6 0.65 0.7 0.75

Medium quality
qmin = 0.01 cED 0.55 0.55 0.55 0.5
qmax = 0.96 cAB 0.55 0.55 0.5 0.5
dmin = 3 cMM 0.6 0.6 0.65 0.7

High quality
qmin = 0.01 cED 0.55 0.55 0.65 0.6
qmax = 0.99 cAB 0.55 0.6 0.65 0.65
dmin = 3 cMM 0.6 0.65 0.75 0.75

3.6.3 Evaluating constants cED, cAB, cMM and selecting the most suitable
one

In order to evaluate constants cED, cAB, and cMM in Table 3.2, we define the following
three error rates:
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(a) Opt R computed by simulations (b) Approx R computed by Equation (3.4)

Figure 3.8: The local distance R for each prefix in landscape of size 5 × 300 and of low,
medium, and high quality when the dispersal coefficient α takes values of 0.25, 0.5, 1 and 2.
(a) Opt R that allows the FULL/R-LOCAL accuracy and computed by simulations. (b)
Approx R computed by the proposed formula (Equation (3.4), c = 1).
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1. error rate(cED) =

√
z∑
j=1

(approxRj ·cED−optRj)2

z∑
j=1

optRj

,

2. error rate(cAB) =

z∑
j=1
|approxRj ·cAB−optRj |

z∑
j=1

optRj

, and

3. error rate(cMM ) =

z∑
j=1

(approxRj ·cMM−optRj)

z∑
j=1

optRj

.

Observe that the error rate gives a measure of how well the constant c interpolated by the
corresponding objective function minimises the error rate between approx R and opt R, for
a given landscape. When approx R is very close or equal to opt R, the error will be small
or zero. Table 3.3 provides the computed error rates between approx R and opt R for each
5 × 300 landscape of low, medium and high quality, when the constant c is equal to the
interpolated cED, cAB, and cMM (constants in Table 3.2). As can be seen in Table 3.3, all
error rates are between 0.01 and 0.4. Although cED and cAB produce error rates smaller
than cMM , constant cMM is the best among the three with respect to the following criteria.
The best constant is the one that reduces the value of approx R to be greater than or
equal to the value of opt R, in all studied landscapes. Based on this criteria, we found that
constant cMM is the one that satisfies that. On the other hand, cED and cAB in some cases
decrease approx R to be less than opt R, and that means they give approx R which does
not allow the sought FULL/R-LOCAL accuracy.

3.7 Validation

3.7.1 Validation methodology for the R-local simulation method

One important characteristics to consider when computing the total time of invasion is
also the number of repetitions needed for the (average) invasion time to stabilise on the
outputted duration of invasion. Accordingly, we define the Stabilisation Time (ST) for
a given landscape as the time t such that the change in the Average number of rounds
For All Successes (AFAS) between t and 2t is less than or equal to 2%: ∀τ ∈ (t, 2t],
|AFAS(τ)−AFAS(t)| ≤ 0.02 ·AFAS(t), where AFAS(τ) =

∑τ
j=1 AS(j)

τ and AS(j) is the
number of rounds needed for the All Successes (AS) at iteration j.
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Table 3.3: The error rate between approx R and opt R, when c = cED, cAB, cMM , for
each 5× 300 landscape of low, medium and high quality when α = 0.25, 0.5, 1, 2.
Landscape quality Parameters Error rate α=0.25 α=0.5 α=1 α=2

Low quality
qmin = 0.01 Error rate (cED) 0.01 0.01 0.01 0.01
qmax = 0.64 Error rate (cAB) 0.04 0.05 0.06 0.05
dmin = 2 Error rate (cMM ) 0.08 0.12 0.21 0.17

Medium quality
qmin = 0.01 Error rate (cED) 0.01 0.01 0.01 0.02
qmax = 0.96 Error rate (cAB) 0.04 0.04 0.05 0.11
dmin = 3 Error rate (cMM ) 0.1 0.11 0.23 0.4

High quality
qmin = 0.01 Error rate (cED) 0.01 0.01 0.02 0.03
qmax = 0.99 Error rate (cAB) 0.05 0.05 0.08 0.12
dmin = 3 Error rate (cMM ) 0.13 0.13 0.17 0.22

In order to test the robustness of our proposed method, we performed validation in a
large number of different landscapes, 36 (cf., Figure 3.9). The 36 landscapes are divided
into groups of nine landscapes and the four groups each has size: 5× 50, 10× 50, 15× 50,
and 20× 50, respectively. To ensure robustness, we use different sizes from the sizes used
in deriving R in Section 3.6.2. For each landscape size, the nine landscapes are further
divided into subgroups of three and each group has associated low, medium and high quality,
respectively. All landscapes are extracted randomly from different LCM2007 GB (aggregate
classes) maps (i.e., aggregate classes in Table 2.2). The procedure to select a landscape
randomly is described in the following steps.

1. Specify a map from the ten maps presented in Table 2.2.

2. Specify the height H (number of rows), width W (number of columns) and the quality
(low or medium or high) of the landscape that we will extract.

3. Select a random number, called r, in the range between one and the total number
of rows in the specified map. Select another random number, called c, in the range
between one and the total number of columns in the specified map. These two numbers
indicate to the left upper corner of the landscape.

4. Check if r plus the specified number of rows for the landscape and c plus the specified
number of columns for the landscape do not exceed the border of the selected map,
then extract this landscape, otherwise discard it and choose another two random
numbers.



40 3.7. Validation

5. Check the quality, by summing the patch quality over all patches and divided them
by the total number of patches, of the selected landscape whether it is as the specified
quality in point 2 or not.

(a) Nine landscapes of size 5× 50. (b) Nine landscapes of size 10× 50.

(c) Nine landscapes of size 15× 50. (d) Nine landscapes of size 20× 50.

Figure 3.9: The landscapes used for validation of R-local method. Nine landscapes of size
(a) 5× 50, (b) 10× 50, (c) 15× 50, and (d) 20× 50, respectively. In each subfigure, all three
landscapes in the top row are of low quality, middle row of medium quality, bottom row of
high quality.

On the 36 extracted landscapes (landscapes in Figure 3.9) and for each considered value
of the dispersal coefficient α, we run full and R-local simulations independently as described
in the following steps, in order to get the estimated time of invasion for first, majority and
all successes as well as the execution time of simulations.



Chapter 3. Modelling Invasion Process using Graph Sparsification Approach 41

1. Run full simulations many times independently, stop running simulations at the
Stabilisation Time (ST) and record the results (i.e., the total number of rounds for
first, majority and all successes as well as the execution time of full simulations)
for each repetition. Following that, compute the average number of rounds for first,
majority and all successes, and the average of the execution time of full simulations.

2. Compute the minimum quality qmin, the maximum quality qmax and the minimum
distance dmin.

3. Compute three local distances R using Equation (3.4) with the constants (cED, cAB,
and cMM ) in Table 3.2, which are calculated as in Section 3.6.1.

4. Run R-local simulations with each of the three computed local distances R many
times independently, stop running simulations at the Stabilisation Time (ST) and
record the results (i.e., the total number of rounds for first, majority and all successes
as well as the execution time of R-local simulations) for each repetition. Following
that, compute the average number of rounds for first, majority and all successes, and
the average of the execution time of R-local simulations.

5. For all three types of successful invasions and all local distances R computed in point 3,
compute the FULL/R-LOCAL ratio and check whether it is within the desired 90%

accuracy.

6. Specify which of the computed local distances R in point 3 is the opt, where the opt
one is the smallest distance that gives the desired 90% accuracy.

7. Compute the ratio between the Average of the Execution Time of Simulations (AETS)
for full and R-local methods.

3.7.2 Validation results

This section reports some results of implementing the above seven steps.
Figure 3.10 gives the average of the local distances R over the three landscapes in each

subgroup with the same size and same landscape quality (results of computing R using
Equation (3.4) with constant cMM , as mentioned in point 3). Recall that these distances are
computed using Equation (3.4) with constants cMM given in Table 3.2. One could observe
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that the distance R scales well with the growing size of the landscape (i.e., it is quite stable)
and decreases sub-linearly with the growth of the dispersal coefficient α.

It has been illustrated by the validation experiments that running full and R-local
simulations (until stabilisation point) on the 36 landscapes gives a good result as the
FULL/R-LOCAL accuracy has been achieved as presented in Figure 3.11 (some results
of implementing point 5). Detailed results of simulations (some results of implementing
point 1 and 4), that give the desired accuracy in Figure 3.11, are presented in Figure 3.12.
Furthermore, the MM objective function is the best function to be used among the three
objective functions because it gives constant cMM such that it reduces the approx R to be
greater than or equal to the opt for all 36 landscapes (result of implementing point 6), thus
avoiding underestimation of R and its consequence in uncontrolled growth of the invasion
time. Finally, the computed parameter R is well scalable, in the sense that it does not
depend much on the growing size of the landscape.

Figure 3.10: The average of the local distances R over the three landscapes in each subgroup
with the same size and same landscape quality; R is computed using Equation (3.4) with
constants cMM in Table 3.2. This is done for different values of the dispersal coefficients α.
These values of R allow the FULL/R-LOCAL accuracy presented in Figure 3.11.

3.8 The improvement in memory and time

This section shows how much memory and computational time we save when using the
proposed R-local method for properly selected distance R to compute the invasion time.
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(a) Landscapes of size 5× 50 (b) Landscapes of size 10× 50

(c) Landscapes of size 15× 50 (d) Landscapes of size 20× 50

Figure 3.11: The average of FULL/R-LOCAL accuracy over the three landscapes in each
subgroup with the same size and same landscape quality; the R-LOCAL is with R = approxR
for c = cMM . This is done for different values of the dispersal coefficient α.

3.8.1 Saved memory

In order to investigate the saved memory, we compute the sparsification rate. It is defined
as the ratio of the total number of edges between patches in the landscape over the total
number of edges between patches of distance at most R; in both numbers we count only
edges with both ends of non-zeros quality. Figure 3.13 illustrates the sparsification rate
versus the landscape size.

Generally, the relation between the sparsification rate and the landscape size can be seen
as a linear tendency (except some peaks referring to the increase in R), where the linear
coefficient grows linearly with α. As can be seen when comparing Figures 3.10 and 3.13,
the sparsification rate depends on the local distance R: the rate increases with the decrease
in R. For instance, the decline in the orange line of the rate in Figure 3.13 (medium quality,
size=10 × 50, and α= 2) refers to an increase of R from 3 (for size 5 × 50) to 4 (for size
10 × 50), see the tendency of R in Figure 3.10. The results of sparsification rate in 30
prefixes of each studied landscape are given in Figure 3.14. It has been observed that there
are three peaks in the sparsification rate in Figure 3.14. These peaks appeared in landscapes
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of medium and high quality and for α equals 2 (yellow line), and caused by a change on
the value of R. The first drop is between 5× 140 and 5× 150 medium prefixes and that
because of an increase in the value of R from 3 to 4. The second drop is between 5× 290

and 5× 300 medium prefixes and that caused by an increase in R from 4 to 5. The third
drop is between 5× 90 and 5× 100 high prefixes and that caused by an increase in R from
3 to 5.

3.8.2 Saved time

The validation experiments in this part of our work demonstrate that the Total Time (TT)
of simulation execution, where TT = Stabilisation Time (ST) · Average of the Execution
Time of Simulations (AETS), needed to compute the estimated duration of the invasion
process is substantially reduced by the R-local simulation method for all landscapes of
different qualities. Figure 3.16 illustrates how much the R-local method is faster than the
full method for all three qualities. For many cases, the full method takes 5-10 times longer
to compute, and this ratio can become as high as 75 for low quality landscapes. We note
that in general, for a given landscape size, the speedup of the R-local method increases as
the dispersal coefficient α increases. On the other hand, in most cases, when the dispersal
coefficient α is fixed, the speedup increases as the size of landscape increases.

In more details, in the landscape of size 20× 50 and of low quality, the average execution
time of full simulation is 176.9 seconds while only 2.5 seconds in the R-local simulation.
That means the full method takes around 70 times longer to compute. We could envisage
that when we are running full simulation in very large landscapes e.g., landscape of size
500× 500, the computation time will be substantially reduced from possibly weeks/days to
hours.

The ratio between the execution time of full and R-local simulation methods for some
prefixes in each of the studied landscapes is presented in Figure 3.15.

To summarise, the validation experiments have confirmed the following: the desired
90% accuracy has been achieved using the developed formula for the local distance R
(Equation (3.4)) and constants cMM in Table 3.2. Moreover, saving in memory and
computational time is rapidly growing with the dispersal coefficient α and the landscape
size.
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(a) Landscapes of size 5× 50

(b) Landscapes of size 10× 50

(c) Landscapes of size 15× 50

(d) Landscapes of size 20× 50

Figure 3.12: The average of the estimated time of invasion (i.e., the average number of
rounds) for first, majority and all successes over the three landscapes in each subgroup with
same size and same landscape quality using full and R-local methods; the R-LOCAL is
with R = approxR for c = cMM . This is done for different values of dispersal coefficient α.
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Figure 3.13: The sparsification rate versus the landscape size. That is done for different
values of the dispersal coefficient α: 0.25, 0.5, 1 and 2, and for each landscape quality (low,
medium, high).

Figure 3.14: In each landscape quality (low, medium, high), the sparsification rate versus
the landscape size. This is done for different values of the dispersal coefficient α: 0.25, 0.5,
1 and 2.
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Figure 3.15: The ratio between the execution time of full and R-local simulations for some
prefixes in each of the studied landscapes (low, medium, high). These prefixes are of sizes
5× 20, 5× 40, 5× 60, . . ., and 5× 300. This is done for different values of the dispersal
coefficient α: 0.25, 0.5, 1 and 2.
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(a) Landscapes of low quality

(b) Landscapes of medium quality

(c) Landscapes of high quality

Figure 3.16: In each landscape quality (low, medium, high), the ratio between the Stabil-
isation Time (ST) of full and R-local simulations; the ratio between the Average of the
Execution Time of Simulations (AETS) for full and R-local methods; and the ratio between
the Total Time (TT) of full and R-local simulations; the R-LOCAL is with R = approxR
for c = cMM . This is done in four different sizes of landscapes 5× 50, 10× 50, 15× 50 and
20× 50, and for different values of the dispersal coefficient α.
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3.9 Further research

In this chapter, we introduced a new model that estimates the invasion time efficiently using
graph sparsification approach. The new model has been compared with the state-of-the-art
model to estimate the invasion time in heterogeneous real landscapes in Great Britain. We
have shown that the actual computation time needed to compute the invasion time on
large landscapes is substantially reduced by the new model while maintaining a comparable
duration of the invasion.

The current approach applies sparsification to a specific problem with a single species
and no other special circumstances. Introducing more species and other issues, for example
the risk of population extinction, and the population density within a patch, into the model
and problem would require more complex usage of sparsification, including formulas and
algorithms, this is an open issue could be consider in the future.



Chapter 4

Modelling Invasion Process using
Network Flow Theory

We present here a new way to estimate the time of invasion process using a powerful
computational approach based on conductance and network flow theory. More specifically,
we give a new formula for estimating the Invasion Time (IT) using a combination of
network flow methodologies, and prove asymptotic bounds on the quality of the obtained
approximation. We then analyse the proposed approach mathematically and apply it to real
heterogeneous landscapes of Great Britain to estimate the duration of the invasion process;
the theoretical bounds obtained are compared with simulation results. We finally evaluate
the proposed approach and show its accuracy and efficiency in approximating the invasion
time.

4.1 Overview

4.1.1 The problem and our model

In this part of our work, we propose a new formula for estimating time of the invasion process
using conductance and network flow theory. Network flow [1] is one of the fundamental
problems in many areas of computer science, including networks, optimisation, distributed
systems, and distributed databases. The input of the problem is a directed, weighted
landscape graph G = (V,E), where each vertex represents a patch of habitat (henceforth
patch) in the landscape and each edge weight represents the probability of spreading the

50
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species in one step from the beginning to the end patch of the edge. We distinguish two
sets of patches: the source patches represent initially populated patches in which species
are located, and the target patches represent the target locations for the invasion process.
The network is almost completed, in the sense that each vertex is connected to (almost) all
other vertices. The invasion process is to populate any of target patches when starting from
the source patches, and we aim to approximate the time performance of this process. The
vertex is populated by means of an invasion protocol. The protocol keeps checking edges,
one after another (see definitions of synchronous and asynchronous executions later in this
section), by generating a random number from 0 to 1; if the number is smaller than the
weight of the edge and the beginning of the edge is populated, then the end of the edge
becomes populated as well (unless it has been populated earlier). We restrict our attention
to the invasion protocol introduced in Chapter 2. In each round of the invasion process,
each populated vertex tries to hit/populate (independently) all other unpopulated vertices
in the landscape graph.

Throughout this part of our work, we consider discrete time steps, and we assume that
one time step is sufficiently large so that the flow of the species between two vertices (i.e.,
population) completes. We analyse the invasion protocol in two models: asynchronous
and synchronous. In the execution of the invasion protocol in the asynchronous model,
simply called an asynchronous execution (of invasion protocol), at each step only one edge
is selected, uniformly at random, among the m edges of the landscape graph. The selected
edge is realised with a defined probability (weight) of populating unpopulated vertex u from
populated vertex v, where vertices v and u are connected by the selected directed edge. In a
synchronous execution of the invasion protocol, at each synchronous round all directed edges
in the landscape graph are realised, independently with defined probabilities (weights); in
this sense, each (synchronous) round consists of exactly m steps, each done with respect to
a different edge. Sometimes, for simplicity, we will be calling asynchronous and synchronous
executions of the invasion protocol by asynchronous and synchronous invasions, respectively.

In order to measure the time performance, or runtime, of invasion process, we measure
the number of steps required so that every vertex in the target set is populated, regardless of
which vertices are initially populated (worst case analysis). Since in asynchronous invasion
only one edge is selected per step, while in synchronous invasion all edges are realised
independently with corresponding probabilities (weights) per step, in order to compare
them fairly we consider the concept of a round, that is a single synchronous round in case of
synchronous executions and m consecutive steps in case of asynchronous executions.



52 4.1. Overview

In this part of our work, we define the Invasion Time (IT) as the estimated time (total
number of rounds) to populate any of the target patches in a given landscape. We will define
an invasion landscape network for a given landscape and find a correspondence between
conductance and network flows in this network and the invasion time.

4.1.2 Conductance measure, related work and challenges

Conductance

Conductance is an important notion of expansion of a graph. There are different ways
to define the conductance of a graph in the literature. Sinclair [105] gives a traditional
definition of conductance, while there are also other, slightly different, definitions related to
estimation of runtime of rumor spreading, c.f., Mosk-Aoyama et al. [92] and Censor-Hillel et
al. [23, 24]. On the other hand, a definition of conductance that measures how well-connected
the graph is, have been used by Giakkoupis [53] and Sauerwald and Stauffer [103].

In the next sections, we use a generalised version of this definition of conductance, due to
its graph theory nature. The conductance Φ(G) of a graph G = (V,E) is defined as follows:

Φ(G) = min
X⊆V :0≤vol(X)≤vol(V )/2

∑
(v,u)∈|E(X,Xc)| p(v, u)

vol(X)
,

where vol(X) is the volume of set X and it is defined as
∑

v∈X
∑

u∈V,(v,u)∈E p(v, u) and
p(v, u) is the weight of edge (v, u).

Related work

Species are being extinct faster than natural extinction due to changes in land use, climate
change and pollution among others [68, 73, 98, 113]. Ecologists observed that species that
are effectively able to respond to these threats do so by shifting/invading their geographical
areas [25, 112], however the availability of suitable habitats may limit the ability of species
to shift [68, 72, 98, 107]. If species are shifting very slowly or failing to shift, they become
more vulnerable to extinct [108]. Therefore, in order to protect ecosystem functioning and
services in different environmental changes, it becomes an important need to improve species
performance and species interactions especially by facilitating their shifts to new regions
with more suitable climate and landscape environment [69]. Conservationists are facing
challenges to find out whether and how they can facilitate shifting of species [69]. A number
of ecological studies have been shown the importance of spatial arrangement of habitats
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on the speed of range shifting [67, 69, 113]. Hodgson et al. [69] found the evidence of the
benefits of creating new habitats as “corridors” or “stepping stones” to allow species to shift
through unsuitable landscapes and to help them colonise new regions. However, this notion
of habitat creation is essentially difficult to test in large landscapes and it becomes even
more expensive computation problem when different scenarios need to be tested.

The closest area to the estimation of invasion time is the analysis of rumor spreading
protocols. The most popular rumor spreading protocols are: Push, in which an informed
vertex selects randomly its (out-)neighbour to whom it sends a message, and Pull, in which
an uninformed vertex selects its (in-)neighbour from whom it gets the message (provided
that the chosen vertex has it). Their modifications and combinations were also considered.
These processes differ from the invasion process in many ways. First, they were studied in
undirected unweighted graphs; in other words, all weights were set to 1. Second, they run
at vertices rather than at edges, which is the case of invasion. Nevertheless, in what follows
we give an overview of related results in the rumor spreading area.

Runtime of Push-Pull has also been bounded on special graph classes. For complete
graphs, it is known that Θ(log n) rounds are sufficient [34, 42, 47, 74] while for social
networks represented as Preferential Attachment graph, Chierichetti et al. [28] showed that
Push-Pull protocol informs all vertices within O(log2 n) rounds, whp. The latter has been
further improved to Θ(log n) by Doerr et al. [43]. Doerr et al. [43] also showed how to
obtain optimal runtime for these types of graphs by modifying Push-Pull protocol.

In relating runtime of rumor spreading with conductance in general graphs, Chierichetti et
al. [27] first showed that Push-Pull protocol broadcasts the message withinO(Φ−6(G) log4 n)

rounds whp, and later the same authors improved the bound to O( log2 1/Φ
Φ log n) in [26].

Giakkoupis [53] closed the gap by providing a tight bound of Θ((1/Φ) log n).
Censor-Hillel and Shachnai [24] slightly modified the random protocol by adding some

determinism in it. They analysed their protocol based on a different notion they called “weak
conductance”. Recently, Censor-Hillel [22] modified Push-Pull protocol in order to solve
the information dissemination problem with no dependence on conductance and showed
that this new protocol solves the rumor spreading problem in at most O(D + polylog(n))

rounds in a graph of diameter D. Nevertheless, their protocol is not the classical Push-Pull

protocol.
The results mentioned above apply to the synchronous model. In the asynchronous

model, Sauerwald [102] showed that for Push protocol, the expected number of rounds
for rumor spreading is asymptotically equivalent to the expected number of rounds in the
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synchronous model for Push protocol. He introduced a new measure that considers for each
1 ≤ k ≤ n− 1 the subset X of k vertices that minimises

∑
v∈X degXc(v)/deg(v) (denoted

as Φk). The expected runtime of Push protocol in the asynchronous model has then been
shown to be at most

∑n−1
k=1 1/Φk. More recently, Kowalski and Thraves Caro [77] defined

another new measure that is relatively tight estimate of runtime of rumor spreading by
Push-Pull protocol.

Challenges

Whilst it has been shown in [68, 69] how the threat of species’ extinction could be limited
by creating new habitats as “corridors” or “stepping stones” in order to allow species to shift
through unsuitable landscapes and to help them colonise new suitable regions, however,
it is still difficult for conservationists to make decisions that can facilitate range shifts in
large landscapes and may even determine survivability of the species. From computational
perspective, estimating the invasion time by running simulations is very time consuming, as
the existing full model is based on a Markov Chain of exponential number of states with
respect to the landscape size; therefore, in practice, this method is not suitable especially in
case of frequent environmental changes or for environmental planning.

The main challenge in this part of our work is:

how to estimate the duration of the invasion process especially in large landscapes
in a fast way with high accuracy.

We first adapt the new measurement that Kowalski and Thraves Caro have recently
developed [77]. This measurement gives a tighter estimate of the time of rumor spreading
and therefore we analyse and relate this time to the expected time of the invasion process.
Therefore, the challenge here is to extend the work from undirected unweighted network;
in other words, all weights were set to 1 to directed weighted network, which is the case
of invasion. Furthermore, the second related challenge is to give a more precise prediction
formula for the invasion time such that we get a good trade-off between quality of estimate
and actual computation time.
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4.1.3 Contributions and organisation of the chapter

Contributions

Our contribution is three-fold. We firstly introduce a new theoretical measure γ that
estimates the expected runtime of invasion process for a given landscape. In particular:

• We show that the proposed measure estimates from above the expected number of
rounds in asynchronous and synchronous execution, in the latter with additional
logarithmic (additive) component (Theorem 2).

• We prove that the new measure is inversely proportional to the conductance of the
proposed flow network with a logarithmic factor (Theorem 3).

Secondly, based on our theoretical investigations, we introduce and justify more precise
prediction formula for the Invasion Time (IT) (Equation (4.1)). We compare how good the
obtained prediction formula is with respect to the previously used full simulation method,
by applying these methods (i.e., IT formula and full simulation) to three real heterogeneous
landscapes in Great Britain. These landscapes are of low, medium, and high quality. We
then interpolate, by simulation, constant c in the prediction IT formula (Equation (4.1)) in
order to make it even more accurate.

Finally, we verify our new prediction formula IT by performing the formula and sim-
ulation on a random selected landscape of mixed quality and of height that is different
than the height in the studied landscapes (i.e., the three landscapes mentioned above) and
comparing the obtained invasion times from these methods. Following that, we show that
by the prediction IT formula we obtain quite accurate estimates of the invasion runtime in
much lower computational cost (computation time and memory).

We believe that our theoretical and simulational results form a convincing background
for further work in this direction, to obtain even better accuracy in prediction of invasion
time for real landscapes.

Organisation of the chapter

Section 4.2 introduces a new theoretical measure γ that estimates the expected runtime
of invasion process for a given landscape. It is also introduces a new prediction formula
IT for the Invasion Time. Section 4.3 shows the theoretical analysis of the new theoretical
measure γ to approximate the number of rounds (round complexity) in asynchronous and
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synchronous executions of the invasion protocol. Section 4.4 focuses on adjusting the
proposed prediction formula (i.e., IT formula) using simulation and presents the results for
the considered landscapes of low, medium, and high quality. Section 4.5 focuses on verifying
the prediction formula in a random selected landscape of mixed quality and presents the
results of verification. Section 4.6 illustrates the improvement in memory and time using
the proposed IT formula. Finally, Section 4.7 discusses some possible future work.

4.2 The new measure

Let us define a new measure to estimate invasion time — the γ measure. This measure can
be seen as the weighted and edge-oriented version of the measure introduced by Kowalski
and Thraves Caro [77] in the context of rumor spreading.

For a given network N = (s, t, V, E), with source s, target t, set of intermediate vertices
V and set of directed weighted edges E, we define the following new parameter:

βk(N) = min
X:X⊆V,s∈X,t/∈X,|X|=k

∑
v∈X

∑
u∈Xc

p(v, u) ,

where p(v, u) is the weight of edge (v, u). This parameter captures the worst-case bi-
directional expansion through a cut of one border of size k. Our new measure, used later
for estimating invasion time, is defined as follows:

γ(N) =

n−1∑
k=1

1

βk(N)
.

We may skip parameter N from the above parameters γ(N), βk(N) if network N is clearly
understood from the context.

4.2.1 Estimating parameters via network flow

We propose to use a network flow approach to model and estimate the invasion process.
For this, we build a network to represent a given landscape graph G of size H ×W in
the case of invasion (recall the definition of invasion time in Section 4.1). We adapt our
proposed sparsification method in Chapter 3 to compute the distance R using Equation (3.4)
for the given landscape graph G, therefore the invasion time could be well estimated
while restricting to links between patches of distance at most R. We number columns
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starting from 0 and we assume that the area (patches) between column 0 and 9 inclusive
is populated. We also assume that column number 19, 29, 39, . . ., and W − 11 as the
first column of the target area, where the target area is of 10 columns length. For each
prefix of size H × 29, H × 39, . . ., H ×W − 2, we define a sub-landscape graph G′ of
size H × (max{0, 10i − 2R − 10} : 10i − 1 + 9), where i = [2, W−10

10 ]. Then, we build an
invasion network N to represent G′ graph as follows.

Invasion network N and estimating Invasion Time (IT). The invasion network N
for the sub-landscape graph G′ of size H × (max{0, 10i − 2R − 10} : 10i − 1 + 9) is
defined as follows. We distinguish two sets of vertices (each of length 10 columns): the
initial populated set S which contains vertices between column max{0, 10i− 2R− 10} and
column max{0, 10i − 2R − 1}, including these two columns, and the target set T which
involves vertices in the area between column 10i− 1 and column 10i− 1 + 9, including these
two columns. We add a virtual source vertex s and connect it to each vertex in the initial
populated set S by a directed edge with a weight λ, where λ is the maximum, over all vertices,
of the sum of the weight of adjacent edges, λ = max {λv : v ∈ V }, where λv =

∑
u∈V p(v, u).

We also add a virtual target vertex t and connect each vertex in the target set T to the
additional target vertex t by a directed edge with weight λ. Each intermediate vertex (except
the source vertex s and the target vertex t) is connecting to all other vertices by edges
and given weights that equal to the transition probabilities p(v, u) between the patches,
using Equation (2.1). A constructed invasion network N for a given landscape is given in
Figure 4.1. We compute the network flow of this constructed network with the weight as
the capacity.

For a given landscape graphG of sizeH×W , we consider column number 19, 29, 39, . . .,W−
11 as the first column of the target area and we compute invasion time for each target area.
The estimated Invasion Time (IT) for the target area of 10 columns length and started at
column 10i− 1 is defined as:

IT (10i−1) =



ln(#̂[0:10i−1+9])
max-flow([0:10i−1+9]) · c

if 1 < i ≤ W−10
10 and 10i− 1 < 2R+ 9

IT (10i− 11) + ln(#̂[10i−2R−10:10i−1+9])
max-flow([10i−2R−10:10i−1+9]) · c

if 1 < i ≤ W−10
10 and 10i− 1 ≥ 2R+ 9

(4.1)
where c is a small constant to be interpolated by simulation in Section 4.4 and #̂ is the
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total number of non-zero patches between two specified columns [start-column:end-column],
including these two columns.

In the following Section 4.3 we develop a theory justifying that the formula defined by
Equation (4.1) is a good asymptotic estimate of the invasion time.

4.3 Theoretical part — estimates of invasion runtime in real
landscapes

Recall that for a given landscape graph G = (V,E), distinguished source and target vertices
(patches), the invasion process is to populate any of target vertices when starting from
the source vertices, and we aim to approximate the time performance of this process. The
vertex is populated by means of an invasion protocol. The invasion protocol keeps checking
edges, one after another (recall definitions of synchronous and asynchronous executions in
section 4.1.1), by generating a random number from 0 to 1; if the number is smaller than
the weight of the edge and the beginning of the edge is populated, then the end of the edge
becomes populated as well (unless it has been populated earlier).

Using the new measure γ, in this section we first give the upper bound of the expected
number of rounds (round complexity) in asynchronous and synchronous execution of the
invasion protocol on any given landscape graph. Then, we present the upper bound of the
invasion time of the invasion protocol (asymptotically) on any given landscape graph.

Theorem 1. For any landscape graph G, the expected asynchronous round complexity
of invasion protocol is O(γ(N)), where N is the invasion landscape network of landscape
graph G.

Proof. We partition an asynchronous execution of invasion protocol into consecutive phases
as follows: phase k contains steps in which exactly k vertices are populated. Note that
some phases may be empty, and the partition into phases is related with the partition
into asynchronous rounds, though the former depends on the random choices made in
asynchronous steps while the latter is fixed (i.e., each round contains exactly m asynchronous
steps).

Observe that the expected number of steps in phase k is at most 1/βk(N). Indeed, letW
be the set of k populated vertices during phase k. The probability that a single population
operation populates some unpopulated vertex in W c from some populated vertex in W (i.e.,
the probability of selecting an edge between W and W c) is 1

m

∑
v∈W

∑
u∈W c p(v, u).



60 4.3. Theoretical part — estimates of invasion runtime in real landscapes

Therefore, the probability of populating some unpopulated vertex, when the phase will
terminate, is at least

1

m

∑
v∈W

∑
u∈W c

p(v, u) ≥ βk(N)

m
.

Because population operation is applied independently for edges in consecutive steps, the
expected time for termination of the phase is at most m

βk(N) . Hence, the expected time of
invasion, in terms of steps, is the sum of expected numbers of steps over 1 ≤ k ≤ n−1, which
gives at most

∑n−1
k=1

m
βk(N) steps, which in turn is equal to γ(N) asynchronous rounds.

The proof of the following theorem is analogous to the one in [77] (the main difference
is that we consider random sequence of edges instead of vertices) and we give the proof for
completeness.

Theorem 2. For any landscape graph G, the number of rounds in an asynchronous execution
of invasion protocol is asymptotically not bigger than the number of rounds in a synchronous
execution of invasion protocol plus log n, with high probability. On the other hand, the
expected number of rounds in a synchronous execution of invasion protocol on landscape
graph G is O(γ(N)+log n), where N is the invasion landscape network of landscape graph G.

Proof. Consider an asynchronous execution of invasion protocol. Partition asynchronous
steps into consecutive rounds. Consider a modified invasion protocol, executed in asyn-
chronous model, in which each vertex remembers whether it has already populated some
unpopulated vertex in the current round or not; if it has, it skips any other possible action
in this round even if it is selected by the asynchronous mechanism (i.e., by the model feature
that randomly schedules edges to execute their populating operation in the execution). This
protocol is clearly not faster than the original invasion protocol in asynchronous model.

In order to compare the round complexity of an asynchronous execution of the modified
protocol with a synchronous execution of invasion protocol, let us fix a sequence of random
bits used by edges in a synchronous execution of invasion protocol, i.e., bits for performing
populating operation. Let G be a given n-vertex landscape graph. Consider a vertex v
and the path from the source of the invasion to vertex v through which populating v is
performed in the considered execution of invasion with the fixed bits (i.e., to each vertex
on this path, the first populated vertex comes through its predecessor on this path). Now
consider an asynchronous execution of the modified protocol for the same set of random
bits. Note that we fix only bits used for populating operation, while bits used to generate
an asynchronous order of active edges are still random.
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The probability that the number of rounds needed for populating vertex v through the
same path in asynchronous execution of the modified protocol is asymptotically different
than the number of rounds used in the corresponding synchronous execution (i.e., for the
same fixed sequence of random bits for invasion) plus/minus log n, is polynomially small.
Here the probability distribution is over random bits used for selecting an asynchronous order
of edges. This result holds by applying Chernoff bound and the fact that the probability of
not skipping a round by a vertex on the path is at least 1− (1− 1/n)n = Ω(1). Taking a
union bound of the above events, over all sequences of bits for invasion operation and over
all edges m, we obtain the result claimed in the first part of the theorem.

In order to prove the second part, we observe that the modified protocol in asynchronous
environment completes invading targets on landscape graph G in O(γ(N)) rounds, in
expectation. Indeed, we enhanced the proof of Theorem 1 in a way to capture the skipped
steps made by the modified protocol: an invasion step is skipped with a constant probability,
as the expected number of repetitions of vertices within a round is a constant. This
probability introduces an additional constant in front of all the formulas in the original proof
of Theorem 1, which however does not change the asymptotic result of O(γ(N)) rounds, in
expectation. Next we apply the relation between the round complexity of a synchronous
execution of invasion and an asynchronous execution of the modified protocol, prove in
the previous paragraph. This immediately implies the expected O(γ(N) + log n) round
complexity of a synchronous execution of invasion protocol.

It follows that the asymptotic bounds on synchronous invasion protocol apply also to
asynchronous invasion protocol, modulo an additive logarithm of n.

The following theorem is the main theoretical finding, which will be later used for
comparison with simulation results. Denote maxv∈V vol(v) by volmax and minv∈V vol(v) by
volmin, and assume that they are constants (depending on the landscape).

Theorem 3. For every landscape with n patches and its invasion landscape network N ,
it holds that the invasion time of the invasion protocol is O

(
d logn

Φ(N)e
)
, where Φ(N) is the

conductance of N .
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Proof. By Theorem 2, it is enough to show that γ(N) = O
(

logn
Φ(N)

)
. The following holds:

βk(G) = min
X:X⊆V,|X|=k

∑
v∈X

∑
u∈Xc,(v,u)∈E

p(v, u)

≥ min
X:X⊆V,|X|=k

(
k · volmin ·

∑
v∈X

∑
u∈Xc,(v,u)∈E p(v, u)∑
v∈X vol(v)

)
≥ k · volmin · Φ(N) .

Finally, we get

γ(G) =
n−1∑
k=1

1

βk(G)
≤

n−1∑
k=1

1

k · volminΦ(N)
=

Hn−1

volminΦ(N)
= O

(
log n

Φ(N)

)
.

Observe that, although the exact computation of conductance (or γ) is hard, for small
landscapes N of width 2R with added source and target patches, where R is the sparsification
distance from Equation (3.4), Φ(N) could be well estimated by minimum cut in the graph,
which is equal to maximum flow in the graph (by the well-known min-max theorem). This
combined with Theorem 3 justifies the (asymptotic) prediction formula IT introduced in
Equation (4.1): the formula is a sum of estimates of the invasion times over a sequence of
small and partly overlapping landscapes (of width 2R). In Section 4.4 we will interpolate
constants in the formula, and in Section 4.5 we verify it for a randomly selected landscape.

4.4 Adjusting the prediction formula by simulations

In this section we presents the studied landscapes in this chapter that used to examine the
proposed prediction formula (Equation (4.1)). We also describe the simulation environment
and adjust the prediction formula using simulations.

4.4.1 The studied landscapes

As mentioned in Chapter 2, the dataset of the 1km resolution raster version of the Land
Cover Map 2007 (LCM2007) for Great Britain [91] is used for evaluation purposes. To
examine and evaluate the proposed prediction formula, three landscapes from different maps
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of the aggregate classes are extracted. Recall that in such an extracted landscape, if the
average of all patches’ qualities is between 0% and 5%, 5% and 25%, 25% and 100%, then
the landscape is of low, medium, and high quality, respectively. For each quality type, we
extract a rectangular landscape that consists of 5 rows/height and 299 columns/width (see
Figure 4.2). Landscapes of low and medium qualities were extracted from the semi-natural
grassland GB map (aggregate class), while the one of high quality from the improved
grassland GB map (aggregate class).

Figure 4.2: The studied landscapes. Three rectangular landscapes of size 5× 299 and of
low, medium and high quality extracted from LCM2007 GB maps (aggregate classes). In
each landscape, the colour corresponds to the quality of each patch; black, blue, green, and
red corresponds to zero, low (0.01-0.05), medium (0.05-0.25), and high quality (0.25-1),
respectively.

On these extracted rectangular landscapes, it has been assumed that all patches at the
first 10 columns of each landscape are occupied by species and the goal is estimate the time
needed to populate any of patches at an target area. It has been assumed that the length of
the target area is 10 columns. Columns number 19, 29, 39, . . . , W-11 have been considered
as the first column of the target areas for the occupied patches at the first 10 columns.
Therefore, each landscape has been extracted according to the following criteria:

1. All source patches at the first 10 columns are non-zeros in quality.

2. At least one of the patches at each target area (i.e., 19-28, 29-38, 39-48 etc.) is
non-zero in quality.

4.4.2 Simulation setting and adjusting prediction

The simulation is directed at three goals. The first is to compute the invasion time using the
full simulation method and investigate how the dispersal coefficient α and landscape quality
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affect on the invasion duration. The second is to compute the invasion time based on the
proposed prediction method in Section 4.2.1 (Equation (4.1)), which is based on computing
maximum flow for the constructed invasion landscape network N using one of the known
algorithms1. The third goal is to adjust the prediction formula IT (Equation (4.1)) using
simulations. Finally, we aim to combine results from simulation and the proposed prediction
formula for invasion and compare them.

One important characteristics to consider when computing the total time of invasion
is also the number of iterations needed for the (average) invasion time to stabilise on
the outputted duration of invasion. Accordingly, we define the Stabilisation Time (ST)
for a given landscape as the time t such that the change in average number of rounds
for the Invasion Time (IT) between t and 2t is less than or equal to 2%: ∀τ ∈ (t, 2t],
|IT (τ)− IT (t)| ≤ 0.02 · IT (t), where IT (τ) =

∑τ
j=1Rounds(j)

τ and Rounds(j) is the number
of rounds needed for invasion at iteration j.

For each prefix 5× 30, 5× 40, 5× 50, . . . , 5× 299 in each extracted rectangular landscape
in Figure 4.2 we run the following procedure. We run full simulation until stabilisation point
and compute the average number of rounds over 2ST independent iterations (approximated
invasion time) and the execution time of simulation. Then, we compute the invasion time
based on computing maximum flow for the constructed invasion landscape network N (as
described in Section 4.2.1) and the execution time of computing flows (as presented in
Algorithm 3 with input parameters and output variables presented in Table 4.1). Finally, we
compare the invasion time produced by these two methods by computing the ratio between
them (invasion time by simulation over invasion time by prediction formula). That has been
done for different values of the dispersal coefficient α: 0.25, 0.5, 1 and 2.

Interpolating constant c in IT formula (Equation (4.1)) based on simulations.
In order to interpolate constant c in the IT prediction formula (Equation (4.1)), we do the
following. We first compute the ratio of invasion time (simulation results over prediction
results assuming c = 1) for each prefix in each of the studied rectangular landscapes (low,
medium, high). Then, we divide the ratio of the medium and high qualities by the ratio
of low quality. Finally, we compute constant c that gives the smallest distance between
simulation and prediction curves (the best c that makes the invasion time ratio closer to 1).
Table 4.2 shows the interpolated constant c (using simulation) for each landscape quality
and each dispersal coefficient α.

1We use NetworkX package in Python programming language to calculate maximum flow.
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Table 4.1: Input parameters and output variables for Algorithm 3.
Input parameters:

1. G: 2-dimensional array stores qualities of patches in a given real
landscape

2. S: vector containing indices (i, j) of initial populated patches
(source patches)

3. T : vector containing indices (i, j) of unpopulated target patches
4. α: given number > 0

Output variables:

1. Maximum flow for the invasion network
2. Execution time of computing max-flow

Algorithm 3 Modelling invasion process using network flow method (G,S, T, α)
1: function Compute max-flow(G,S, T, α)
2: start ← record start time of computing max-flow
3: rows ← number of rows in G
4: columns ← number of columns in G
5: patches ← rows · columns
6: s ← 0
7: t ← patches+1
8: Create array C[patches+ 2, patches+ 2] ← 0
9: for each non-zero patch in S do

10: C(s, patch) ← λ

11: for each non-zero patch in T do
12: C(patch, t) ← λ

13: for i← 1 to patches do
14: for j ← 1 to patches do
15: C(i, j) ← Transition probability between patches i and j
16: Max-flow← compute maximum flow (C, s, t)
17: end ← Record end time of computing max-flow
18: ExecutionTime ← end - start
19: return Max-flow, ExecutionTime

4.4.3 Simulation results vs. prediction results

For each prefix 5× 30, 5× 40, 5× 50, . . . , 5× 299 in each extracted rectangular landscape of
low, medium, and high quality, we compute the approximated invasion time (i.e., average
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Table 4.2: The interpolated constant c for each landscape quality and dispersal coefficient α.
Landscape quality α=0.25 α=0.5 α=1 α=2
Low 1 1 1 1
Medium 1.3 1.45 1.65 1.8
High 1.35 1.65 1.95 2.35

number of rounds over 2ST independent repetitions) using full simulation method and
the proposed method (i.e., Equation (4.1) with constants in Table 4.2) which based on
computing maximum flow in the constructed invasion landscape network. Both simulation
and prediction results show that the invasion time grows with the growth of the prefix width.
Prefixes of low quality take longer time (larger number of rounds) than medium quality
to be invaded, while high quality prefixes need shorter time. The increase in the dispersal
coefficient α from 0.25 to 2 shows an increase in the invasion time in all qualities (for detail
results, see Figures 4.3-4.5).

Importantly, based on theoretical analysis of the new γ measure to approximate the
number of rounds (invasion time) in Section 4.3 we compute the ratio between the computed
invasion times by simulation and prediction for each prefix. Comparison of the obtained
results based on the full and flow methods shows that our proposed flow-based estimation
(Equation (4.1) with constants in Table 4.2) gives a good approximation for the invasion
time, as shown in Figure 4.6. The invasion time ratio is around one in all types of quality
(low, medium, and high) and for different values of the dispersal coefficient α.

4.5 Verification of the prediction formula

In order to test the robustness of our proposed prediction method (i.e., Equation (4.1) with
constants in Table 4.2), we performed verification in a landscape of mixed quality which
is selected randomly from semi-natural grassland GB map [91], see Figure 4.7. To ensure
robustness, we verify our new method on a landscape of 10 rows and 299 columns, where the
height is different than the height in landscapes used in Section 4.4 (we double the height).

For each prefix 10× 30, 10× 40, 10× 50, . . . , 10× 299 on this extracted landscape and
for each considered value of the dispersal coefficient α, we run full simulation method
and our proposed prediction method (i.e., Equation (4.1) with constants in Table 4.2) in
order to get the estimated time of invasion as well as the execution time of simulation and
prediction. Then, we compute the ratio of the estimated time of invasion (i.e., invasion time
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Figure 4.3: The Invasion Time (IT) using full simulation method and the proposed prediction
method for each prefix in the landscape of size 5× 299 and of low quality. This is done for
different values of the dispersal coefficient α: 0.25, 0.5, 1 and 2.

by simulation over invasion time by prediction).

Figure 4.9 gives the ratio of invasion time. As presented in the figure, the ratio is
between 0.5 and 1 for α equal to 0.25 and 0.5 and is much better and much closer to one
for α equal to 1 and 2 (for detail results, see Figure 4.8).

Additionally, we compute the error rate between the presented invasion time ratios in
Figures 4.6 and 4.9 to see the precision of our prediction when the height of the landscape
is doubled. The error rate for a fixed α is defined as:

∑j
i=1(a−b)2

j , where a is the average
of the invasion time ratio over all three types of quality, b is the invasion time ratio in the
mixed qualities landscape, and j is the total number of prefixes. It has been illustrated by
the verification experiment that the accuracy of our new prediction method is very good as
when the height of the landscape is increased to the double and the chosen landscape is of
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Figure 4.4: The Invasion Time (IT) using full simulation method and the proposed prediction
method for each prefix of themedium quality landscape of size 5×299, for α = 0.25, 0.5, 1, 2.

mixed qualities, the error rate is small between 2% and 4%. The error rates are 0.04, 0.02,
0.04, and 0.04 when α are 0.25, 0.5, 1, and 2, respectively.

To summarise, the verification experiment has confirmed that the desired accuracy
(simulation over prediction '1) has been achieved using the developed formula for the
invasion time. Moreover, the error rate between the invasion time ratios (Figures 4.6
and 4.9) is small (0.02 & 0.04) for all values of the dispersal coefficient α. On the other
hand, it seems that the precision of our prediction drops with the increase in the height of
the landscape.
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Figure 4.5: TheInvasion Time (IT) using full simulation method and the proposed prediction
method for each prefix of the high quality landscape of size 5× 299, for α = 0.25, 0.5, 1, 2.

4.6 The improvement in time and memory

This section shows how much computational time and memory we save when using the
proposed prediction method (Equation (4.1)) for properly selected distance R (using Equa-
tion (3.4)) to compute the invasion time.

4.6.1 Saved time

The carried experiments in this part of our work demonstrate that the actual execution time
needed to compute the estimated duration of the invasion process is substantially reduced
by our new prediction method (Equation (4.1)) for all landscapes of different qualities.
Figure 4.10 illustrates how much the prediction method is faster than the full simulation
method for all four considered landscapes. In many cases, the full simulation method
takes 10-10000 times longer to compute invasion time and this ratio can become as high as
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Figure 4.6: The ratio of invasion time (simulation over prediction) for each prefix in each
of the studied landscapes (low, medium, high) when the dispersal coefficient α takes four
values: 0.25, 0.5, 1 and 2.

Figure 4.7: Mixed quality landscape of size 10 × 299 used to verify the new proposed
prediction method. The colour corresponds to the quality of each patch; black, blue, green,
and red corresponds to zero, low (0.01-0.05), medium (0.05-0.25), and high quality (0.25-1),
respectively.

94000 for low quality landscapes. We note that in general, for a given landscape width, the
speedup of the prediction method increases as the dispersal coefficient α increases. On the
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Figure 4.8: The Invasion Time (IT) using full simulation method and the proposed prediction
method for each prefix in 10× 299 landscape of mixed qualities, for α = 0.25, 0.5, 1, 2.

other hand, in most cases, when α is fixed, the speedup increases as the width of landscape
increases.

In more details, in the landscape of size 5× 299 and of low quality, the execution time of
full simulation is 9086.29 seconds while it takes only 0.09 seconds to compute invasion time
using the new prediction method. That means the full simulation method takes around
94000 times longer to compute. We could envisage that when we are running the full
simulation in a very large landscape e.g., a landscape of size 500× 500, the computation
time will be substantially reduced from maybe days/weeks to hours.

4.6.2 Saved memory

In order to investigate the saved memory, we compute the sparsification rate. It is defined
as the ratio of the total number of edges between patches in the landscape over the total
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Figure 4.9: The ratio of invasion time (simulation over prediction) for each prefix in 10×299
landscape of mixed qualities when the dispersal coefficient α takes values: 0.25, 0.5, 1 and 2.

number of edges between patches in the constructed invasion landscape network N ; in both
numbers we count only edges with both ends of non-zeros quality. Figure 4.11 illustrates
the sparsification rate versus the landscape width.

Generally, the relation between the sparsification rate and the landscape width can be
seen as a linear tendency, where the linear coefficient grows linearly with α. As can be seen
in Figure 4.11, the sparsification rate depends on the computed local distance R for each α:
the rate increases with the decrease of R. For instance, the rate increase in all qualities
for α = 2 refers to a decline in R; where R depends on α: R declines with the increase in α
from 0.25 to 2 (see R values in Table 4.3).

Table 4.3: The computed distance R (using Equation (3.4)) for each landscape quality and
dispersal coefficient α.

Landscape quality α=0.25 α=0.5 α=1 α=2
Low 38 21 12 8
Medium 40 22 13 8
High 42 22 12 7
Mixed 41 22 12 10

To summarise, the experimental part in this part of our work has confirmed the following:
the desired accuracy (simulation over prediction '1) has been achieved using the developed
formula for the invasion time (Equation (4.1)) and constants c in Table 4.2. Moreover,
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Figure 4.10: The ratio of the execution time (simulation over prediction) with logarithmic
scale versus the landscape width in each of the considered landscape (low, medium, high,
and mixed) when the dispersal coefficient α equals: 0.25, 0.5, 1, and 2.

saving in computational time and memory is rapidly growing with the dispersal coefficient α
and the landscape width.

4.7 Further research

In this chapter, we introduced a new way to estimate the time of invasion process using
a powerful computational approach based on conductance and network flow theory. A
further goal of our research is to extend the work to consider estimation of invasion time
in two-dimensional squared landscapes as it seems that the precision of our prediction
formula drops with the increase in the height of the landscape. We will first consider
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Figure 4.11: The ratio of the sparsification rate (simulation over prediction) versus the
landscape width. That done for different values of the dispersal coefficient α: 0.25, 0.5, 1
and 2, and for each landscape quality (low, medium, high, and mixed).

applying the prediction formula (i.e., the method as it is without any modification) directly
to two-dimensional square landscapes, then investigate how to modify it to obtain a good
accuracy in the prediction of invasion time, if needed.



Chapter 5

Minimising Duration of Invasion
Process

In this chapter we show how to manipulate landscapes within some pre-defined budget in
order to minimise the duration of the invasion process. We first use the method proposed in
Chapter 4, which is based on the network flow theory, to approximate the time taken by
species to invade landscapes and reach the targets. Based on this, we propose and test a new
method that can help to compute the best locations in real landscapes in order to restore
habitat which leads to minimising the expected time taken by species to invade and reach
targets. Following that, we compare the new optimisation method with other two baseline
methods by running simulations on the new modified landscapes, which are produced by
the three methods (i.e., our new optimisation method and the two baseline methods), and
study the effect of different landscapes’ modifications on the invasion process. We finally
show by evaluation that the proposed optimisation method outperforms the competitive
baseline methods in terms of proposing landscape modifications that minimise the expected
time of the invasion process.

5.1 Min-invasion-time problem

Climate change is a growing threat to species throughout the world and interacts with the
major threats to biodiversity, which are habitat loss and fragmentation [20, 96]. It has been
observed that species can respond to these threats by (shifting) invading their geographic
ranges [25, 112], however in order to do so, they need sufficient habitat in the range where

75
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they exist, in the range where they are going to be as well as any intermediate areas in
between to enable species population survival and colonisation [62, 66, 70]. This means that
the availability of suitable habitat is very important to protect and conserve species [73, 98].
One of the best ways to protect species against extinction is to prevent their deterioration
by restoring habitat. To protect and restore habitat on landscapes, computational decision
support tools are needed to find the best locations in landscapes for habitat restoration,
given that land and funding for conservation are limited. In a changing climate, the best
locations are arguably the places that are most likely to lead to a large decline in the
expected time for species to invade landscapes and speed up reaching the target locations.

The field of ’systematic conservation planning’ already uses some optimisation techniques,
mostly based on integer or linear programming [89], however these have not been applied to
the goal of minimising invasion time, partly because this is a more complex, likely non-linear
problem. Hodgson et al. in [71] made some progress in developing heuristics to improve
landscapes in a stepwise manner, by showing that some network properties (based on circuit
theory) can predict the marginal change in invasion time upon adding or removing a network
node.

In this chapter, we aim to study how to improve the invasion process, in particular,
how to increase the speed of invasion, by modifying landscapes. We consider the scenario
where we are given a certain budget that we can use to modify the landscape, e.g., but not
restricted to, to enlarge patches that are populated or add new patches to form stepping
stones or corridors. We restrict our attention here to increase quality of some selected
patches within the given budget. This problem can be seen as an optimisation problem in
which we want to determine the best locations to do modifications (i.e., to spend budget)
on landscapes, which will lead to minimising the duration of the invasion process.

Based on the developed method in [4] (our new method presented in Chapter 4), we
first propose and test a new method that determines the best locations in the network, hence
the landscape, to spend a bounded given budget. We model and solve this optimisation
problem, called min-invasion-time problem, as a convex program. Then, we compare our
optimisation method with two baseline methods by implementing them on real landscapes to
produce improved landscapes. On these improved landscapes, we run simulations to find out
how the duration of the invasion process is influenced by the landscapes’ modifications.
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5.2 The solutions to the min-invasion-time problem

In the min-invasion-time problem, the goal is to find the best locations (i.e., vertices or
patches) to increase their qualities by bounded weights, where the overall of the added
weights is restricted to a limited budget, such that the invasion time is minimised. We
first introduce two baseline optimisation approaches, called random allocation approach and
heuristic approach, that we use to evaluate the quality of our new optimisation approach,
called Convex Programming for the Inverse of Maximum Flow (CP-IMF), to the problem.

5.2.1 Random allocation approach

The random allocation approach is a very simple and natural approach in which for a given
landscape graph, distinguished source and target patches, we choose a patch v randomly
that does not belong to the source and target patches and its quality value q(v) is less than
one. Then, we increase the quality value of the chosen patch v by a weight w(v), which is a
generated random number between zero and 1− q(v). This scenario is repeated many times
until there is no more budget to be spent.

We repeat the whole process four times to produce four different random solutions.
For each random solution, we run simulations 100 times, independently, to estimate the
expected invasion time in each of these four landscapes. Then we compute the average
expected invasion time over the four expected invasion times computed in simulations.

5.2.2 Heuristic approach

The heuristic approach is an optimisation method developed by Hodgson et al. in [71]
to manipulate landscapes to improve the expected time of invasion. In their work, they
used the electrical circuit theory to approximate the duration of the invasion process. In
particular, they approximated the time for the species to reach the target by the overall
resistance of a circuit with patches as vertices (equivalent to the vertices of our graph G),
colonisation times as links (symmetric and equivalent to our edge transition probabilities
(Equation (2.1) in Chapter 2)), and fixed potentials at the source (1) and target (-1) nodes.
Based on this, their optimisation method is to compute the electrical power of every link
(graph edge) as current flow · potential difference, find the link with the highest power
and add habitat to the cell located halfway along that link (see [71] for more details). In
our implementation, we increase the quality q(v) of the patch v, which is located halfway
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along the link with the highest power between two patches by a weight w(v), which is equal
to 1− q(v). We repeat this scenario until we spend the whole budget. Both the heuristic
approach and the random approach are applied to the entire graph G, rather than to the
sub-networks N . Addition of habitat to the source and target sets S and T is not allowed.

5.2.3 Convex Programming for the Inverse of Maximum Flow (CP-IMF)

The CP-IMF approach is the main contribution of this chapter – a new optimisation
method based on convex programming. This approach is basically use our new method
introduced in Chapter 4, i.e., the invasion time formula (Equation (4.1)). Recall that for a
given landscape graph G, we consider W

10 − 2 sub-landscapes covering the whole landscape
such that each one of these sub-landscapes has width of 2R with added source and target
patches, where R is a sparsification parameter corresponding to the landscape G (recall
the computation of parameter R for a given landscape in Equation (3.4), Chapter 3). For
each of these sub-landscapes, we define a constructed network N (recall the construction of
network N in Chapter 4, Section 4.2.1); the family of all these sub-landscapes and their
corresponding networks is denoted by N. Consider a directed network N ∈ N with a set of
vertices VN , which consists of all vertices of the sub-landscape, and set of edges EN . The
populated source patches and the unpopulated target patches in network N are denoted
by SN and TN , respectively. Recall that each vertex v ∈ VN \ {s, t} ⊆ V is associated
with a quality q(v). In the min-invasion-time problem, each edge e = (v, u) ∈ EN has a
nonnegative capacity c(v, u) which represents the maximum flow that can pass through the
edge and equal to the transition probability p(v, u) (Equation (2.1) in Chapter 2) between
the vertices plus an additional weight w(v). Let B denote the budget to be distributed
and added to the landscape graph, where the budget is a number given as input such that,
0 < B ≤ n−Q. There are three decision variables. The first decision variable is w(v) per
vertex v ∈ V . Each w(v) represents a weight of vertex v to be added to the quality q(v) of
vertex v and satisfies the following allocation restrictions:

1. Weight constraint:

0 ≤ w(v) ≤ 1− q(v), for each vertex v ∈ V.

2. Budget and weight constraint: ∑
v∈V

w(v) ≤ B.
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The second decision variable is a function fN assigning each edge e = (v, u) ∈ EN a value
fN (e) in [0, 1]. Each fN (e) represents a flow from vertex v to vertex u in a network N .
Function fN satisfies the following constraints:

1. Capacity constraints:

0 ≤ fN (e) ≤ λ, for each edge e from s to v ∈ SN

0 ≤ fN (e) ≤ λ, for each edge e from v ∈ TN to t

0 ≤ fN (e) ≤
[
q(v) + w(v)

]
· exp (−αd(v, u))(

2π
α2

)
− 1

,

for each edge e from v to u, where v and u ∈ VN \ {s, t}.

Recall that λ is an associated capacity to each directed edge from the virtual source
vertex s to each vertex in the initial populated set SN , and to each directed edge
from each vertex in the target set TN to the additional target vertex t; where λ
is the maximum, over all vertices V , of the sum of the weight of adjacent edges,
λ = max {λv : v ∈ V }, where λv =

∑
u∈V

p(v, u).

2. Flow conservation constraint:∑
e→v

fN (e) =
∑
e←v

fN (e), for each vertex v ∈ VN \ {s, t}.

The third decision variable is MN per network N ∈ N. Each MN represents the value of a
maximum flow in a network N and satisfies the following constraint:∑

e←s
fN (e) ≥MN , for each network N ∈ N.

For each network N ∈ N, CN denotes a constant, which is the average of the total number
of vertices in network N that have non-zero quality and the total number of all vertices in
network N .

The min-invasion-time problem is to find the best allocation of a given budget B in a
given landscape graph that minimises the total cost (i.e., the expected time of invasion)
subject to the budget allocation restrictions as well as the capacity and flow conservation
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constraints. It can be written as a convex program:

minimise
∑
N∈N

CN
MN

subject to:
0 ≤ w(v) ≤ 1− q(v), ∀v ∈ V∑
v∈V

w(v) ≤ B

0 ≤ fN (e) ≤ λ, ∀N ∈ N ∀e = (s, v) ∈ EN v ∈ SN
0 ≤ fN (e) ≤ λ, ∀N ∈ N ∀e = (v, t) ∈ EN v ∈ TN

0 ≤ fN (e) ≤
[
q(v) + w(v)

]
· exp (−αd(v, u))(

2π
α2

)
− 1

, ∀N ∈ N ∀e = (v, u) ∈ EN v, u ∈ VN \ {s, t}∑
e→v

fN (e) =
∑
e←v

fN (e), ∀N ∈ N ∀v ∈ VN \ {s, t}∑
e←s

fN (e) ≥MN , ∀N ∈ N.

We formulate and solve this convex program using IPOPT (Interior Point OPTimizer)
package in Python programming language, which is a software package designed to find
(local) solutions of nonlinear optimisation problems.

5.3 Evaluating the quality of the CP-IMF method

In this section we describe how we evaluate the quality of our new optimisation method
(CP-IMF), landscapes that we used for evaluation, and present the results of evaluation.

5.3.1 Evaluation methodology

In order to evaluate the quality of the CP-IMF method, we first extract two landscapes (see
the landscapes later in Section 5.3.2) from the dataset mentioned in Chapter 2. Then, we
do the following steps for each extracted landscape (see Figure 5.1):

1. Implement the three optimisation methods (i.e., random allocation method, heuristic
method, and CP-IMF method) on the selected landscapes within several values of the
budget which are equal to 1-5%(n−Q). The results from implementing each method
are new improved/modified landscapes.

2. For each modified landscape, enhanced by the budget and returned by each method/solver,
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we do the following. Assume that the source area is the first ten columns and the
target area is the last ten columns. Then, run the full simulations, which is presented
in Chapter 2, 100 times independently to compute the average number of rounds for
the invasion process (invasion time) over the 100 independent repetitions.

3. Following that, we compare the computed invasion times in point 2 to evaluate the
quality of the CP-IMF method with respect to the two baseline methods.

The above three steps are done for different values of the dispersal coefficient α: 0.25, 0.5, 1
and 2.

5.3.2 The landscapes

In this section, we give details of the landscapes used in this chapter. As mentioned
in Chapter 2, the dataset of the 1km resolution raster version of the Land Cover Map
2007 (LCM2007) for Great Britain [91] is used for evaluation purposes. To examine and
evaluate the proposed optimisation method, two landscapes from semi-natural grassland
map are extracted. Recall that in such an extracted landscape, if the average of all patches’
qualities is between 0% and 5%, 5% and 25%, 25% and 100%, then the landscape is of low,
medium, and high quality, respectively. We extract a rectangular landscape that consists
of 5 rows/height (pixels) and 49 columns/width (pixels) for low and medium quality (see
Figure 5.1).

In this part of our work, we aim to minimise the invasion time in low and medium
quality landscapes only and we leave high quality landscapes out without improvement
because the invasion times are already short in these landscapes so there is not much need
for improvement.

It has been assumed that all patches at the first 10 columns of each landscape are
occupied by species and the goal is to compute the average number of rounds (i.e., the
expected time of invasion) for populating any of patches at the target area, which is the
last 10 columns. Since our new optimisation method (CP-IMF) to minimise the invasion
time is based on the developed method in [4] (presented in Chapter 4), which defines the
invasion time as the sum of estimates of the invasion times over a sequence of small and
partly overlapping sub-landscapes, we do the following. We number columns starting from
0, therefore the area between column 0 and 9 is populated (source patches). We consider
columns number 19, 29, and 39 as the first column of the target areas, which are of 10
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Figure 5.1: Two landscapes of size 5× 49 and of low and medium quality extracted from
semi-natural grassland map (LCM2007 GB maps). The colour in each landscape corresponds
to the quality of each patch; black, blue, green, and red corresponds to zero, low (0.01-0.05),
medium (0.05-0.25), and high quality (0.25-1), respectively.

columns length, for the occupied patches at the first 10 columns. Therefore, each landscape
in Figure 5.1 has been extracted according to the following criteria. At least one of the
patches at each target area (i.e., 19-28, 29-38, 39-48) has non-zero quality.

5.3.3 Evaluation results

Minimising invasion time using three methods

The average number of rounds over 100 independent repetitions (i.e., the estimated time of
invasion) decreases as more budget (i.e., additional quality) is added to a landscape (see
Figures 5.2 and 5.3). For different amounts of the budget, the CP-IMF method always
chooses/finds the best locations (patches) to add budget. Therefore, the estimated time
of the invasion in the improved landscapes and produced by the CP-IMF method is the
minimum among the three methods. If the budget is added at random patches, the invasion
time tends to be reduced gradually. If the budget is added to the patch that is located in
the halfway across the highest power link between two patches, the invasion time tends to
be reduced gradually as well. On the other hand, the invasion time tends to be reduced
significantly to be the minimum over the three methods, if the budget is added by the
CP-IMF method.

Figures 5.4 and 5.5 show the improvement in minimising the invasion time by the CP-IMF
method, for α equal to 0.25, 0.5, 1 and 2, and in 5× 49 low and medium quality landscapes,
respectively. The improvement is shown by computing the ratio of the average number of
rounds on improved landscapes by the random allocation method to the average number
of rounds on improved landscapes by the CP-IMF method. The same ratio is computed
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Figure 5.2: The average number of rounds computed by full simulations for 5×49 landscapes
of low quality enhanced by the budget (additional quality) and returned by random
allocation, heuristic, and CP-IMF optimisation methods. In the random case, four different
random arrangements are used. The x-axis in all figures gives the exact value of the average
qualities in the landscape after adding budget. The first mark in each figure represents
the average number of round in the original landscape (without modifications). The total
number of modified patches is associated with each point for each method. That is done for
different values of the dispersal coefficient α: 0.25, 0.5, 1 and 2.

with respect to the heuristic and CP-IMF methods. The obtained improvement using the
CP-IMF method is between 1-2.5 and 1-1.5 in low and medium landscapes, respectively.
The CP-IMF method outperforms the others especially in the low quality landscape, and
for less dispersive species, and these are the situations where conservation intervention is
most needed (i.e., where species would be less likely to keep up with climate change under
the status quo).
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Figure 5.3: The average number of rounds computed by full simulations for 5×49 landscapes
of medium quality enhanced by the budget (additional quality) and returned by random
allocation, heuristic, and CP-IMF optimisation methods. In the random case, four different
random arrangements are used. The x-axis in all figures gives the exact value of the average
qualities in the landscape after adding budget. The first mark in each figure represents
the average number of round in the original landscape (without modifications). The total
number of modified patches is associated with each point for each method. That is done for
different values of the dispersal coefficient α: 0.25, 0.5, 1 and 2.

The spatial allocation of budgets

Allocating the budget for low quality landscape, using CP-IMF and heuristic methods
and for α equal to 0.25 and 2, is shown in Figures 5.6 and 5.7 (see the remaining figures,
Figures A.1 and A.10, in Appendix A for other values of α and for low and medium quality
landscapes). For small values of α (i.e., α = 0.25, 0.5), the heuristic method tends to
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Figure 5.4: Ratio of the average number of rounds on low quality landscapes produced by
random allocation and heuristic methods to the average number of rounds on low quality
landscapes produced by the CP-IMF method, for α: 0.25, 0.5, 1 and 2.

allocate the budget close to the source and target patches. While for the large values of α
(i.e., α = 1, 2), the heuristic method tends to allocate the budget in a way to form corridors
or paths from the source patches (the first ten columns) to the target patches (the last ten
columns). This could be because low α implies a species that can disperse a long distance
and hence ’jump’ over unsuitable areas. When α is high, the range expansion will be more
dependent on many short-distance colonisation events, and these become more likely in a
’corridor’ of uniform quality.

It is very striking that the CP-IMF always allocates its budget in small quotients over
many of the landscapes’ cells. By contrast, the heuristic method is restricted to improve
each chosen cell to q = 1 before selecting another cell. We can speculate that the heuristic
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Figure 5.5: Ratio of the average number of rounds on medium quality landscapes produced
by random allocation and heuristic methods to the average number of rounds on medium
quality landscapes produced by the CP-IMF method, for α: 0.25, 0.5, 1 and 2.

method might produce better results if this restriction were relaxed. The resultant landscapes
produced by the CP-IMF method are often quite homogeneous in quality (Figure 5.6),
especially for landscapes of low quality, yet one could still notice some ‘islands’ or (more or
less regular) ‘corridors’ of higher quality created automatically by the CP-IMF despite of
its general tendency of spreading the budget across the whole area. If uniform quality was
generally a pattern to maximise invasion speed, this would be a very simple message for
conservation in practice, however we suspect that this is not a general rule: for example,
Hodgson et al. in [69] found that concentrated corridors of habitat led to faster invasion than
the same amount of habitat spread evenly across a square landscape. Since the landscapes
used here are relatively narrow strips, it is difficult to tell whether there is some optimal
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’width’ for a corridor to promote invasion. It will be valuable to test the CP-IMF method in
larger landscapes, and because it works by analysing smaller sub-networks, we hope that
this can be achieved without too much increase in computation time.

(a) α = 0.25

(b) α = 2

Figure 5.6: The results of improving 5× 49 landscape of low quality for α equal to 0.25
(top part) and 2 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
CP-IMF method. The maps in the right column show the landscape after improvement.
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(a) α = 0.25

(b) α = 2

Figure 5.7: The results of improving 5× 49 landscape of low quality for α equal to 0.25
(top part) and 2 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
heuristic method. The maps in the right column show the landscape after improvement.
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5.4 Further research

In this chapter we introduced a new optimisation method (CP-IMF) which chooses the best
locations in real landscapes to spend a limited given budget, to minimise the invasion time
and therefore to assist decision-making. We believe that it has great potential to be used in
practical landscape restoration planning.

As for the future work, we will promote results for larger landscape and presented them
in a full version of the paper. In addition, we aim to study corresponding methods that
modify landscapes in order to slow-down the invasion process.



Chapter 6

Optimal Genetic Code Graph
Partition

We describe in this chapter the structure of the standard genetic code (SGC) by a graph, in
which codons are vertices and edges correspond to single nucleotide mutations occurring
between the codons. We also introduce weights (W ) for mutation types to distinguish
transversions from transitions (see the definition of mutation types in the next section,
Section 6.1). Following that, we develop a clustering algorithm, which searches for the codes
characterised by the minimum average conductance calculated from the set W -conductance
of codon groups. Recall that the conductance Φ ∈ (0, 1] is a measure that is widely used in
the graph theory and is defined roughly as the minimum ratio of the edges leaving a set of
vertices over the volume of that set, i.e., the total number of edges incident to the set (see
Section 6.2 for the precise definitions of W -conductance and average W -conductance). From
the biological point of view, the average code W -conductance measure describes the code
robustness against amino acid and stop translation signal replacements resulting from single
nucleotide substitutions between codons. By applying our developed clustering algorithm,
we find three genetic codes that are best with respect to the average code W -conductance
for various ranges of the applied weights. We finally compare the structure of the three
obtained codes with the structure of the standard genetic code.

90
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6.1 Previous work and our contribution

The questions about the origin and the structure of the standard genetic code (SGC) have
puzzled biologists since the first codons assignments were discovered [75, 94]. This nearly
universal, with some rare exceptions, set of coding rules is responsible for transmitting
genetic information stored in DNA molecules into the protein world. The code uses all
possible 64 nucleotide triplets, i.e., codons, to encode 20 canonical amino acids and also
the signal for stopping the protein synthesis, i.e., the translation. Since the total number
of codons is greater than the number of encoded labels, the SGC must be degenerate, i.e.,
there must exist an amino acid that is encoded by more than one codon. These redundant
codons, called synonymous, are organised in specific groups. In most cases, the codons in
such groups differ at the third position, which can be called a degenerate position. This
fact suggested to Francis Crick that only the first two codon positions were important in a
primordial code [33].

The redundancy of the SGC causes other interesting consequences related to the process
of single nucleotide mutations. If these changes occur in the degenerate codon position,
then the originally encoded amino acid will not be changed. These mutations are called
synonymous or silent, whereas those that change the encoded amino acid or stop translation
signal are named nonsynonymous. It should be noted that there are two types of nucleotide
changes, transitions and transversions. In the case of transition, a purine nucleotide, i.e.,
adenine or guanine, mutates to another purine (A↔G), or a pyrimidine nucleotide, i.e.,
cytosine or thymine, changes into another pyrimidine (C↔T). Transversion are changes
in which a purine mutates to a pyrimidine or vice versa (A↔C, A↔T, G↔C, G↔T).
There are four possible transitions and eight possible transversions. Transitions are more
often observed in sequences than transversions [44, 57, 79, 84, 85, 97, 99, 111]. It may
result from a higher mutation rate of transitions than transversions in nucleic acids due to
physicochemical similarity of the nucleotides. Moreover, transitions are accepted with a
greater probability because they rarely lead to amino acid substitutions in encoded proteins
due to the specific codon degeneracy. The transitions are also more frequent during protein
synthesis [49].

It should be noted, that the synonymous substitutions do not have to be completely
neutral mutations, even though they do not change a coded amino acid. The specific codon
usage can be associated with co-translational modifications of amino acids, efficiency and
accuracy of translation as well as co-translational folding of synthesised proteins [21, 65, 119].
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The synonymous codon usage can be also modified as a consequence of selection at the
amino acid level [12, 90].

The tendency to minimise the number of nonsynonymous substitutions were noticed in
the SGC and this property suggested that the code could have evolved to minimise harmful
consequences of mutations and translational errors [7, 8, 35, 41, 48, 49, 50, 51, 52, 56, 58,
59, 61, 115]. The robustness of the code was usually measured as a difference between the
polarity values of amino acids encoded by codons before and after a single-point mutation.

Since the genetic code is a set of codons which are related, e.g., by nucleotide mutations,
the general structure of this code can be well described by the methodology taken from
graph theory [82, 9]. Similarly to [109, 10], we assume that the code encodes 21 items, i.e.,
20 amino acids and stop translation signal, and all 64 codons create the set of vertices of
the graph, in which the set of edges corresponds to all possible single nucleotide mutations
occurring between the codons. This graph is undirected, unweighted and regular. Moreover,
according to this representation, each genetic code is a partition of the set of vertices into
21 disjoint subsets. Therefore, the question about the potential genetic code optimality in
regard to the mutations can be reformulated into the optimal graph clustering problem.

In the present study, we investigate the properties of the SGC using a more general
model including in the graph representation information about transition to transversion
ratio, which was not considered by [10, 109]. From a mathematical point of view, we consider
a weighted graph, in which all weights are dependent on the type of nucleotide substitutions.
We also modify the set conductance measure, which is widely used in the graph theory
[82] and has many practical interpretations, for example in the theory of random walks
[83] and social networks [19]. In the problem considered here, the conductance of a codon
group is the ratio of the weights of nonsynonymous mutations to the weights of all possible
single nucleotide mutations, in which the codons in this group are involved. Therefore,
this parameter can be used as a measure of robustness against the potential changes in
protein-coding sequences generated by the single nucleotide mutations. Basing on the
methodology described in [10], we found some solutions, i.e., the genetic code structures, of
the optimal graph clustering problem.
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6.2 Preliminaries

6.2.1 Model description

To study the general structure of the genetic code we developed its graph representation.
Let G(V,E) be a graph in which V is the set of vertices representing all possible 64 codons,
whereas E is the set of edges connecting these vertices. All connections fulfil the property
that the vertices, i.e., codons u, v ∈ V are connected by the edge e(u, v) ∈ E (u ∼ v) if and
only if the codon u differs from the codon v in exactly one position. Moreover, we claim that
all transitions are given a weight which equals always to one, while the transversions are
given a weight W , where W ∈ [0,∞). The larger weight indicates that the transversions are
more important than transitions, respectively. The weight can be interpreted as transversion
to transition ratio. Hence, the graph G is undirected, weighted and regular with the vertices
degree equal to 9. Moreover, from a biological perspective, the set of edges represents all
possible single nucleotide substitutions, which occur between codons in a DNA sequence.
What is more, this model includes two important types of mutations.

Following the methodology presented in [10], each potential genetic code C, which
encodes 20 amino acids and stop translation signal is a partition of the set V into 21 disjoint
subsets, i.e., groups of codons, S. Thus, we obtain the following representation of the genetic
code C:

C = {S1, S2, · · · , S20, S21 : Si ∩ Sj = ∅, S1 ∪ S2 ∪ · · · ∪ S21 = V } .

In Figure 6.1 we showed an example of the partition of the graph G, which corresponds
to the standard genetic code. From a biological point of view, it is interesting to study
the code structure according to the types and also the number of connections between
and within the codon groups because these connections correspond to nonsynonymous and
synonymous substitutions, respectively. It should be noted that each potential genetic code
that minimises the number of the nonsynonymous substitutions is regarded the best in
terms of decreasing the biological consequences of mutations. Therefore, the conditions
under which the partitions of the graph vertices describe the best genetic code, are worth
finding.

There are many methods of the optimal graph partitioning, which are based on different
approaches. In this work, to investigate the theoretical features of genetic codes in terms of
the connections between the codon groups, we decided to use the set conductance measure,
which plays a central role in the spectral graph clustering method. The definition of the set



94 6.2. Preliminaries

AAA

AAT

AAG

AAC

ATA

ATT

ATG

ATC

AGA

AGT

AGG

AGC

ACA

ACT

ACG

ACC

TAA

TAT

TAG

TAC

TTA

TTT

TTG
TTC

TGA

TGT

TGG

TGC

TCA

TCT

TCG

TCC

GAA

GAT

GAG

GTA

GTT

GTG

GTC

GGA

GGT

GGG

GGC

GCA

GCT

GCG

GCC

CAA

CAT

CAG

CAC

CTA

CTT

CTG
CTC

CGA

CGT

CGG

CGC

CCA

CCT

CCG

CCC

GAC

Figure 6.1: The standard genetic code as an example of the partition of the graph G(V,E).
Every group of vertices with the same colour corresponds to the respective set of codons,
which code for the same amino acid or stop translation signal. The edges represent all
possible single nucleotide substitutions. According to [10], modified.

W -conductance measure including weights for edges is as follows:
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Definition 1. For a given weighted graph G let W be a weight of transversion connections
in G and S be a subset of V . The W -conductance of S is defined as:

φS(W ) =
Etr(S, S) + Etrv(S, S) ·W

|S| · (3 + 6W )
,

where Etr(S, S) is the total number of transition edges crossing from S to its complement S
whereas Etrv(S, S) is the total number of transversion edges crossing from S to its comple-
ment S, and |S| is the number of vertices belonging to S.

The definition of the set W -conductance is a good staring point to describe a quality
measure of a given codon group. Large values of this measure mean that a substantial
fraction of substitutions in which these codons are involved are nonsynonymous, i.e., they
change one amino acid to another. From the robustness point of view, small values are
desirable because in this case many substitutions are neutral (synonymous) and do not
change coded amino acids.

What is more, this approach allows us to characterise the properties of the whole genetic
code because following the definition of the set W -conductance we define the average
W -conductance of a genetic code:

Definition 2. The average W -conductance of a given genetic code C and a given weight
W is defined as:

ΦC(W ) =
1

21

∑
S∈C

φS(W ) .

Using the definition presented above, we are able to describe the best code in terms of
the average W -conductance, which is defined as follows:

Φmin(W ) = min
C

ΦC(W ) .

Φmin(W ) gives us the lower bound of the genetic code robustness measured in terms of
the average code W -conductance.

6.2.2 The clustering algorithm

In this work we propose a new randomised clustering algorithm to find the optimal genetic
code with respect to the minimum average W -conductance. More formal description of
Algorithm 4 provides the structure of the clustering algorithm. The generic structure of the
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clustering algorithm contains inputs, outputs (cf. input parameters and output variables in
Table 6.1), and three functions, namely: AverageConductance, PickFirstNode, and
PickSecondNode. The main function is the AverageConductance function, which
aims to find the optimal genetic code with the minimum average W -conductance. The
function includes nested loops of two levels. The main loop (lines 5-14) counts the average
conductance for each iteration. The second level loop (lines 7-14) is for picking and merging
nodes from the graph until we have 21 clusters (super nodes). The AverageConductance

terminates when the graph is clustered to 21 clusters for each iteration and returns the
best genetic code with the minimum average conductance over all independent iterations.
The PickFirstNode (lines 16-30) and the PickSecondNode (lines 31-47) associate a
probability for each node in the graph and each function pick a node randomly.

Table 6.1: Input parameters and output variables for Algorithm 4.
Input parameters:

1. Adjacent matrix of 64 codons, called A, where A[i, j] can take:

A[i, j] =

{
1 if i 6= j and if and only if i differs from j in exactly one position
0 otherwise

2. Adjacent transition matrix of codons, called B, where B[i, j] can take 1 only with
transition connections, i.e., A↔G, C↔T, otherwise 0

3. W ∈ [0,∞)

4. #iterations ← 20, 000

Output variables:

1. The minimum average conductance
2. The structure of the best genetic code that gives the minimum average conductance
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Algorithm 4 The clustering algorithm.
1: function AverageConductance(A,B,W, iterations)
2: D = A−B . Create transversion matrix

3: M = B + (W ·D) . Create matrix M

4: min-ave-cond ← 2
5: for each iteration do
6: g = [(node, edges) for each node in M] . List g stores each node i in M and its edges

7: while (len(g) > 21 nodes) do . Pick & merge nodes until we have 21 clusters

8: u← PickFirstNode(g)
9: v ← PickSecondNode(g)

10: Merge nodes u and v

11: conductance = compute conductance for each cluster in g . List conductance

stores conductance of 21 clusters using φS(W ) formula in Definition 1

12: if min-ave-cond>sum(conductance)/len(conductance) then
13: min-ave-cond = sum(conductance)/len(conductance)
14: clusterings-min-ave-cond = g . Stores the structure of the genetic code

15: return min-ave-cond, clusterings-min-ave-cond

16: function PickFirstNode(g)
17: cond← [(i, φi(W )) for each node i in g] . List to store conductance for each node i in g

18: for for each node i in cond do
19: weight[i]← (i, cond[i]20) . List to store weight for each node i in cond list

20: for for each node i in weight do
21: prob[i]← (i, weight[i]

sum(weight)) . List to store prob. of selecting each node i in weight list

22: R← Generate a random number between 0 and 1
23: j ← 0

24: a← prob[0]

25: while (R > a) do
26: j ← j + 1

27: a← a+ prob[j]

28: return j

29: u← cond[j] . Select the jth node in the cond list

30: return u
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31: function PickSecondNode(g)
32: cond1← cond− u . Copy cond list without the selected node u
33: for for each node i in cond1 do
34: edges[i]← (i,#edges between i and u)
35: for for each node i in cond1 do
36: weight[i]← (i, (edges[i] + 1)10 · cond1[i]20) . Compute weight for each node i in

cond1 list
37: for for each node i in weight do
38: prob[i]← (i, weight[i]

sum(weight)) . List to store prob. of selecting each node i in weight list

39: R← Generate a random number between 0 and 1
40: j ← 0
41: a← prob[0]
42: while (R > a) do
43: j ← j + 1
44: a← a+ prob[j]

45: return j
46: v ← cond1[j] . Select the jth node in the cond1 list
47: return v

6.3 Our results — towards the optimal genetic code with re-
spect to average conductance

The main goal of our work is to find the optimal genetic codes in terms of the average
W -conductance Φmin(W ). Furthermore, we compare the properties of the obtained codes
with the standard genetic code, which is interesting from the biological point of view.

We run the clustering algorithm (Algorithm 4) 20,000 times independently to find the
minimum of the W -average conductance and the structure of the genetic code that gives
the minimum average W -conductance. We carried out the calculations for the transversion
weight W ∈ [0, 10]. The weights can be interpreted as a relative ratio between transversions
and transitions. Smaller weights mean that transitions are more frequent than transversions,
while larger weights indicate that the transversions dominate among point mutations.

We found three genetic codes that are best for different ranges of W ∈ [0,∞]. The
genetic code C1 was best for every W ∈ [0, 37

70 ], the code C2 for every W ∈ [37
70 , 1] and the

code C3 for everyW ∈ [1,∞]. The averageW -conductance for these codes in the function of
weight W is ΦC1(W ) = 1

21 ·
126W+31

6W+3 , ΦC2(W ) = 1
21 ·

308W+130
9(2W+1) , and ΦC3(W ) = 1

21 ·
94W+52
6W+3

for every W ∈ [0, 37
70 ], [37

70 , 1], and [1,∞], respectively. We conjecture that these codes are
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optimal in the range of weights corresponding to the observed transversion/transition ratio
in natural mutational pressures; though, as the algorithm is randomised (but repeated
a large number of times to reduce the probability of finding sub-optimal solutions), the
formal proof of their optimality is still an open question. Figure 6.2 shows the average
W -conductance for the best codes and the SGC depending on the transversion weight.
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Figure 6.2: The average conductance for the best codes C1, C2, C3, and min(C1, C2, C3)
as well as the standard genetic code (SGC) for the weights of transversions W ∈ [0, 10].

The average conductance for the codes that are best for W < 1 increases rapidly with W
and then stabilises for large values. In the case of the code C3, its conductance decreases at
first and then also approaches a certain value. For small W values, the average conductance
is the smallest for the code C1 and the largest for code C3. In turn, the opposite is true
for large W values. The code C1 is characterised by the biggest difference between its
average conductance values. The code is very well optimised for the excess of transitions
over transversions but it is very bad in the opposite case. The average W -conductance of
the SGC shows the general course similar to that of the C1 and C2 codes.
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To compare the properties of the best codes with the standard genetic code, we computed
the function of the average W -conductance for the SGC, ΦSGC(W ) = 1

21 ·
10(33W+13)

9(2W+1) . Then,
we subtracted ΦSGC(W ) from each of the average W -conductance function of each best
codes (C1, C2, C3) and calculated the derivative for each produced function as follows:

1. Define f1(W ) = ΦSGC(W )− ΦC1(W ), then

f1(W ) =
1

21
· 10(33W + 13)

9(2W + 1)
− 1

21
· 126W + 31

6W + 3
.

The derivative of f1(W ) is

f1′(W ) = − 122

189(2W + 1)2
.

At W = 0, the value of f1 is equal to 0.2 and at W = 37
70 f1 is equal to 0.03. The

values of the conductance function for both codes are the same at W = 37
48 . Below

this weight the C1 code shows a smaller Φ than the SGC and above this weight, the
opposite is true.

2. Define f2(W ) = ΦSGC(W )− ΦC2(W ), then

f2(W ) =
1

21
· 10(33W + 13)

9(2W + 1)
− 1

21
· 308W + 130

9(2W + 1)
.

The derivative of f2(W ) is

f2′(W ) =
22

189(2W + 1)2
.

At W = 0, the C2 and the SGC codes have the same values of Φ, i.e., f2 = 0. Next,
with the growth of W , f2 increases, which means that the average W -conductance
of the SGC becomes larger than that of the C2 code. At W = 37

70 , the value of f2 is
equal to 0.03 and at W = 1 f2 is equal to 0.04.

3. Define f3(W ) = ΦSGC(W )− ΦC3(W ) , then

f3(W ) =
1

21
· 10(33W + 13)

9(2W + 1)
− 1

21
· 94W + 52

6W + 3
.
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The derivative of f3(W ) is

f3′(W ) =
100

189(2W + 1)2
.

For W < 13
24 , ΦSGC is smaller than ΦC3. Above this weight, the opposite is true.

At W = 1, the value of f3 is equal to 0.04 and at W = 3 f3 is equal to 0.09.

The functions f1(W ), f2(W ) and f3(W ) are differences in the average W -conductance
between the SGC and three best codes depending on the transition weight W . It is evident
that the standard genetic code is optimised for more frequent transitions than transversions.
The SGC can obtain the same average W -conductance as each of the optimised codes but
for different transversion weights. Nevertheless, the W is always smaller than 1 in these
cases. The minimum distance between the SGC and the best genetic codes in terms of
the average conductance is 0.03 for W = 37

70 = 0.53 (Figure 6.3). Since there are twice as
many possible transversions as transitions, the expected ratio should be 2, if all nucleotide
substitutions happen with the same probability. Interestingly, the weights for which ΦSGC

is close to Φ of the best codes is in the range of the transversion/transition ratio observed in
genomic mutational pressures, i.e., from 1.44 to 0.10 [14, 76]. However, for each transversion
weight, it is possible to find a code better optimised than the SGC in terms of the average
W -conductance, so this code is not perfectly optimised. Our preliminary analyses of the
alternative genetic codes in this respect showed that the relationship between their average
conductance depending on the transversion weight has the course very similar to that of the
SGC.

Examples of the structure of these best genetic codes are presented in Table 6.2. Although
the code C1 and C3 are best for different and extremeW values, they have the same number
of two- and four-codon groups, 10 and 11, respectively. The code C2 has in addition 4
groups consisting of three codons as well as 8 two-codon groups and 9 four-codon groups.
The SGC is more diversified in this respect because it has 2 one-codon groups, 9 two-codon
groups, 2 three-codon groups, 5 four-codon groups and 3 six-codon groups. Thereby, it is
more similar to the code C2.

The code C1 is best for smaller weights of transversions. Therefore, such mutations
are preferably involved in changes between codon groups of this code in order to minimise
these changes. Consequently, all synonymous substitutions in this code are transitions. In
the case of the code C3, which is best for larger W , transversions were eliminated from
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Figure 6.3: The difference between the average conductance for the standard genetic code
(SGC) (ΦSGC) and the best codes (Φmin) for the weights of transversions W ∈ [0, 3].

changes between codon groups as much as possible to increase the number of transitions. In
consequence, all changes within two-codon groups of this code are transversions. Since there
are only two purines and two pyrimidines, it is not possible to create four-codon groups that
can change to each other by only transversions. Therefore, changes within such groups are
both transitions and transversions. The code C2 is a mixture in this respect because the
codons in its two-codon groups can change to each other only by transitions, while in the
other groups by the two types of mutations. Considering only one point mutations in the
SGC, all changes within two-codon groups are also transitions and within other groups both
transitions and transversions with exception to the stop codon group, which also involves
only transitions. Then the SGC is again more similar to the code C2 in this respect.

The changes between codons in one group of the code C3 can occur only in one fixed
codon position, the first or the second one. The third codon position can also be mutated
in the code C2. However, the code C1 contains also the groups in which any two codon
positions can be changed. The SGC contains many codon groups with synonymous mutations
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Table 6.2: The structure of the best genetic codes C1, C2, and C3 forW ∈ [0, 37
70 ],W ∈ [37

70 , 1],
and W ∈ [1,∞], respectively. Each row describes the codon group for a cluster.

C1 C2 C3

1 {AAA,AAG,AGG,AGA} {AAG,ACG,ATG} {ATA,AAA,AGA,ACA}
2 {ATT,ATC} {AGA,AGG} {AGC,ACC}
3 {TAG, TAA} {AGC,ATC,AAC,ACC} {ACT, TCT}
4 {TAC, TAT, TGT, TGC} {ACA,AAA,ATA} {ACG,AAG,ATG,AGG}
5 {TTT,CTT} {TAA, TAG} {TTA, TAA}
6 {TGA, TGG} {TAC,CAC} {TTC, TAC, TCC, TGC}
7 {TCT,CCT} {TTA,CTA,GTA} {TGG, TAG, TCG, TTG}
8 {TCG, TTG, TTA, TCA} {TTG,CTG} {TCA, TGA}
9 {TCC, TTC,CTC,CCC} {TGA, TGG, TGC, TGT} {GAT,AAT, TAT,CAT}
10 {GTA,ATA,GTG,ATG} {TCA, TCT, TCC, TCG} {GTT,ATT, TTT,CTT}
11 {GTC,GTT} {GAT,AAT, TAT,CAT} {GGA,GCA,GAA,GTA}
12 {GGA,GAA,GAG,GGG} {GAC,GGC,GCC,GTC} {GGT,CGT,AGT, TGT}
13 {GGT,GAT,AGT,AAT} {GTG,GAG,GGG,GCG} {GCG,GAG,GGG,GTG}
14 {GGC,AGC,AAC,GAC} {GGT,AGT} {GCC,GTC,GAC,GGC}
15 {GCG,GCA,ACA,ACG} {GCA,GGA,GAA} {CAA,CTA}
16 {GCC,ACC,GCT,ACT} {GCT,ACT} {CAC,AAC}
17 {CAT,CGT,CGC,CAC} {CAG,CAA} {CTG,CGG,CAG,CCG}
18 {CTA,CTG} {CTT,GTT,ATT, TTT} {CTC,ATC}
19 {CGA,CAA} {CTC, TTC} {CGC,CCC}
20 {CGG,CAG} {CGC,CGG,CGT,CGA} {CCA,CGA}
21 {CCG,CCA} {CCA,CCC,CCT,CCG} {CCT,GCT}

in the third codon position but there are also three codon groups involving single changes
in two codon positions.

The comparison of structures of the genetic codes show that the assignments of amino
acids to codons is not ideally optimised in the SGC. Some similarity of the SGC to the code C2

suggests that the standard genetic code could evolve under the transversion/transition for
which the code C2 is best.
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6.4 Further research

In this Chapter, we introduce a new clustering algorithm which found some solutions, i.e.,
the genetic code structures, of the optimal graph clustering problem. A further goal of our
research is to formally prove the optimality of the found codes. Further study may involve
extending the code by new purines (i.e., extending the alphabet by new letters and the
semantic of the code by new amino acids).



Chapter 7

Conclusions

This thesis has presented a variety of solutions to several problems that can all be categorised
in the area of Computer Science — Computational Biology and Modelling, and more
specifically in the field of Algorithmic Graph Theory and its application to bioinformatics.

The results presented in the preceding Chapters are the result of published work carried
out by the author, their supervisors as well as other collaborators from different institutions,
with the exception of Chapter 5 which is under review at the time of the write-up of this
thesis. Below is a more detailed look at the conclusions that can be obtained from the main
results presented in this thesis.

7.1 Modelling and estimating invasion time using graph spar-
sification approach

The study in Chapter 3 was prompted by a desire to construct the R-local model that
visualises the invasion process based on the landscape network sparsification tool to efficiently
estimate a duration of the invasion process. The capability of our new model is to reduce the
time needed to compute the estimated duration of the invasion process on large landscapes
while maintaining a comparable duration of the invasion.

We have shown by simulations how the local distance R depends on two factors: the
dispersal coefficient α and the landscape quality. A small dispersal coefficient α requires
a large local distance R in all types of quality, while a small R is sufficient for a large α.
The difference in landscape quality does not cause a significant difference in the needed R.
Indeed, the tool of landscape network sparsification illustrates its efficiency in computing the
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invasion time especially for large landscapes. Even when the size of landscape is increased,
the local distance R does not grow significantly (see Figure 3.8). This implies a relatively
sparser landscape networks for larger landscapes, and therefore the time needed to compute
the invasion duration decreases substantially.

7.2 Modelling and estimating invasion time using network
flow theory

Chapter 4 introduces a new theoretical measure γ that estimates the expected time perfor-
mance for asynchronous and synchronous executions of the invasion protocol. The γ measure
can be upper bounded by lnn

Φ(N) , which is a parameter that can be fastly approximated for
small landscapes by using network flow algorithm. We extend this theoretical result into
prediction formula IT , in which we interpolate constants by simulations. The capability
of our model is to approximate accurately the number of rounds needed to invade large
homogeneous landscapes in a short computational time; this has been clearly achieved
as demonstrated in Figures 4.6 and 4.9 (accuracy) and in Figures 4.10 and 4.11 (saved
computation time and memory).

We show, by simulations, that the dispersal coefficient α and the landscape quality affect
the invasion time and the computation time needed for it. A large α requires a long time
to compute the invasion time, in all types of quality, while a short time is sufficient for a
small α. Landscapes of low quality require the longest time to compute the invasion time
among the three formed qualities (low, medium, high).

7.3 Manipulating/Improving landscapes to minimise invasion
time

The study in Chapter 5 was prompted by a desire to propose and test a new method that
chooses the best locations in real landscapes to spend a limited given budget, to increase the
speed of invasion and therefore to assist decision-making. Our new method is based on the
developed method by Aloqalaa et al. in [4] (introduced in Chapter 4), which approximates
the invasion time using the network flow approach. We compare our new optimisation
method with two baseline methods by implementing them on real heterogeneous landscapes
of Great Britain to produce improved landscapes. Then, we show, by running simulations
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on the obtained and improved landscapes, the capability of our new method to propose
landscapes’ modifications, which lead to maximise invasion speed. We believe that it has
great potential to be used in practical landscape restoration planning.

7.4 The impact of the transversion/transition ratio on the
optimal genetic code graph partition

Our results in Chapter 6 show that the general structure of the genetic code and the problem
of the genetic code optimality can be successfully reformulated using a methodology adapted
from graph theory in the context of optimal clustering of a specific graph. To evaluate the
quality of the genetic code, we calculated the average code W -conductance including weights
for mutation types. Thereby, we distinguished transitions and transversions. From the
biological point of view, this measure describes the code robustness against amino acid and
stop translation signal replacements resulting from single nucleotide substitutions between
codons.

We found three best codes with respect to the average code conductance for various
ranges of the applied weight. The structure of the codes was different in comparison to the
standard genetic code. The W -conductance of the SGC was the most similar to that of the
best codes in the range of weights corresponding to the observed small transversion/transition
ratio in the mutational pressure. Other researches also showed that the SGC performs better
for the excess of transitions over transversions [49, 50]. It indicates that the SGC is optimised
to some extent in terms of the minimisation of amino acid and stop translation replacements.
However, the optimisation was not ideal and for each weight better theoretical codes could
be found. In agreement with that, other investigations also showed that the SGC is not
perfectly robust against point mutations or mistranslations [15, 16, 87, 95, 100, 101, 114].

Most likely, the robustness against mutations was not the main force that drove the
evolution of the genetic code and amino acids were assigned to codons according to expansion
of biosynthetic pathways synthesising amino acids [36, 37, 38, 39, 40, 116, 118, 117]. In
this case, the potential minimisation of mutation errors could have occurred by the direct
optimisation of the mutational pressure around the established genetic code [11, 13, 14, 45,
86].



Appendix A

Appendix – Additional Results of the
Spatial Allocation of Budgets on
Landscapes

This Chapter contains results of the spatial allocation of budgets on 5× 49 landscapes of low
and medium qualities. Allocating the budget, using three allocation optimisation methods,
CP-IMF, heuristic and random allocation, and for α equal to 0.25, 0.5, 1 and 2, is shown in
Figures S1-S4 and Figures S5-S10 for low and medium landscapes, respectively.

108



Appendix A. Appendix – Additional Results of the Spatial Allocation of Budgets on
Landscapes 109

(a) α = 0.5

(b) α = 1

Figure A.1: The results of improving 5× 49 landscape of low quality for α equal to 0.5
(top part) and 1 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
CP-IMF method. The maps in the right column show the landscape after improvement.
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(a) α = 0.5

(b) α = 1

Figure A.2: The results of improving 5× 49 landscape of low quality for α equal to 0.5
(top part) and 1 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
heuristic method. The maps in the right column show the landscape after improvement.
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(a) α = 0.25

(b) α = 0.5

Figure A.3: The results of improving 5×49 landscape of low quality for α equal to 0.25 (top
part) and 0.5 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
random method. The maps in the right column show the landscape after improvement.
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(a) α = 1

(b) α = 2

Figure A.4: The results of improving 5× 49 landscape of low quality for α equal to 1 (top
part) and 2 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
random method. The maps in the right column show the landscape after improvement.
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(a) α = 0.25

(b) α = 0.5

Figure A.5: The results of improving 5 × 49 landscape of medium quality for α equal
to 0.25 (top part) and 0.5 (bottom part). The map at the top of each part shows the
landscape before improvement. The maps in the left column show only the allocation of
the budget B by the CP-IMF method. The maps in the right column show the landscape
after improvement.
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(a) α = 1

(b) α = 2

Figure A.6: The results of improving 5× 49 landscape of medium quality for α equal to 1
(top part) and 2 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
CP-IMF method. The maps in the right column show the landscape after improvement.
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(a) α = 0.25

(b) α = 0.5

Figure A.7: The results of improving 5 × 49 landscape of medium quality for α equal
to 0.25 (top part) and 0.5 (bottom part). The map at the top of each part shows the
landscape before improvement. The maps in the left column show only the allocation of
the budget B by the heuristic method. The maps in the right column show the landscape
after improvement.
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(a) α = 1

(b) α = 2

Figure A.8: The results of improving 5× 49 landscape of medium quality for α equal to 1
(top part) and 2 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
heuristic method. The maps in the right column show the landscape after improvement.
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(a) α = 0.25

(b) α = 0.5

Figure A.9: The results of improving 5 × 49 landscape of medium quality for α equal
to 0.25 (top part) and 0.5 (bottom part). The map at the top of each part shows the
landscape before improvement. The maps in the left column show only the allocation of the
budget B by the random method. The maps in the right column show the landscape after
improvement.
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(a) α = 1

(b) α = 2

Figure A.10: The results of improving 5× 49 landscape of medium quality for α equal to 1
(top part) and 2 (bottom part). The map at the top of each part shows the landscape before
improvement. The maps in the left column show only the allocation of the budget B by the
random method. The maps in the right column show the landscape after improvement.



Bibliography

[1] Ravindra K. Ahuja, Thomas L. Magnanti, and James B. Orlin. Network Flows:
Theory, Algorithms, and Applications. Prentice-Hall, Inc., Upper Saddle River, NJ,
USA, 1993.

[2] Daniyah Aloqalaa, Dariusz Kowalski, Pawel Blazej, Malgorzata Wnetrzak, Dorota
Mackiewicz, and Pawel Mackiewicz. The impact of the transversion/transition ratio
on the optimal genetic code graph partition. In 10th International Conference on
Bioinformatics Models, Methods and Algorithms (BIOINFORMATICS 2019), 2019.
To appear.

[3] Daniyah A. Aloqalaa, Jenny A. Hodgson, Dariusz R. Kowalski, and Prudence W. H.
Wong. The impact of landscape sparsification on modelling and analysis of the invasion
process. 2018. Submitted (journal version).

[4] Daniyah A. Aloqalaa, Jenny A. Hodgson, Dariusz R. Kowalski, and Prudence W.H.
Wong. Estimating invasion time in real landscapes. In 2nd International Conference
on Computational Biology and Bioinformatics (ICCBB 2018), 2018. To appear.

[5] Daniyah A. Aloqalaa, Jenny A. Hodgson, Dariusz R. Kowalski, and Prudence W.H.
Wong. Testing methods to minimise range-shifting time with conservation actions.
2019. Submitted.

[6] Daniyah A. Aloqalaa, Jenny A. Hodgson, and Prudence W. H. Wong. The Impact
of Landscape Sparsification on Modelling and Analysis of the Invasion Process. In
Costas S. Iliopoulos, Solon P. Pissis, Simon J. Puglisi, and Rajeev Raman, editors,
16th International Symposium on Experimental Algorithms (SEA 2017), volume 75 of
Leibniz International Proceedings in Informatics (LIPIcs), pages 32:1–32:16, Dagstuhl,
Germany, 2017. Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik.

119



120 Bibliography

[7] David H Ardell. On error minimization in a sequential origin of the standard genetic
code. Journal of Molecular Evolution, 47(1):1–13, 1998.

[8] David H Ardell and Guy Sella. On the evolution of redundancy in genetic codes.
Journal of Molecular Evolution, 53(4-5):269–281, 2001.

[9] Lowell W Beineke and Robin J Wilson. Topics in algebraic graph theory. Cambridge
University Press, Cambridge, UK; New York, 2005.

[10] Paweł Błażej, Dariusz Kowalski, Dorota Mackiewicz, Małgorzata Wnetrzak, Daniyah
Aloqalaa, and Paweł Mackiewicz. The structure of the genetic code as an optimal
graph clustering problem. bioRxiv, 2018.

[11] Paweł Błażej, Dorota Mackiewicz, Małgorzata Grabinska, Małgorzata Wnetrzak, and
Paweł Mackiewicz. Optimization of amino acid replacement costs by mutational
pressure in bacterial genomes. Scientific Reports, 7:1061, April 2017.

[12] Paweł Błażej, Dorota Mackiewicz, Małgorzata Wnetrzak, and Paweł Mackiewicz.
The impact of selection at the amino acid level on the usage of synonymous codons.
G3-Genes Genomes Genetics, 7(3):967–981, 2017.

[13] Paweł Błażej, Paweł Mackiewicz, Stanisław Cebrat, and Małgorzata Wańczyk. Using
evolutionary algorithms in finding of optimized nucleotide substitution matrices.
In Genetic and Evolutionary Computation Conference, GECCO’13, pages 41–42.
Companion ACM, 2013.

[14] Paweł Błażej, Błażej Miasojedow, Małgorzata Grabinska, and Paweł Mackiewicz.
Optimization of mutation pressure in relation to properties of protein-coding sequences
in bacterial genomes. PLoS One, 10:e0130411, 2015.

[15] Paweł Błażej, Małgorzata Wnetrzak, Dorota Mackiewicz, and Paweł Mackiewicz.
Optimization of the standard genetic code according to three codon positions using
an evolutionary algorithm. PLoS One, 13(8):e0201715, 2018.
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