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Abstract

The thesis is written in response to emerging issues brought about by an increasing number
of assets allocated in a portfolio and seeks answers to puzzling empirical findings in the
portfolio management area. Over the years, researchers and practitioners working in the
portfolio optimization area have been concerned with estimation errors in the first two
moments of asset returns. The thesis comprises several related chapters on our statistical
inquiry into this subject. Chapter 1 of the thesis contains an introduction to what will be
reported in the remaining chapters.

A few well-known covariance matrix estimation methods in the literature involve ad-
justment of sample eigenvalues. Chapter 2 of the thesis examines the effects of sample
eigenvalue adjustment on the out-of-sample performance of a portfolio constructed from
the sample covariance matrix. We identify a few sample eigenvalue adjustment patterns
that lead to a definite improvement in the out-of-sample portfolio Sharpe ratio when the
true covariance matrix admits a high-dimensional factor model.

Chapter 3 shows that even when the covariance matrix is poorly estimated, it is still
possible to obtain a robust maximum Sharpe ratio (MSR) portfolio by exploiting the
uneven distribution of estimation errors across principal components. This is accomplished
by approximating the vector of expected future asset returns using a few relatively accurate
sample principal components. We discuss two approximation methods. The first method
leads to a subtle connection to existing approaches in the literature, while the second one
named the “spectral selection method” is novel and able to address main shortcomings of
existing methods in the literature.

A few academic studies report an unsatisfactory performance of the optimized portfolios
relative to that of the 1/N portfolio. Chapter 4 of the thesis reports an in-depth investiga-
tion into the reasons behind the reported superior performance of the 1/N portfolio. It is
supported by both theoretical and empirical evidence that the success of the 1/N portfolio
is by no means due to the failure of the portfolio optimization theory. Instead, a major
reason behind the superiority of the 1/N portfolio is its adjacency to the mean-variance
optimal portfolio.

Chapter 5 examines the performance of randomized 1/N stock portfolios over time.
During the last four decades these portfolios outperformed the market. The construction
of these portfolios implies that their constituent stocks are in general older than those
in the market as a whole. We show that the differential performance can be explained
by the relation between stock returns and firm age. We document a significant relation
between age and returns in the US stock market. Since 1977 stock returns have been
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an increasing function of age apart from the oldest ages. For this period the age effect
completely dominates the size effect.
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Chapter 1

Introduction

1.1 Background

1.1.1 Mean-variance Optimization

Portfolio theory has remained a topic of broad and intense interest in quantitative finance
since the seminal publication of Harry Markowitz ([84]). In Markowitz’s mean-variance
optimization framework, investment decisions are made solely based on the mean and
covariance matrix of asset returns. Suppose that there are N risky assets in the market
and a riskless asset with a rate of return rf . The expected returns of risky assets form an
N×1 vector µ. The N×N covariance matrix of returns on these risky assets is denoted by
Σ. According to the two fund separation theorem, a rational investor allocates her wealth
between the riskless asset and the Sharpe ratio maximizing (MSR) portfolio of risky assets
(also known as the tangency portfolio) levered up according to her extent of risk aversion.
The Sharpe ratio of a portfolio is defined as the ratio between the expected portfolio return
in excess of the riskless rate and the standard deviation of portfolio returns.

Let an N × 1 vector w represent the weight vector of a portfolio of risky assets. All
elements in w sum up to 1. The weight vector of the MSR portfolio wmsr can be calculated
from the following optimization problem:

wmsr = argmax
w

wTµ− rf√
wTΣw

, s.t. wT1 = 1, (1.1)

where 1 is an N × 1 vector of ones.
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If all investors have a homogeneous belief on µ and Σ, everyone should hold the same
portfolio of risky assets. From an equilibrium perspective, the demand and supply of all
securities are equated. Consequently, the portfolio that every investor holds is simply the
market portfolio.

1.1.2 Estimation Errors

Debates on the practical usefulness of the mean-variance optimization are still ongoing to
this date. To implement the mean-variance optimization, we need to obtain the µ and Σ
which are unobservable in real applications. The common practice is to adopt a “two-step
procedure” in which we first find estimators for the first two moments of asset returns
and then plug these estimators into the optimization problem. From a statistical point of
view, the theoretically appealing methodology is rendered less potent in practice due to
the presence of estimation errors in the first step.

The vector of expected returns and the asset returns covariance matrix are treated
in a static environment in Markowitz’s theory. In the real world, however, it is common
that an occasional exogenous event may cause a structural change in the dynamics of an
asset’s price, especially in its expected return. As pointed out by [86] and [62], the time-
varying nature of the expected returns makes them difficult to estimate from the price
history. Fortunately, a considerable progress has been made in improving the estimators
for expected returns. There are a few methods shown in the literature to work better than
those using the sample estimator for the expected return vector, including Bayesian ap-
proach ([63, 82]), equilibrium expected returns approach ([15]), robust portfolio approach
which incorporates estimation errors into consideration ([23]), etc. The trend among pro-
fessional portfolio managers is to forgo estimating expected returns from historical returns
and instead resort to other resources, for example, company fundamentals, social media
sentiment, analyst consensus, etc., to form a prediction, or proxy, for future asset returns.
There are plenty of discussions on this topic in the empirical asset pricing literature (see
[56] for a review).

Compared with the first moment, the covariance matrix is relatively more stable over
time and is possible to be estimated from historical data. However the estimation errors
are still a concern especially when the portfolio size is large compared with the sample
size. It is a fundamental result in the random matrix theory (RMT) that under high-
dimensional asymptotics and certain regularity conditions, the limiting distribution of the
sample eigenvalues are more dispersed than that of the true eigenvalues ([83]). Since
a calculation of the weights of a mean-variance optimal portfolio involves inverting the
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covariance matrix estimator, the dispersed sample eigenvalues affect the portfolio weight
through their reciprocals. An undesirable consequence is that the reciprocals of the smallest
sample eigenvalues are usually much larger than what they should be, leading to extreme
positions in the sample-based optimal portfolio.

In any major equity market the stock universe contains hundreds or even thousands of
assets but the number of observations (return vectors) for estimating the covariance matrix
is usually limited. Consequently, the two-step procedure based estimator for the optimal
portfolio could deviate substantially from the actual optimal one, causing an abysmal
out-of-sample performance. The issue of estimation errors in a large covariance matrix
estimator has been carefully discussed and tackled in the literature including [75, 76, 61,
22, 30, 39, 16, 29, 66] among others. The majority of the remedies for estimation errors in
the covariance matrix estimator falls into one of the following two categories: constructing
a more accurate covariance matrix estimator or imposing constraints on portfolios to avoid
extreme or negative positions.

1.1.3 High-dimensional Factor Model

The high-dimensional factor model ([8, 39]) is a parsimonious yet powerful tool in charac-
terizing cross-sectional returns of an increasing number of assets. The model assumes that
cross-sectional asset returns are governed by a fixed number of common factors. The high-
dimensional factor model gives rise to a spiked (population) covariance model in which
only the largest few eigenvalues increase with the number of assets. The number of in-
creasing eigenvalues is exactly the number of common factors. [98] studies the consistency
of sample principal components if the population covariance model is as described above.
An important finding from this study is that the distribution of estimation errors is uneven
across sample principal components. If there are K common factors, only the largest K
sample eigenvalues and their corresponding sample eigenvectors are consistent estimators
for their population counterparts under standard high-dimensional asymptotics.

1.1.4 Portfolio Performance

A comparison between the performance of different investment strategies is frequently
made in the portfolio management area. Common performance measures include the av-
erage return, standard deviation, Sharpe ratio, turnover, and certainty-equivalent return.
Researchers usually pick a passive portfolio as the comparison benchmark. The most pop-
ular one is the equally weighted portfolio. The equally weighted portfolio is also known as

3



the 1/N portfolio since it allocates 1/N of the total wealth to each of the N assets. [30]
investigated 14 portfolio optimization rules and found that none is consistently better than
the 1/N rule in terms of Sharpe ratio, certainty-equivalent return, or turnover. In recent
years some investors turned to the minimum variance portfolio. The minimum variance
portfolio can be viewed as a special case of the maximum Sharpe ratio portfolio when the
expected return of each asset is the same. It has been documented in [62, 63, 26, 30, 61] that
minimum variance equity portfolios have surprisingly high average returns and Sharpe ra-
tios. [95] showed theoretically and empirically that minimum variance portfolios implicitly
pick up risk-based asset pricing anomalies and therefore yield positive alpha.

1.2 Thesis Outline

The first two chapters of this thesis focus on mitigating the adverse effects of estimation
errors in the covariance matrix estimator on out-of-sample performance of mean-variance
optimized portfolios.

As has been mentioned earlier, the mainstream of the literature deals with the esti-
mation errors in the second moment by replacing the sample covariance matrix with a
better covariance estimator. Specially, a few methods that belong to this stream involve
adjusting sample eigenvalues. Examples include the “shrinkage towards identity” estimator
([75]), which is a weighted average of the sample covariance matrix and a scalar multiple of
the identity matrix, and the spectral cut-off method ([22]), which reconstructs the inverse
covariance matrix by discarding a few principal components for regularization purposes.
However, it is unclear to us a priori why these alternative covariance estimators are able
to lead to an improvement in the out-of-sample performance of an optimized portfolio. In
Chapter 2, we examine the effects of adjusting one or multiple sample eigenvalues on the
out-of-sample Sharpe ratio of a portfolio constructed by using the two-step approach. This
is accomplished by parameterizing the sample eigenvalue adjustment and evaluating the
derivative of the out-of-sample Sharpe ratio with respect to the adjustment parameter. We
show under high-dimensional factor model assumptions that some eigenvalue adjustment
patterns could guarantee an improvement in the out-of-sample portfolio Sharpe ratio. As
a result, we are able to provide an important rationale for some well-known methods that
have been employed to improve the out-of-sample portfolio performance.

In Chapter 3, we study how to pick optimal portfolios by modulating the impact of
estimation risk in large covariance matrices. We discover that even when the sample
covariance matrix contains substantial estimation errors, it is still possible to obtain an
accurate estimator for the MSR portfolio. The key to such a possibility is the geometric
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relationship between the expected returns vector and the linear space spanned by the
sample eigenvectors. We find that if the expected returns vector is spanned by a few
sample eigenvectors, the sample-based MSR portfolio is also spanned by the same set of
sample eigenvectors. Due to the uneven distribution of estimation errors across different
sample eigenvalues and eigenvectors, it is desirable that the portfolio estimator is spanned
by a few sample eigenvectors that relatively well estimate their population counterparts.
In our proposed method, the expected returns vector is approximated by a selected set
of eigenvectors and the approximation is used for the construction of portfolio. As long
as the approximation is close to the original vector of expected returns, we benefit from
the reduced exposure to the estimation errors without much loss in the information of
the expected returns. We introduce two concrete methods for approximating the expected
returns, and analyze the choice of tuning parameters for both methods.

The next two chapters of the thesis provide partial explanation to the puzzling outper-
formance of the 1/N portfolio and discuss the implication of such an outperformance.

Chapter 4 focuses on the popular portfolio performance benchmark: the 1/N portfolio.
The documented superior performance of this simple portfolio construction rule is puzzling
since the 1/N portfolio does not involve any explicit optimization. The outperformance of
the 1/N portfolio has been largely attributed to the inferior performance of the optimized
portfolios which are contaminated by estimation errors. In our research, we find that an
alternative reason behind the outperformance of the 1/N portfolio is that it is innately
close to the true mean-variance optimal portfolio in the market. Equating the weight vector
of the 1/N portfolio and that of the MSR portfolio gives rise to a condition about the
expected returns and the covariance matrix of asset returns. This condition characterizes
the market environments in which holding the 1/N portfolio is a favorable investment
decision. Based on this condition we devise a summary market-specific measure coined the
“1/N favorability index” to quantify the extent to which a market favors the 1/N portfolio.
The condition for the 1/N portfolio being mean-variance optimal also represents a risk-
based asset pricing rule. A market-factor model predicts a positive relationship between
the 1/N favorability index and the return on the market factor. An important implication
of this finding is that the 1/N portfolio is more difficult to be outperformed in bullish
markets. This implication can be used to explain the empirical finding in [30] that in the
US equity market none of the 14 sophisticated portfolio optimization models considered in
[30] is able to consistently outperform the 1/N portfolio.

Chapter 5 reports an interesting equity market pricing anomaly that senior stocks (in
terms of their age since listing) in general have higher returns than junior stocks. We name
this empirical finding the age effect. We show that over the recent 40 years the age effect
dominates the size effect. The discovery of the age effect is thanks to a comparison between
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two types of random portfolios, a monthly rebalanced 1/N portfolio, whose initial set of
components are randomly picked from the investment universe, and an equally weighted
bootstrapped portfolio, whose components are shuffled each month and assigned equal
weights. As a result, a stock that enters the 1/N portfolio remains in the portfolio until
it is delisted and replaced by another randomly picked stock, while a stock that enters the
bootstrapped portfolio very likely drops out in the next month. A simulation experiment
shows that the rebalanced 1/N portfolio yields a higher return than the bootstrapped
portfolio does. Due to the difference in the construction of the two portfolios and the
steadily evolving investment universe, the stocks in the 1/N portfolio are in general older
than those in the bootstrapped portfolio. We use a panel-data regression analysis and a
comparison among factor-sorted portfolios to confirm that the difference in age distribution
between these two portfolios is the reason behind the outperformance of the rebalanced
1/N portfolio relative to the bootstrapped portfolio.
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Chapter 2

Sample Eigenvalues Adjustment for
Portfolio Performance Improvement
under Factor Models

2.1 Introduction

Using the sample covariance matrix for portfolio optimization can be highly problematic
as the number of assets becomes increasingly large relative to the sample size. Well-known
remedies for this issue in the literature involve an adjustment of the sample covariance
matrix, or more specifically, an adjustment of sample eigenvalues.1 A few examples include
the “shrinkage towards identity” estimator ([75]), a more general linear shrinkage estimator
([16]), a “nonlinear shrinkage” estimator ([76]), and a spectral cut-off method ([22]). All of
these covariance estimators reconstructed from adjusted sample eigenvalues, when used to
build an optimized portfolio, have been shown empirically to be able to boost the portfolio’s
out-of-sample Sharpe ratio. However, it is important to emphasize that not all of these
improved estimators were designed specifically to achieve this goal. For instance, [75] and
[16] minimize the expected Frobenius loss; [22] use the expected utility of a mean-variance
investor as the objective function. Since improvement in these objective functions does not
necessarily lead to a higher out-of-sample Sharpe ratio, it is not clear at first glance why
these methods bring about an enhanced portfolio performance.

1There are some other existing methods for mitigating the adverse effect of estimation errors in the
covariance matrix estimator, e.g., constraining portfolio weights ([61, 29, 40]), imposing factor structure
([38, 37, 39]), shrinking to a target portfolio ([17]), etc.
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To address this issue, we investigate how to adjust sample eigenvalues for the purpose of
improving the out-of-sample portfolio Sharpe ratio when the cross-sectional asset returns
are generated from a high-dimensional factor model, which has become increasingly popular
in finance and financial econometrics ([36, 8, 39]). Later, it will be seen that our findings
provide a novel rationale for some of the existing methods. The discussions in this chapter
can be differentiated from other work in the literature on mitigating estimation errors and
improving portfolio performance in at least three important aspects.

First, while in the literature most improved covariance matrix or portfolio weight esti-
mators optimize a particular objective function within a certain class of candidate covari-
ance/weight estimators2, we seek adjustment patterns which, when applied to the sample
eigenvalues, could lead to a concrete improvement in terms of the out-of-sample portfo-
lio Sharpe ratio when both the sample size and the portfolio size are sufficiently large.
This pattern, if identified, will shed lights on the key factors responsible for improving a
portfolio’s out-of-sample performance. More importantly, each realization of the sample
covariance matrix will benefit, in terms of the out-of-sample portfolio Sharpe ratio, from
such an adjustment. Our study is primarily placed on the analysis of effects when there is
an infinitesimal adjustment on the eigenvalues. The motivation underlying our particular
focus on infinitesimal adjustments of eigenvalues is the observation that most improved es-
timators deviate only mildly from the sample covariance matrix. Throughout the chapter,
we refer to such an effect due to an infinitesimal adjustment on eigenvalues as a marginal
effect. The precise definition is given in Section 2.2.

Second, our simultaneous selection of the out-of-sample Sharpe ratio as a target and the
covariance estimators reconstructed based on adjusted sample eigenvalues as candidates
differentiates this chapter from its peers which adopt other objectives ([75, 22, 16]) and
those which consider other candidate estimators ([75, 66, 17]). To the best of our knowl-
edge, [76] is the only work that optimizes (the convergence limit of) the out-of-sample
Sharpe ratio over the same class of estimators we consider. The key difference between our
work in this chapter and theirs will be elaborated in the next paragraph.

Third, in this chapter we assume that the asset return generating process follows a
high-dimensional factor model, where the returns of an increasing number of assets are
governed by a fixed number of common factors. The high-dimensional factor model as-
sumption gives rise to a spiked structure in the population covariance matrix: as the
number of assets increases to infinity, the first few eigenvalues increase at the same rate

2Usually, the problem can be reduced to first deriving the optimal value of the decision variable and
then looking for its bona fide estimator ([75]) or convergence limit ([17]). In [76], the authors search among
the candidates for the one that optimizes the convergence limit of the objective function.
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and the remaining ones are bounded. The spiked structure with rapidly-growing spiked
eigenvalues renders many results in the random matrix theory (RMT) impotent, in that
the spectral convergence results for this type of population covariance matrix have not yet
been developed. This technical hurdle prevents us from deriving the optimal eigenvalues
adjustment under a factor model. The few papers that borrow results from the RMT
to improve portfolios ([76], [34], [17]3) assume the population covariance matrix to have
bounded eigenvalues, which contradicts conventional factor model assumptions. Thanks
to the results in [98] on the consistency of principal component analysis (PCA) under a
variety of assumptions on the population covariance matrix and different asymptotics, we
are able to find an adjustment pattern that ensures a positive marginal effect under certain
high-dimensional asymptotics.

According to the main results of this chapter, if the population covariance matrix admits
a high-dimensional K-factor model, adjusting one of the first K sample eigenvalues has
a diminishing effect under the high-dimensional asymptotics that the number of assets N
and the sample size T both go to infinity such that T and N1+c grow at the same rate
for any c > 0. In addition, either shrinking a large but non-spiked (excluding the first K)
sample eigenvalues or lifting a small one has a positive effect on the out-of-sample Sharpe
ratio asymptotically. We also analyze a simultaneous adjustment of multiple eigenvalues.
Let {λ̂i}Ni=1 denote decreasingly sorted sample eigenvalues. Then, for any value of k and

any a < 1, simultaneously amplifying the smallest sample eigenvalues {λ̂i : i ≥ k} to

{λ̂i + λλ̂ai : i ≥ k} for some small λ > 0 leads to an improvement in the out-of-sample
Sharpe ratio under the high-dimensional asymptotics. If the underlying model is a single-
factor model and the factor pricing relation holds, i.e., both expected returns and covariance
matrix are driven by the single-factor model (see a discussion in [82]), the aforementioned
way of adjusting eigenvalues always leads to an improvement in the out-of-sample portfolio
Sharpe ratio, regardless of the values of N and T .

Our results shed light on the reason for the effectiveness of the shrinkage towards
identity method (k = 1, a = 0) and the spectral cut-off method (k ≥ min{k : λ̂k < 1},
a = −∞) adopted in real-world portfolio construction practice. A useful implication of
our results is that the key to improving the out-of-sample portfolio performance is to
make the eigenvalues overall less dispersed (this will be formally defined later) after the
adjustment. Although [75] made a similar statement, their reasoning is based on the fact
that sample eigenvalues are more dispersed compared with their population counterparts
and thus should be corrected to reduce the expected Frobenius loss. By showing that

3Although the authors did not explicitly assume the population covariance matrix to have bounded
eigenvalues, in their major technical reference ([94]), the population covariance matrix is assumed to have
a bounded spectral norm.
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the shrinkage towards identity type estimator has a concrete marginal effect of improving
the out-of-sample Sharpe ratio under factor model assumptions, we endow the well-known
method with new insights.

The remaining part of the chapter is organized as follows. Section 2.2 provides an
expression for the marginal effect of sample eigenvalues adjustment on the out-of-sample
Sharpe ratio and discusses what adjustment pattern would ensure a positive effect. Sec-
tion 2.3 uses a simulation experiment to support the results established in Section 2.2.
Section 2.4 discusses the connection of the main results in this chapter with a few existing
approaches in the literature. Section 2.5 concludes the chapter.

2.2 Main Results

Throughout the chapter, we use bold capital letters to denote matrices, bold lowercase let-
ters to denote vectors, and plain lowercase letters to denote scalars. The term “return” on a
given asset denotes the asset’s return in excess of the riskless rate. Let X = (x1,x2, . . . ,xT )
denote an N × T matrix containing T independently and identically distributed observa-
tions on a system of N(< T ) asset returns with some mean vector, a positive definite
covariance matrix Σ, and a finite fourth moment. We denote the eigen-decomposition of
the population covariance matrix by Σ = UΛUT , where Λ = diag{λ1 ≥ · · · ≥ λN > 0} and
U = (u1,u2, . . . ,uN). Let S = 1

T−1

∑T
i=1(xi − x̄)(xi − x̄)T , where x̄ = 1

T

∑T
i=1 xi, denote

the sample covariance matrix, whose eigen-decomposition is S = ÛΛ̂ÛT . Similarly, we
denote Λ̂ = diag{λ̂1 ≥ · · · ≥ λ̂N} and Û = (û1, û2, . . . , ûN). Since we focus on occasions
where T is greater than N , we assume that S is invertible throughout the chapter without
loss of generality. In addition, ‖a‖ and ‖a‖∞ denote the Euclidean norm and the maximum
norm of a vector a respectively. We denote aτ � bτ if c2 ≤ limτ→∞

aτ
bτ
≤ limτ→∞

aτ
bτ
≤ c1 for

two constants c1 ≥ c2 > 0. Lastly, Ek denotes a conforming diagonal matrix with 1 being
its kth diagonal entry and 0 elsewhere; Ek+ denotes a conforming diagonal matrix with 0
being its first k−1 diagonal entries and 1 being its diagonal entries at and beyond the kth.

2.2.1 Problem Setup

Suppose that an investor wishes to follow the two-step approach to construct a single-
period maximum Sharpe ratio (MSR) portfolio of N risky assets. Further, suppose that
the investor believes that the vector of expected returns is an exogenously given vector µ,
and estimates the covariance matrix from assets’ price history. We consider such a case
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because it has been widely noticed that estimating expected returns from price history is
a major source of estimation error ([62, 61, 30]) and investors thus resort to alternative
approaches to acquire the expected returns. In particular, many researchers exploit asset
pricing anomalies to find better proxies for the expected returns. [56] contains a review of
hundreds of cross-sectional return patterns. Given the abundance of choice for µ, we leave
it to the investor to make the choice and simply take µ as exogenously given.

When the sample covariance matrix S is adopted as the covariance estimator, the two-
step approach based MSR portfolio can be solved from the following problem:

ŵmsr := argmax
w

wTµ√
wTSw

s.t. wT1 = 1, (2.1)

where 1 is a column vector of ones. Note that in the above Sharpe ratio maximization
problem, the objective function is the ex-ante Sharpe ratio, since µ represents the investor’s
subjective belief on expected asset returns over the investment horizon. The solution to
the above problem, if exists, is

ŵmsr =
S−1µ

1TS−1µ
, (2.2)

and the out-of-sample Sharpe ratio is

SR =
ŵT
msrµ√

ŵT
msrΣŵmsr

=
µTS−1µ√

µTS−1ΣS−1µ
. (2.3)

It has become a consensus that the out-of-sample Sharpe ratio of the two-step approach
based MSR portfolio could deviate substantially from its actual maximum value, especially
when N is large relative to T , due to significant estimation errors in the sample covariance
matrix. Based on this reason, we exploit the possibility of improving the out-of-sample
Sharpe ratio by substituting S with a re-constructed covariance matrix estimator S̃ and

assign a portfolio weight as w̃msr = S̃−1µ

1T S̃−1µ
.

In this chapter, we focus on adjusting the eigenvalues of the sample covariance ma-
trix, which means that we consider a covariance matrix estimator that takes the form
S̃ = ÛΛ̃ÛT , with Λ̃ being a diagonal matrix. This is the class of “rotation-equivariant”
estimators introduced by [102] and considered as candidate covariance estimators by [76].

Note that S̃ becomes the sample covariance matrix when Λ̃ is taken at Λ̂. We set out
our analyses by slightly pulling a number of sample eigenvalues away from their original
levels and explore the marginal effect of such an adjustment on the out-of-sample Sharpe
ratio. For this purpose, we use a diagonal matrix V = diag{v1, v2, . . . , vN} and a scalar λ
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to parameterize the sample eigenvalues adjustment:

SV,λ := Û


λ̂1 − v1λ

. . .

λ̂k − vkλ
. . .

λ̂N − vNλ

 ÛT .

The parameterization above is quite general in that when V takes different forms, it could
reduce to a number of ways to adjust sample eigenvalues. For instance, when V is a
scalar multiple of an identity matrix, the adjustment is similar to (but not the same
as4) the construction of the “shrinkage towards identity” method proposed by [75]. The
shrinkage towards identity estimator is usually referred to as a “linear” shrinkage in the
sense that if we plot the eigenvalues after adjustment versus their original counterparts,
all points lie on a straight line. This notion is in contrast to the recent development of
a “nonlinear” shrinkage estimator ([76]) in which each eigenvalue is adjusted differently.
Our parameterization allows for a nonlinear shrinkage since it does not restrict the vk’s to
be the same. In addition, this setup also accommodates the cases in which only a subset
of the sample eigenvalues are adjusted.

The MSR portfolio constructed based on SV,λ has a weight vector given by:

ŵmsr(V, λ) =
S−1

V,λµ

1TS−1
V,λµ

. (2.4)

It is worth pointing out that the vkλ’s in the above expression for SV,λ is not necessarily
positive. It means a shrinkage on the kth eigenvalue for a positive vkλ and an amplification
for a negative vkλ. With the weight vector ŵmsr(V, λ) given in equation (2.4), the out-of-
sample Sharpe ratio could also be expressed as a function of V and λ:

SR(V, λ) :=
ŵT
msr(V, λ)µ√

ŵT
msr(V, λ)Σŵmsr(V, λ)

=
µTS−1

V,λµ√
µTS−1

V,λΣS−1
V,λµ

. (2.5)

Therefore, our goal of studying the marginal effect of adjusting sample eigenvalues on
the out-of-sample Sharpe ratio can be reduced to the one of studying properties of the
derivative SR′V(0) := ∂SR(V,λ)

∂λ

∣∣
λ=0

.

4In a shrinkage towards identity estimator, the trace of the shrunk covariance matrix remains the same
as the sample covariance matrix, but it is obviously not the case if V is a scalar multiple of an identity
matrix.
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2.2.2 Marginal Effect of Eigenvalues Adjustment

As the first step, we derive a simplified expression for SR′V(0) as given in the following
theorem.

Theorem 2.2.1. The marginal effect of an eigenvalues adjustment specified by a diagonal
matrix V on the out-of-sample Sharpe ratio admits the following expression:

SR′V(0) = − µTS−1µ

(µTS−1ΣS−1µ)
3
2

(
µTS−1ΣÛΛ̂−2VÛTµ− µT ÛΛ̂−2VÛTµ

µTS−1ΣS−1µ

µTS−1µ

)
.

(2.6)

All of the proofs are given in the Appendix. Obviously, SR′V(0) is a random variable in
that it depends on the sample covariance matrix. We cannot observe the realization of the
random variable purely based on a sample, because the random variable also relies on the
unobservable population covariance matrix Σ. Ideally, it will be intriguing to find a set of
matrices, denoted by M, such that for any V ∈ M, the inequality SR′V(0) > 0 holds for
any value of N and T , or less preferably, holds asymptotically in certain limiting scenarios.
If such a set is identified, we can improve an MSR portfolio’s out-of-sample Sharpe ratio
by replacing S with S− λV for a small positive number λ and some V ∈M.

Given the complexity of the expression for SR′V(0), it is challenging to determine its
sign without imposing any structural assumption on Σ. Therefore, in the next two sections
we look for the set of matrices M under two distinctive sets of assumptions on Σ.

2.2.3 High-Dimensional Factor Model

In this section, we base our analyses on the assumption that the asset returns are generated
by a high-dimensional K-factor model, which is a well-known and extensively used model
for cross-sectional asset returns ([35, 8, 38]). To be more specific, we assume that the
systematic portion of the asset prices movement is driven by K common factors and the
idiosyncratic returns are mutually uncorrelated5, so that the population covariance matrix
has a “low rank + diagonal” structure. However, we do not assume the factor pricing
relation to hold6, nor do we assume the factor returns and thus the asset returns to have

5Uncorrelatedness of residual returns is an assumption of the strict factor model. Recently, researchers
have been considering a more practical approximate factor model ([37]) which allows for a sparse residual
covariance matrix. But in this chapter we focus on the strict factor model for viability reasons.

6If the factor pricing relation holds, µ should be estimated according to the factor model. We refer
readers to [82] for a discussion.
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a mean vector independent of time. Rather, we still view µ as being exogenously given.
Our goal is to find a collection of V matrices which make SR′V(0) asymptotically positive
as both N and T go to infinity.

It is worth mentioning that we are not the first to consider manipulating sample
eigenvalues for the purpose of improving the out-of-sample Sharpe ratio under the high-
dimensional asymptotics. [76], after imposing a set of technical assumptions, derived a
convergence limit for the out-of-sample Sharpe ratio as both the number of assets N and
the sample size T go to infinity at the same rate. In the next step, they look for the optimal
shrinkage on each sample eigenvalue to maximize the deterministic convergence limit of
the out-of-sample Sharpe ratio. Specifically, one of the technical assumptions made in [76]
(Assumption 2) indicates that as N increases, the eigenvalues of the population covariance
matrix are contained in a compact set, or to put it simply, the largest population eigenvalue
does not increase at the rate O(N). This assumption reveals that the authors work under a
framework at odds with the standard high-dimensional K-factor model framework. In the
latter, the largest K population eigenvalues increase at the rate O(N). This discrepancy
in assumptions, as well as the popularity of the factor model structure, makes it neces-
sary to examine the limiting behavior of the marginal effect random variable under the
high-dimensional asymptotics and the factor model assumptions of second-order (or weak)
stationarity.

Under a K-factor model, the cross-sectional returns of the N assets are assumed to be
driven by K common factors:

yt = Bft + εt, t = 1, 2, . . . , T, (2.7)

where yt is an N×1 vector of asset returns at time t, B is an N×K deterministic matrix of
factor loadings, ft is a K×1 vector of factor returns at time t, and εt is an N×1 noise vector
independent of ft with a zero mean, a covariance matrix Σε, and a finite fourth moment.
Our subsequent analysis in this section is based on the following high-dimensional K-factor
model assumptions.

Assumption 2.2.1. The autocovariance functions for both {ft}Tt=1 and {εt}Tt=1 are inde-
pendent of t.

This assumption ensures that Σ = Bcov(ft)B
T +Σε and that Σ is constant across time.

Assumption 2.2.2. The K ×K covariance matrix cov(ft) is of a full rank.

This assumption implies that none of the common factors can be written into a linear
combination of the remaining ones. As a result, the rank of the matrix Bcov(ft)B

T is K
as long as the rank of B is K.
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Assumption 2.2.3. The eigenvalues of N−1BTB are bounded away from zero for all
sufficiently large N .

[39] provide an insightful explanation for this assumption. The authors point out that
this assumption easily holds when the factors are pervasive in the sense that a non-negligible
fraction of factor loadings should be non-vanishing. This assumption, together with As-
sumption 2.2.2, ensures that the K non-zero eigenvalues of Bcov(ft)B

T diverge at a rate
of O(N).

Assumption 2.2.4. The residual covariance matrix Σε is a constant multiple of the iden-
tity matrix, i.e. Σε = σ2I.

This assumption serves a technical purpose without which we would be unable to verify
Theorem 2.2.2 below. Notwithstanding its restrictiveness, this assumption characterizes
the stylized fact that assets’ idiosyncratic variances are of a similar scale. The same
assumption is also used by [82] in a factor model.

Assumption 2.2.5. As N → ∞, ‖µ‖ = O(N1/2) and
∥∥UT

Fµ
∥∥
∞ = o(N1/2), where UF =

(u1,u2, . . . ,uK).

The first half of the assumption stipulates that a non-vanishing proportion of the assets
have a non-zero expected return. This assumption is relatively straightforward and not
unduly restrictive. The second half of the assumption restrains µ from having an excessive
loading on the first K eigenvectors. Typically, there is no a priori reason to believe that
µ has an excessive loading on any specific eigenvector, since µ can be obtained from
multiple resources. A violation of this assumption occurs, for example, when µ is a linear
combination of the first K eigenvectors, in which case

∥∥UT
Fµ
∥∥
∞ has a rate of O(N1/2). [51]

point out that in such a scenario, even directly using the sample covariance matrix leads
to a consistent portfolio weight estimator. In this chapter, we focus on the more common
cases where a manipulation of sample eigenvalues potentially leads to some improvement.
So we exclude such extreme scenarios by imposing Assumption 2.2.5.

Theorem 2.2.2. Under Assumptions 2.2.1 - 2.2.5 and as N, T go to infinity with T � N1+c

for some c > 0, the following results hold:

(a) For 1 ≤ k ≤ K,
SR′Ek(0)

a.s.−−→ 0. (2.8)
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In addition, there exists an integer K∗ ∈ {K + 2, . . . , N − 1} such that for each
k ∈ {K+1, . . . , N}, there exists a sequence of almost surely positive random variables

denoted by {X(N)
k }N=2,3,..., such that

SR′Ek
(0)

X
(N)
k

a.s.−−→ 1, K + 1 ≤ k < K∗

SR′−Ek
(0)

X
(N)
k

a.s.−−→ 1, K∗ < k ≤ N
. (2.9)

(b) For any a < 1 and any k ∈ {1, . . . , N}, there exists a sequence of almost surely

positive random variables denoted by {Y (N)
k }N=2,3,..., such that

SR′−Λ̂aEk+
(0)

Y
(N)
k

a.s.−−→ 1, (2.10)

where Λ̂a denotes the diagonal matrix diag{λ̂a1, λ̂a2, . . . , λ̂aN}.

Remark 2.2.1. Theorem 2.2.2 identifies a few forms of the V matrix that can lead to
a marginal improvement in the out-of-sample Sharpe ratio under the high-dimensional
asymptotic that both N and T go to infinity with T � N1+c for some c > 0. In the
literature, the “high-dimensional asymptotics” used to refer to the cases when N and T
go to infinity at the same rate. The asymptotics we base our analysis on here is only
of a slightly lower-dimensional nature, since c can be arbitrarily small. For this reason,
although the ratio N/T eventually converges to 0, we still deem these asymptotics to be a
high-dimensional one.

Remark 2.2.2. Many results in this chapter hold “almost surely”. Unless otherwise stated,
“some random variable is positive almost surely” can be understood as that it takes the
value of 0 only when S = Σ, an event that happens with probability 0.

Part (a) of Theorem 2.2.2 discusses the effect of an incremental adjustment of an
individual sample eigenvalue. The result indicates that when N and T become large
enough, the marginal effect of modifying one of the largest K sample eigenvalues diminishes
(see eq. (2.8)). The finding of the fading marginal effect of adjusting a spiked eigenvalue
is consistent with the intuition, because as [98] showed, under the high-dimensional K-
factor model assumptions, the largest K eigenvalues can be consistently estimated by their

sample counterparts in the sense that λ̂i
λi

a.s.−−→ 1, i = 1, 2, . . . , K.

In addition, according to part (a) of Theorem 2.2.2 (see eq. (2.9)), both a mild shrinkage
on a large but non-spiked (excluding the firstK) sample eigenvalue and a mild amplification
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on a small one help to improve the out-of-sample Sharpe ratio. This result is in line with
the intuition that the sample eigenvalues should be pushed back towards their grand mean
for the purpose of improving the MSR portfolio, because sample eigenvalues are more
dispersed than their population counterparts ([83]). Before seeing this theorem to be
stated formally, readers should be cautious about adopting such an intuition. The reason
is that even though pushing sample eigenvalues back to their grand mean helps reducing
the estimation errors measured by the expected Frobenius loss E(‖S−Σ‖F ) ([75]), there
is no guarantee that the out-of-sample Sharpe ratio will be affected in the same direction.
More discussion on this issue will be given in Section 2.4.

Part (b) of Theorem 2.2.2 focuses on a joint manipulation of multiple sample eigenval-
ues. The parameter a specifies the relative intensity of the adjustment on different sample
eigenvalues. The result indicates that a joint amplification on a collection of tail sample
eigenvalues has the marginal effect of improving the out-of-sample Sharpe ratio, as long
as a < 1. It is worth highlighting that the eigenvalues to be adjusted must form a com-
plete “tail” - no matter from where we start the adjustment, we should adjust all of the
eigenvalues beyond (smaller than) the starting point. The proposed range for a implies
that the eigenvalues should become overall less dispersed after the adjustment, in the sense

that the inequality λ̃i
λ̃j
≤ λ̂i

λ̂j
holds for any i < j, where λ̃i is the ith largest eigenvalue after

the adjustment. When k = 1 and a = 1, the adjustment is equivalent to replacing S with
its scalar multiple. Such an adjustment will not lead to any change in the out-of-sample
Sharpe ratio. This is why a must be strictly less than 1 to ensure the positiveness of
SR′−Λ̂aEk+

(0). When k = 1 and a = 0, the adjustment is consistent with the notion of a

“linear” shrinkage, since each eigenvalue is lifted by the same amount. Other values of a
correspond to a “nonlinear” shrinkage. Instead of using N parameters to parameterize a
nonlinear shrinkage, as in [76], we use 2 by requiring that the shrinkage intensity matrix
V is a power of the sample eigenvalue matrix times an “indicator matrix” specifying the
starting point of the manipulation. This parameterization is rich in its implication despite
of its parsimonity.

The out-of-sample Sharpe ratio is scale-invariant in the covariance matrix estimator.
Although in a shrinkage towards identity estimator the large eigenvalues are shrunk and the
small ones are lifted, the estimator has an equivalent (in the sense of leading to the same
out-of-sample Sharpe ratio) rotation-equivariant counterpart each of whose eigenvalues is
amplified. Therefore, our results provide a support to shrinkage estimators with trace at
different levels. The connection between our results and the shrinkage estimators will be
discussed in detail in Section 2.4.
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2.2.4 Single-Factor Model

In this section, we assess the marginal effect of adjusting sample eigenvalue(s) under a
single-factor model, which assumes that a single unobservable factor drives the price move-
ment of all assets. [82] showed by using an “optimal orthogonal portfolio” ([81]) argument
that if the exact single-factor pricing relation holds and the uncorrelated residual returns
have equal variance σ2, the true expected return (still denoted by µ) and the covariance
matrix has the following relationship:

Σ = µµT 1

s2
h

+ σ2I, (2.11)

where sh denotes µh
σh

, the Sharpe ratio of the only factor portfolio h. A factor portfolio is
a legitimate portfolio whose weight vector is proportional to the vector of factor loadings.

In the following Theorem 2.2.3, we will show that if the exact single-factor pricing
relation is satisfied and if the subjective view on expected returns coincides with the true
expected returns vector, we can find a set of V matrices that make SR′V(0) positive even
when both N and T are small. It is important to clarify that Theorem 2.2.3 could not serve
a practical purpose because of the following paradox: for an arbitrary µ supplied by some
“alpha model”, if the structural assumption in eq. (2.11) is not satisfied, the subsequent
results in the theorem do not necessarily hold; otherwise, we would immediately obtain
the population covariance matrix and the issue of estimation errors will not be an issue
any longer. However, Theorem 2.2.3 has a strong theoretical implication in that at least,
it identifies a set of V matrices that work when N and T can be any number under a
reasonable economic model.

Theorem 2.2.3. If Σ can be expressed by the exogenously given µ as in eq. (2.11), then
the following results hold for any value of N , T , sh, and σ2:

(a) There exists an integer K ∈ {2, 3, . . . , N−1} such that with probability 1, SR′Ek(0) >
0 for all k < K and SR′−Ek

(0) > 0 for all k > K.

(b) For any a < 1 and k ∈ {1, 2 . . . , N}, SR′−Λ̂aEk+
(0) > 0 with probability 1.

Remark 2.2.3. Since the set of V matrices given in Theorems 2.2.2 and 2.2.3 is the same,
the latter theorem may seem to be a finite sample analogous to the former, while there
is a major difference between these two sets of results: the structural assumption on Σ
in eq. (2.11) implies that µ only has a non-zero loading on the dominant eigenvector7 of

7The dominant eigenvector refers to the eigenvector that corresponds to the largest eigenvalue.
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Σ, but this specific scenario is excluded from the previous analyses by Assumption 2.2.5.
Therefore, Theorem 2.2.3 can be viewed as a complement to Theorem 2.2.2 that impresses
us with fruitful finite sample results.

Part (a) of Theorem 2.2.3 focuses on adjusting an individual sample eigenvalue. Both
an incremental shrinkage on a large sample eigenvalue and an incremental amplification on
a small sample eigenvalue lead to an increase in the out-of-sample Sharpe ratio. In addition,
there also exists a cutting point between such large eigenvalues and small eigenvalues. This
result also helps to partly justify the use of the shrinkage towards identity method. Part
(b) of Theorem 2.2.3 focuses on simultaneously adjusting a few eigenvalues. The results
indicate that if we apply a mild amplification on a collection of tail eigenvalues so that
the eigenvalues become overall less dispersed, this will result in an improvement in the
out-of-sample Sharpe ratio.

2.3 Simulation Study

In this section, we use a simulation study to substantiate the findings in Section 2.2.3. In
particular, we demonstrate the property of the sample-dependent random variable SR′V(0)
for some V matrices we have discussed in the previous section.

2.3.1 Simulation Setup

In each experiment, we pre-specify an N × 1 (subjective) expected returns vector µ and
an N × T population covariance matrix Σ and repeat the following procedure 100 times8:

(a) Generate T (N) = bN1.5c random vectors from a multivariate normal distribution
with expectation µ and covariance matrix Σ, where bxc denotes the largest integer
less than or equal to x. Calculate the sample covariance matrix S based on the T
simulated vectors.

(b) Calculate SR′Ek(0) and SR′−Ek+
(0) for k = 1, 2, . . . , N based on S, Σ, and µ.

8Ideally, a larger number of simulated runs is needed. However, the patterns demonstrated in the
quantities of interest averaged across the 100 replications are reasonably smooth and informative. Therefore
we do not further increase the number of runs.
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Once we have collected the 100 realizations of the 2N marginal effect random variables, we
can calculate the average value of each, denoted by SR′Ek(0) and SR′−Ek+

(0) respectively,

k = 1, 2, . . . , N . Then, we plot SR′Ek(0) as a function of k to demonstrate the marginal

effect of shrinking the kth sample eigenvalue. Likewise, we also plot SR′−Ek+
(0) as a

function of k to illustrate the marginal effect of simultaneously amplifying the smallest
N − k sample eigenvalues.

In this simulation study we consider 8 different combinations of N , Σ, and µ when
specifying the true parameters. To be more specific, we provide two choices for each
parameter:

N : The value of N is either 100 or 500. We make a conjecture that when N = 500,
the results we observe should better reflect the asymptotic results in Theorem 2.2.2.
Note that we do not treat the sample size T as another parameter but simply let it
be a function of N to be consistent with the asymptotics we are working with.

Σ: The population covariance matrix Σ either strictly conforms to Assumptions 2.2.1
- 2.2.49 or violates Assumption 2.2.4 but satisfies the remaining ones. Recall that
Assumption 2.2.4 requires all of the non-spiked population eigenvalues to be equal to
each other. This assumption is indispensable for the proof of our theoretical results
but is hard to be satisfied in reality. Thus, we resort to the simulation study to explore
to what extent the results will be affected if we allow for distinct small population
eigenvalues. However, it is worth pointing out that either choice for Σ admits the
K-factor model. In this study, we fix the value of K to be 3.

µ: The expected return vector µ is either an “arbitrary” one in the sense that it has
a non-zero loading on each of the eigenvectors of Σ or a “low-rank” one which can
be expressed as a linear combination of the first K eigenvectors of Σ. To obtain an
“arbitrary” µ, we simulate an N × 1 vector of independent components generated
from the distribution N(0.05, 0.052). When a “low-rank” µ is desired, we project the
simulated µ onto the subspace spanned by the first K eigenvectors of Σ and re-scale
the projection so that it remains the same length as the “arbitrary” µ. The purpose
of such a design is to highlight the finding that the marginal effect of manipulating
one or more sample eigenvalues not only depends on Σ but also on µ.

9Note that Assumption 2.2.5 is not about the population covariance matrix.
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2.3.2 Shrinkage on Individual Eigenvalue

In this section, we show the simulation results on the marginal effect of shrinking a single
sample eigenvalue. Specifically, we illustrate how SR′Ek(0) varies with k in Figure 2.1.

According to Figure 2.1, when Assumptions 2.2.1 - 2.2.5 are satisfied (see the red dots
in panels (a) and (b)), the marginal effect of shrinking one of the first K sample eigenvalues
is almost 0, shrinking a large eigenvalue beyond the Kth leads to a marginal improvement
on the out-of-sample Sharpe ratio, and shrinking a small eigenvalue leads to a deterioration
of it. The last observation is equivalent to the statement that amplifying a small eigenvalue
has a positive marginal effect on the Sharpe ratio. Moreover, the magnitude (in the sense
of an absolute value) of the marginal effect of adjusting one of the smallest eigenvalues is
quite large. The population covariance matrix Σ used in panels (c) and (d) has distinct tail
eigenvalues; however, we observe a very similar pattern (in the red dots) to that observed
in the two panels at the top for which the tail eigenvalues are all equal to 0.05.

The blue dots in Figure 2.1 come from the setup where µ is from the 3-dimensional
space span{u1,u2,u3}. As mentioned in [51], in such a scenario, the sample-based MSR
portfolio is a consistent estimator of the true MSR portfolio, and it thus becomes less
necessary to seek an improvement via adjustment of eigenvalues. What we observe from
the blue dots in Figure 2.1 supports this argument - the magnitude of the marginal effect
of eigenvalues adjustment is negligible compared with the case where µ is an “arbitrary”
vector.

Table 2.1: Proportion of positive SR′Ek
(0) among the 100 replications. In this table, we only report

results for the cases where µ is an “arbitrary” vector and can have loading on all eigenvectors. In (a) and
(b), the Σ has 3 spiked eigenvalues and the remaining ones equal 0.05; in (c) and (d), the Σ has 3 spiked
eigenvalues and the remaining ones are a sorted sample generated from Uniform(0.025, 0.075).

k K+1 K+2 K+6 p-5 p-1 p

(a) N = 100, equal tail 1.00 0.97 0.96 0.02 0.02 0.00
(b) N = 500, equal tail 0.98 0.99 1.00 0.03 0.00 0.00

(c) N = 100, distinct tail 0.89 0.90 0.88 0.12 0.15 0.17
(d) N = 500, distinct tail 0.88 0.82 0.84 0.16 0.15 0.15

Figure 2.1 only reflects the average value of the marginal effect across the 100 replica-
tions. We are also interested in the distribution of the adjustment effect random variables,
especially we are interested in what proportion among the 100 realizations of SR′Ek(0) are
positive. Table 2.1 reports such information. According to the first two rows, when the
last N −K population eigenvalues are equal, shrinking a large but non-spiked eigenvalue
or amplifying a small one almost always leads to a marginal improvement in the out-of-
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Figure 2.1: SR′Ek
(0) vs. k: marginal effect of shrinking the kth sample eigenvalue. In each panel, the

x-axis measures k and the y-axis measures SR′Ek
(0). In panels (a) and (c), N = 100 and T = 1000; in

panels (b) and (d), N = 500 and T = 11180. In panels (a) and (b), the Σ has 3 spiked eigenvalues and
the remaining ones equal to 0.05; in panels (c) and (d), the Σ has 3 spiked eigenvalues and the remaining
ones are a sorted sample generated from Uniform(0.025, 0.075). In each panel, the red dots correspond to
the case where µ can have loading on all eigenvectors; the blue dots correspond to the case where µ is a
linear combination of {u1,u2,u3}.
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sample Sharpe ratio. When the ‘flat tail” assumption is removed, there is still a high chance
(around 85% according to Table 2.1) that such a manipulation leads to an improvement.

2.3.3 Amplification on Tail Eigenvalues

In this section, we present the simulation results on the marginal effect of amplifying a
collection of tail eigenvalues. In particular, we illustrate how SR′−Ek+

(0) varies with k in
Figure 2.2.

Consistent with the results of Theorem 2.2.2, in panels (a) and (b) of Figure 2.2, the
average marginal effect is positive for any k, regardless of the µ used. In other words, ap-
plying a linear amplification on a few tail sample eigenvalues always has a positive marginal
effect on the out-of-sample Sharpe ratio, no matter how long the tail is. Comparing the
red dots with the blue ones, we conclude that when µ lies in the subspace spanned by the
first K eigenvectors, the marginal adjustment effect on the out-of-sample Sharpe ratio is
minutely small in magnitude. The reason is the same as we have previously stated, i.e., this
happens because the sample-based MSR portfolio is good enough to yield a Sharpe ratio
close to the actual maximum one. As we move to panels (c) and (d), where the “flat tail”
assumption is violated, no marked difference from the two panels at the top is observed.

In addition, even a quick glance of Figure 2.2 reminds us that there is some “opti-
mal” k which corresponds to the strongest marginal effect. This result is expected be-
cause amplifying the largest few eigenvalues might counteract the improvement brought
by amplifying the small ones; so it could be better to solely amplify the small ones. How-
ever, it is not our goal in this chapter to find the optimal k. One reason for this is the
technical difficulty associated with it, and another reason is that it is not meaningful to
look for the optimal k without making sure that a higher SR′−Ek+

(0) leads to a higher

SR(−Ek+ , λ) − SR(−Ek+ , 0), where λ is a small positive number.10 Although we do not
intend to discuss how to find the optimal k, it is important to point out that the answer
to this problem depends on the relationship between µ and Σ. A simple illustration on
this point is that the optimal k based on the red dots and that based on the blue ones are
quite different.

Figure 2.2 only shows the average value of the 100 realizations of the marginal effect
random variables. As in the previous section, we are interested in what proportion of
the realizations of each random variable is positive. Table 2.2 reports these proportions.
According to the first two rows of Table 2.2, when all assumptions about the population

10Information about the higher-order derivatives is needed here.
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Figure 2.2: SR′−Ek+
(0) vs. k: marginal effect of amplifying eigenvalues beyond the kth. In each panel,

the x-axis measures k and the y-axis measures SR′−Ek+
(0). In panels (a) and (c), N = 100 and T = 1000;

in panels (b) and (d), N = 500 and T = 11180. In panels (a) and (b), the Σ has 3 spiked eigenvalues and
the remaining ones equal 0.05; in panels (c) and (d), the Σ has 3 spiked eigenvalues and the remaining
ones are a sorted sample generated from Uniform(0.025, 0.075). In each panel, the red dots correspond to
the case where µ can have loading on all eigenvectors; the blue dots correspond to the case where µ is a
linear combination of {u1,u2,u3}.
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Table 2.2: Proportion of positive SR′−Ek+
(0) among the 100 replications. In this table, we only report

results for the cases where µ is an “arbitrary” vector and can have loading on all eigenvectors. In (a) and
(b), the Σ has 3 spiked eigenvalues and the remaining ones equal 0.05; in (c) and (d), the Σ has 3 spiked
eigenvalues and the remaining ones are a sorted sample generated from Uniform(0.025, 0.075).

k K K+1 K+5 p-6 p-2 p-1

(a) N = 100, equal tail 1.00 1.00 1.00 1.00 1.00 1.00
(b) N = 500, equal tail 1.00 1.00 1.00 1.00 1.00 1.00

(c) N = 100, distinct tail 1.00 1.00 1.00 1.00 0.94 0.83
(d) N = 500, distinct tail 1.00 1.00 1.00 1.00 0.96 0.85

covariance matrix are met, the six reported marginal effect random variables are positive
in all replications. When Assumption 2.2.4 is violated, as can be seen in the last two rows
of Table 2.2, there are a few occasions where amplifying the last sample eigenvalue does
not lead to an improvement; when it comes to amplifying the smallest two eigenvalues
however, there are fewer such occasions. In all replications, amplifying the smallest six
eigenvalues has a positive marginal effect on the out-of-sample Sharpe ratio.

The simulation results provide a firm support to the theoretical conclusions reached in
Section 2.2. To recap, under a large-dimensional K-factor model, shrinking a large non-
spiked sample eigenvalue and amplifying a small one by a small amount both lead to an
improvement in the out-of-sample Sharpe ratio. In addition, a mild linear amplification on
any number of tail sample eigenvalues also leads to an improvement.

2.4 Connection with Existing Methods

In this section, we comment on the connection between our theoretical results and a few
existing methods in the literature for improving optimized portfolios.

2.4.1 Shrinkage towards Identity Estimator

The shrinkage towards identity estimator ([75]) is a weighted average of the sample co-
variance matrix and an identity matrix, i.e., SSTI = s1S + s2I for some s1, s2 > 0. The
effectiveness of this estimator can be partially explained by our theoretical results. Since
the out-of-sample Sharpe ratio is scale-invariant in the covariance matrix estimator, an
equivalent covariance estimator is S∗STI = S + s2

s1
I. Since both s1 and s2 are positive, S∗STI

conforms to our proposed way of adjusting the sample eigenvalues if we let the parameters
in V = −Λ̂aEk+ be a = 0 and k = 1.
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At first sight, we might attribute the improved out-of-sample performance of the
minimum-variance portfolio to the reduced expected Frobenius loss brought by the shrink-
age estimator. Actually, the link between a reduced expected Frobenius loss and an in-
creased out-of-sample Sharpe ratio is tenuous at best. Although for both objective func-

tions, E(
∥∥∥Σ̂−Σ

∥∥∥
F

) and µT Σ̂−1µ√
µT Σ̂−1ΣΣ̂−1µ

, the optimality is attained at Σ̂ = Σ, an improve-

ment in one of them does not necessarily ameliorate the other. In this chapter, we adopt
a more involved objective function so that the improved out-of-sample performance of the
portfolio can be more clearly explained. However, this achievement comes at a cost: we can
only derive analytically exact results for the marginal effect of adjusting eigenvalues instead
of determining the optimal amount of the adjustment. This is why it was mentioned at the
beginning of this section that the effectiveness of the shrinkage towards identity method
could only be partially explained.

2.4.2 Nonlinear Shrinkage Estimator

The nonlinear shrinkage estimator ([76]) extends the shrinkage towards identity estimator
by allowing different eigenvalues to be adjusted independently. As mentioned in Section
2.2.3, under a few assumptions about the population covariance matrix, the authors derive
the convergence limit of the out-of-sample Sharpe ratio as N and T go to infinity at the
same rate. Then, they search for the optimal shrinkage which maximizes the limiting
out-of-sample Sharpe ratio.

Since there is no explicit formula for the optimal shrinkage, we resort to the numerical
results provided in [76] to see how the sample eigenvalues are adjusted. Figure 2 in [76]
shows a comparison among the eigenvalues of a nonlinear shrinkage estimator, those of a
linear shrinkage estimator, and the sample eigenvalues. According to the figure, after the
nonlinear adjustment, the smallest eigenvalues become overall less dispersed in the sense

that λ̃i
λ̃j
≤ λ̂i

λ̂j
, where λ̃i is the ith eigenvalue after the nonlinear shrinkage, and i, j (i < j)

both index some small eigenvalues. Among the large eigenvalues, there is at least one

pair (i, j) with i < j to satisfy λ̃i
λ̃j
> λ̂i

λ̂j
. As a result, there is no guarantee that after a

nonlinear shrinkage, the eigenvalues become overall less dispersed. From this perspective,
our results are unable to provide a clear assurance for the improvement brought by the
nonlinear estimator. But readers should note that our theoretical results present only a
few sufficient conditions for achieving a marginal out-of-sample Sharpe ratio improvement.
So, even if the nonlinear shrinkage estimator does not make each pair of eigenvalues less
dispersed, it is still possible to reach an improvement.
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As has been mentioned earlier, there is some similarity between this chapter and [76],
in particular in terms of the objective function used and the family of estimator considered.
However, the key difference lies in the assumption about the population covariance matrix:
our main results are based on a high-dimensional K-factor model under which the largest
K population eigenvalues increase with N at a rate of O(N); a technical assumption in
[76] implies that they work under a framework where the largest population eigenvalue is
bounded. Our assumption is more appropriate for financial asset returns covariance matrix,
but the cost is the divergence of the out-of-sample Sharpe ratio; conversely, the assumption
of bounded eigenvalues is less realistic, but ensures the convergence of the out-of-sample
Sharpe ratio and thus enables the authors to find the optimal shrinkage.

2.4.3 Spectral Cut-off Method

The spectral cut-off method is a stabilization technique applied to the process of inverting
an ill-posed covariance matrix in which the smallest eigenvalues are close to zero. This
method reconstructs the inverse covariance estimator after discarding the eigenvectors as-
sociated with the eigenvalues that are smaller than a certain threshold. [22] propose a
data-driven method for determining the threshold. A contemplation about the spectral
cut-off method suggests that it can be viewed as a method which amplifies the smallest
eigenvalues to infinity while keeping the large ones unchanged. From this perspective,
this method falls into our framework as a polar extreme case if we let the parameters in
V = −Λ̂aEk+ be k ≥ min{k : λ̂k < 1} and a = −∞. Our theoretical results in Section
2.2.2 also imply that if we simply target a marginal improvement in the out-of-sample
Sharpe ratio, the number of eigenvectors to discard does not play a significant role.

2.5 Conclusion

We have discussed ways to improve the out-of-sample Sharpe ratio of an MSR portfo-
lio constructed based on the two-step approach. To accomplish this goal, we assume a
high-dimensional K-factor model and investigate how an improvement can be achieved by
adjusting the sample eigenvalues according to certain patterns. Our main results show that
simply adjusting one of the first K eigenvalues has a diminishing marginal effect; mildly
shrinking a large but non-spiked one and amplifying a small one both lead to an improve-
ment in the out-of-sample portfolio Sharpe ratio under the high-dimensional asymptotics.
The effect of adjusting multiple eigenvalues is also studied in the chapter. Our results
show that simultaneously amplifying a collection of tail eigenvalues according to a certain
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nonlinear pattern yields a positive effect for the out-of-sample Sharpe ratio improvement.
Our theoretical results are supported by simulation studies presented in this chapter.

By identifying a few eigenvalues adjustment patterns that ensure a marginal improve-
ment in the out-of-sample portfolio Sharpe ratio, we are able to provide an important
rationale for existing methods of improving portfolio performance in the literature, such
as the shrinkage towards identity method and the spectral cut-off method.
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Chapter 3

Eigen Portfolio Selection: A Robust
Approach to Sharpe Ratio
Maximization

3.1 Introduction

As [86] points out, estimating the expected returns from the time series of realized returns is
extremely challenging, while the covariance matrix can be much more accurately estimated
from historical data. This realization causes investors to dispense with the estimation of
expected returns from history and instead resort to either a minimum variance (MV)
portfolio or a maximum Sharpe ratio (MSR) portfolio with a reasonable proxy for the
expected returns. Over the years, hundreds of factors have been put forward to explain the
cross-section of expected returns. However, most investors, whether sophisticated or not,
rely on the realized returns to estimate the covariance matrix. It has been well-noticed
that the sample covariance matrix suffers from substantial estimation errors, especially
when the number of assets is large compared with the sample size, and these errors greatly
jeopardize the optimality of the resulting portfolios. Following this line of reasoning, it
seems that we need to work hard on the critical issue of improving the covariance matrix
estimator. However, as we proceed, it will be manifested that the problem we intend to
address in this chapter is not simply a covariance estimation one per se.

Our goal in this chapter is to propose a robust approach to construct a large MSR
portfolio when an investor has formed her view on the asset expected returns. Put it
differently, we intend to ameliorate the portfolio optimization procedure so as to make a
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portfolio less contaminated by errors in the input covariance estimator. It is important to
clarify that the goal of this chapter is not to propose a good proxy for expected returns; we
leave this choice to the investor and instead construct an MSR portfolio based on her choice
of the most desirable proxy for expected returns. In other words, we are not concerned with
the possible gap between the actual and desirable proxy for expected returns. Hereafter,
we refer to the most desirable proxy of expected returns simply as the expected returns
for simplicity.

Many attempts have been made in the literature to shield portfolios from the prolifera-
tion of the estimation errors in the inputs to the portfolio selection problem. Some of these
approaches are not explicitly designed to improve the MSR portfolio; instead they address
a broader set of portfolio optimization problems. Nevertheless, as we will see, they provide
insightful ideas which can be applied to improve the MSR portfolios. [61, 29, 40], among
others, discuss the effectiveness of imposing constraints on portfolio weights in reducing
estimation risk. [104] demonstrate that an optimal combination of the 1/N portfolio and
a more sophisticated strategy generally outperforms the 1/N portfolio. [25] introduce a
“subspace mean-variance analysis” and show that constraining the portfolio weight vector
to be within a certain linear subspace resolves the “Markowitz optimization enigma”.

Another strand of research follows a “plug-in” strategy and focuses on improving the
quality of the covariance matrix estimator used in the optimization. Notably, [75] pro-
pose shrinking the sample covariance matrix towards a multiple of the identity matrix,
so that the over-dispersed sample eigenvalues are pushed back towards their grand mean.
In a related study, [76] propose a more flexible covariance matrix estimator which shrinks
the sample eigenvalues in a nonlinear manner. [43] derive two estimators for the global
minimum variance portfolio that dominate the traditional estimator with respect to the
out-of-sample variance of portfolio returns. More recently, [39] develop a Principal Or-
thogonal complement Thresholding (POET) method to deal with the estimation of a
high-dimensional covariance matrix with a conditional sparse structure and fast-diverging
eigenvalues. Lastly, [22] investigate four regularization techniques to stabilize the inverse
of the covariance matrix in a Sharpe ratio maximization problem and derive a data-driven
method for selecting the tuning parameter in an optimal way.

Most existing “plug-in” methods treat the estimation of the expected returns and the
covariance matrix as two separate tasks. This particular estimation strategy may explain
why improving the MSR portfolio when expected returns are given has not been fully
appreciated: in this case the problem seems at first sight to simply reduce to the problem
of covariance matrix estimation. However, it is important to point out that these two
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problems are not necessarily equivalent. In particular, it does not necessarily take a perfect1

covariance matrix estimator to produce a perfect portfolio weight estimator. We use an
illustrative example to further clarify this argument. For convenience, hereafter let us
use the term “return” to stand for the return in excess of the riskless rate for a given
asset. Suppose that we have a sample covariance matrix such that the sample eigenvector
corresponding to the largest eigenvalue (hereafter referred to as the dominant eigenvector)
is a perfect estimator for the population dominant eigenvector. Then, if the expected
returns vector is an exact multiple of the population dominant eigenvector, we can show
that the sample-based estimator for the MSR portfolio is exactly the true MSR portfolio,
regardless of whether the non-dominant eigenvectors can be accurately estimated. The idea
we intend to convey by this example is that not only the quality of the covariance matrix
estimator but also how the expected returns vector lies in the eigenvector space matters in
determining the quality of the sample-based MSR portfolio. Admittedly, the assumption
here about the distribution of the estimation error in the sample covariance matrix is
extreme. But it has been shown by [98] that estimation errors become progressively more
pronounced as we move away from the dominant principal component. In particular, if
the population covariance matrix admits a high-dimensional K-factor model, the largest
K eigenvalues and their corresponding eigenvectors can be consistently estimated by their
sample version under usual high-dimensional asymptotics.

The uneven distribution of estimation errors across principal components, together
with the earlier example, points to an “expected returns approximation” approach as a
fruitful way to improve the MSR portfolio. In this approach, we approximate the expected
returns vector using a few sample eigenvectors which relatively accurately estimate their
population counterparts so as to make the most of a commonly used low-quality covariance
estimator. As has been mentioned earlier, the expected return vector here refers to the
investor’s desired proxy for expected returns. This vector is known to us. The purpose
of approximating it is not because we deem it to be inaccurate but because we intend to
mitigate the estimation errors by slightly modifying it. We replace the original expected
returns vector with its approximation in the “plug-in” method to obtain the portfolio
weight estimator. We need to ensure that the approximated expected returns vector is
close to the original vector so that little information about the expected returns will be
lost. In a nutshell, the key idea behind the expected returns approximation approach is to
intentionally introduce some approximation error with the goal to mitigate the estimation
error. More importantly, in this approach we are able to control the maximum amount of
approximation error to be introduced and, at the same time, we are also able to reduce
the amount of the estimation error as much as possible.

1A “perfect” estimator is defined to be one without any estimation error.
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Next, we discuss two concrete methods that belong to the expected returns approxi-
mation approach. The first method approximates the expected returns vector using the
sample eigenvectors corresponding to the largest sample eigenvalues. These eigenvectors
are hereafter referred to as “the first few eigenvectors”. We find an interesting equivalence,
in terms of the resulting portfolios, among the first approximation method, a “spectral cut-
off method” ([22])2, and a “subspace mean-variance optimization approach” ([25]) in the
literature. Thus, we simply refer to our first method as the spectral cut-off method. The
second method uses a selected set of sample eigenvectors to approximate the expected re-
turns vector. We coin the second method as a “spectral selection method”. In the spectral
selection method, we solve for the approximation expected returns vector from a regression
problem with varying L1 penalty. The program is designed so that sample eigenvectors
contributing more to explaining the expected returns vector as well as those corresponding
to larger sample eigenvalues will enter the selected set with a higher chance. The spectral
selection method generalizes the spectral cut-off method in that it is less restrictive about
the approximation set. We will show that there are “blind spots” in the spectral cut-off
method, in which cases we have to resort to the spectral selection method to produce a bet-
ter portfolio performance. The choice of tuning parameters for both methods are carefully
discussed in this chapter.

This chapter makes four contributions to the literature. First, we discover the critical
role of the expected returns vector in determining the possibility of improving the MSR
portfolio even when the covariance matrix is poorly estimated. Second, we cast a new
light on the economic interpretation of the well-known spectral cut-off method, which has
been previously viewed as a pure stabilization technique, when it is applied to portfolio
optimization problems. Third, we ameliorate the conventional procedure of tuning the
parameter in the spectral cut-off method to protect an investor’s view from being sub-
stantially distorted. Last but not least, we propose a novel spectral selection method for
safeguarding an MSR portfolio against pervasive estimation errors in the “less informative”
dimensions. In addition, we devise a tuning parameter selection procedure which bounds
the approximation error and in the meanwhile allows us to learn from data.

The rest of this chapter is organized as follows. Section 3.2 establishes a connection
between an eigen portfolio and an MSR portfolio. Section 3.3 introduces two concrete forms
of the expected returns approximation approach, discusses their respective properties, and
illustrates the tuning parameter selection procedure. In Section 3.4 we use four simulated
cases to assess the effectiveness of the spectral methods. In Section 3.5 we use empirical

2The “spectral cut-off method” refers to the method of using the spectral cut-off regularized covariance
matrix estimator when constructing optimized portfolios. The spectral cut-off regularization discards the
principal components that are associated with eigenvalues smaller than a certain threshold.
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returns from three major equity markets to evaluate the out-of-sample performance of
different portfolios.

Before we proceed further with our analysis it is useful to introduce some notations used
in the rest of this chapter. We denote matrices by bold capital letters, vectors by bold
lower-case letters, and scalars by plain lower-case letters. Let Σ denote an N × N popu-
lation covariance matrix. The equation Σ = UΛUT represents the eigen decomposition of
Σ, where Λ = diag{λ1, . . . , λN} is a diagonal matrix containing non-increasingly ordered
eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λN > 0 and U = (u1,u2, . . . ,uN) contains the eigenvectors.

Similarly, let Σ̂ = ÛΛ̂ÛT denote the eigen decomposition of the sample covariance ma-
trix Σ̂, where Λ̂ = diag{λ̂1, . . . , λ̂N} is a diagonal matrix containing the non-increasingly

ordered sample eigenvalues λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂N and Û = (û1, û2, . . . , ûN) contains the

sample eigenvectors. Throughout the chapter, we focus on the situations where Σ and Σ̂
are invertible for the sake of clarity and without loss of generality. Furthermore, we let
‖ · ‖ denote the spectral norm of a matrix and the L2 norm of a vector.

3.2 From Eigen Portfolio to MSR Portfolio

Portfolios based on re-scaling the eigenvectors of the covariance matrix are called eigen
portfolios. An appealing feature of eigen portfolios is their uncorrelatedness since the
eigenvectors of the covariance matrix are mutually orthogonal. This nice property has been
exploited by [101, 89, 6, 18] among others. In this section, we set up a connection between
the expected returns vector and the portfolio weight vector by viewing the eigenvectors, or
equivalently the eigen portfolios, as a set of basis vectors of a vector space. The important
implication conveyed in this section is that we can use a linear combination of a subset of
eigenvectors to approximate the expected returns vector so as to obtain a portfolio whose
weight is spanned by the same eigenvectors.

Suppose that an investor needs to make a single-period investment decision on allocating
weight to N risky assets so as to maximize the end-of-period portfolio Sharpe ratio, which
is an expected return to standard deviation ratio3. Further, the N × 1 vector µ contains
the expected returns over the investment horizon, and Σ is the asset returns covariance
matrix. If this is the case, the investor solves for the MSR portfolio from the following

3Our definition of Sharpe ratio is in accordance with the usual definition - the expected return in excess
of the riskless rate over the standard deviation of the return. Note that as has been mentioned earlier, in
this chapter we use the term “return” to denote an asset’s/portfolio’s return in excess of the riskless rate.
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problem:

wmsr = argmax
w

wTµ√
wTΣw

, s.t. wT1 = 1, (3.1)

where 1 is an N × 1 vector of ones. It is easy to check that the solution to this problem is

wmsr =
Σ−1µ

1TΣ−1µ
, (3.2)

given that the expected return of the global minimum-variance portfolio is higher than
zero4 (i.e., 1TΣ−1µ > 0). The MSR portfolio lies on the efficient frontier.

Assume that we have N eigen portfolios Z = (z1, z2, . . . , zN) so that their weights are
multiples of the eigenvectors of the covariance matrix, i.e., zi = ui

1Tui
. These portfolios

are mutually orthogonal. Now consider the scenario that the expected returns vector µ is
proportional to zi. Since Σ and Σ−1 have the same eigenvectors, the weight vector of this
MSR portfolio is identical to zi. The other portfolios based on the remaining eigenvectors
are orthogonal to the MSR portfolio. We can run through all of the eigenvectors in the same
way for scenarios where the expected returns vector is proportional to each eigenvector. In
each case the eigen portfolio is efficient in terms of maximizing the Sharpe ratio upon the
given expected returns vector.

The next proposition provides a formal statement of the connection between the eigen
portfolio and the MSR portfolio.

Proposition 3.2.1. If µ is a non-zero scalar multiple of the ith eigenvector of Σ and sums
to a positive number, i.e., µ = aui, a ∈ {a 6= 0 : a1Tui > 0}, the MSR portfolio in eq.
(3.2) is exactly the ith eigen portfolio, i.e., wmsr = zi.

We now provide some comments on this result. An interesting implication of Proposi-
tion 3.2.1 is that when the vector of expected returns is a scalar multiple of an eigenvector,
the MSR portfolio reveals a “return preserving” property, namely, the investment in a
given asset is directly proportional to its expected return. A concrete case where a Sharpe
ratio maximizing investor would like to hold an eigen portfolio is when asset returns are
generated from a single-factor model with a constant residual variance ([82]). If this is the
case, an investor’s optimal choice is to hold the dominant eigen portfolio. Proposition 3.2.1
can be readily extended to the scenarios where the vector of expected returns is a linear
combination of a set of eigenvectors, as shown in the following proposition.

4If this condition is not satisfied, the MSR portfolio does not exist, and the portfolio calculated from
eq. (3.2) corresponds to the minimum Sharpe ratio portfolio.
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Proposition 3.2.2. If µ can be expressed by eigenvectors of Σ as µ =
∑N

i=1 aiui
5 and

the inequality 1TΣ−1µ > 0 is satisfied, then the MSR portfolio in eq. (3.2) has weights
given by

wmsr =
N∑
i=1

ai
λi∑N

i=1
ai1Tui
λi

ui =
N∑
i=1

ai1
Tui
λi∑N

i=1
ai1Tui
λi

zi. (3.3)

Proposition 3.2.2 expresses the MSR portfolio as a weighted average of the eigen port-
folios; in addition, it specifies how the weights are determined based on the loadings (ai’s)
of the expected returns vector on the eigenvectors. An important implication of Propo-
sition 3.2.2 is that the expected returns vector and the MSR portfolio lie in the same
linear subspace of the eigenvector space. More specifically, if µ is spanned by a subset of
eigenvectors, then the MSR portfolio is a weighted average of the corresponding subset of
eigen portfolios. This proposition serves as a theoretical foundation and provides an intrin-
sic motivation for the “expected returns approximation method” which will be formally
introduced in Section 3.3 below.

3.3 Spectral Methods for Improving MSR Portfolios

In the last section, it was assumed that there was no estimation error in the inputs to
the portfolio selection problem. In practice, the estimation errors in the expected returns
vector and the covariance matrix are ubiquitous. There is an extensive literature on this
topic, e.g., see [71] for a contemporary review on this. In this section, we explain how the
eigen portfolios can be used to address the estimation risk problem in a portfolio selection.

The portfolio problem we consider in this section is similar to that described in Section
3.2. Suppose that µ is an investor’s desired proxy for the vector of expected returns of
N risky assets over the investment horizon based on all information available to her; but
the covariance matrix is unknown and needs to be estimated from the price history. The
investor wants to construct an MSR portfolio based on her best knowledge, or alternatively,
a portfolio that maximizes the ex-ante Sharpe ratio. Admittedly, if the investor has a view
about asset expected returns that deviates substantially from the reality, an MSR portfolio
constructed based on her view will very likely yield a poor out-of-sample performance.
However, it is not our goal to answer the question of how to generate a desired expected
returns proxy. Rather, we treat µ as being exogenously given and try to improve the MSR
portfolio constructed based on this view.

5Note that any µ ∈ RN can be written as a linear combination of the eigenvectors {u1,u2, . . . ,uN}.
This equation just gives a notation to the loadings of µ on the eigenvectors.
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The rationale for leaving the choice of the proxy for expected returns to the investor is
as follows. As we have mentioned earlier, there are a variety of models to choose from for
predicting returns and few investors would use the sample-based estimator as the proxy, it is
thus restrictive to specify how an investor would make the decision; while investors usually
rely on historical data to obtain a reasonable covariance matrix. The same argument for
viewing µ as exogenously given is used, for example, by [76].

If we adopt the sample covariance matrix as the input to the “plug-in” method, we get
the following sample-based MSR portfolio weight estimator:

ŵmsr =
Σ̂−1µ

1T Σ̂−1µ
. (3.4)

What concerns us with the above portfolio weights is that there may exist severe estimation
error in Σ̂ when N is large relative to the sample size for the estimation; further, inverting
the matrix amplifies the errors, especially those in the sample eigenvectors corresponding to
the smallest eigenvalues. As a consequence, the sample-based MSR portfolio could severely
deviate from the true optimal portfolio. In this section, we introduce an “expected returns
approximation” approach to shield the portfolio weight estimator from the proliferation of
estimation error in Σ̂.

The basic idea of the expected returns approximation approach is described as follows.
Following the same logic as that in Proposition 3.2.2, we can show that in the presence of
estimation error, the expected returns vector and the weight vector of the sample-based
MSR portfolio lie in the same linear subspace of the space spanned by sample eigenvectors.
Therefore, if the expected returns vector can be approximated well by using a few sample
eigenvectors which relatively well estimate their population counterparts, we can replace
the original expected returns vector with its approximation, so that the MSR portfolio is not
contaminated by the more severe estimation errors in the excluded principal components.
Inevitably, we introduce an approximation error by ignoring some eigenvectors, and we
discuss how to strive a good balance to achieve such a trade off.

We describe two concrete methods for approximating the vector of expected returns.
The two methods are different in their choice of the approximation set, i.e., the collection
of eigenvectors used to approximate the expected returns. The first method uses the first
few sample eigenvectors and is shown to be equivalent to a spectral cut-off method in the
literature. The second method, known as the spectral selection method, uses a selected
set of sample eigenvectors as the approximation set. The selection criterion takes into
consideration both the contribution of a sample eigenvector to explain the expected returns
and the magnitude of its corresponding eigenvalue. The two methods will be introduced
in Sections 3.3.1 and 3.3.2 respectively.
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3.3.1 Another Look at the Spectral Cut-off Method

We now describe the first approximation approach. Since we intend to approximate the
vector of expected returns using a few sample eigenvectors that, compared with the remain-
ing ones, accurately estimate their population counterparts, a natural choice is to use the
first few sample eigenvectors which tend to better estimate their population counterparts
in terms of consistency and convergence rate ([98]).

Given a feasible set for the approximation vector of expected returns, we deem an ap-
proximation to be optimal if its L2 distance from the original vector is minimized. Suppose
that we approximate µ in the linear space spanned by the first K sample eigenvectors (the
choice of K will be discussed later). We let

∑K
i=1 aiûi denote an approximation vector and

solve for the optimal ai’s from the following minimization problem:

(âcut1 , . . . , âcutK ) = argmin
(a1,...,aK)

∥∥∥∥µ− K∑
i=1

aiûi

∥∥∥∥. (3.5)

The following proposition presents the solution to the problem.

Proposition 3.3.1. The solution to the optimization problem in eq. (3.5) is:

âcuti = âlsi , i = 1, 2, . . . , K, (3.6)

where âlsi = û(i)Tµ, i = 1, 2, . . . , N , is the solution to the following problem:

(âls1 , . . . , â
ls
N) = argmin

(a1,...,aN )

∥∥∥∥µ− N∑
i=1

aiûi

∥∥∥∥. (3.7)

Note that the problem in eq. (3.7) differs from that in eq. (3.5) in their dimension. It
follows from Proposition 3.3.1 that the optimal approximation vector of expected returns
is given by:

µ̂cut(K) =
K∑
i=1

âcuti ûi =
N∑
i=1

âlsi 1{i≤K}ûi. (3.8)

Using matrix notations, the approximation vector can be also written as µ̂cut(K) =

ÛKÛT
Kµ, where ÛK = (û1, û2, . . . , ûK). Note that µ̂cut(K) is the projection of µ onto the

linear space spanned by the first K sample eigenvectors of Σ̂. Replacing µ by µ̂cut(K), we
obtain the following MSR portfolio:

ŵcut(K) =
Σ̂−1µ̂cut(K)

1T Σ̂−1µ̂cut(K)
=

N∑
i=1

âlsi 1{i≤K}1
T ûi

λ̂i∑N
i=1

âlsi 1{i≤K}1T ûi

λ̂i

ẑi, (3.9)
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where ẑi = ûi
1T ûi

denotes the ith sample eigen portfolio. Note that the sample-based MSR
portfolio is the following weighted average of sample eigen portfolios:

ŵmsr =
Σ̂−1µ

1T Σ̂−1µ
=

N∑
i=1

âlsi 1T ûi

λ̂i∑N
i=1

âlsi 1T ûi

λ̂i

ẑi. (3.10)

According to eqs. (3.9) and (3.10), the actual effect of approximating the expected returns
using the first K sample eigenvectors on the MSR portfolio composition is to eliminate
any contribution from the last N − K sample eigen portfolios and reallocate the weight.
Moreover, the relative weight of the first K sample eigen portfolios is not affected.

A further simplification of eq. (3.9) by plugging in the matrix expression for µ̂cut(K)
leads to an alternative expression for the portfolio weights:

ŵcut(K) =
Σ̂−1
K µ

1T Σ̂−1
K µ

, (3.11)

where Σ̂−1
K = ÛKΛ̂−1

K ÛT
K and Λ̂K = diag{λ̂1, . . . , λ̂K}. Eq. (3.11) conveys an interesting

fact: the method of inputting the sample covariance estimator and the approximation
expected returns into the “plug-in” method is equivalent to keeping the return vector
unchanged and using Σ̂−1

K to replace Σ̂−1. Note that Σ̂−1
K is a modified inverse covariance

matrix which discards the principal components associated with the smallest N−K sample
eigenvalues. This specific way of modifying an inverse covariance matrix is called the
spectral cut-off method and has been discussed in [21] and [22]. The spectral cut-off
method was originally introduced as a stabilization technique to invert an ill-posed6 sample
covariance matrix.

[25] is a related work according to which the portfolio weight vector takes the same form
as that in eq. (3.11)7. The authors search for the mean-variance optimal portfolio within
the linear subspace spanned by the first few eigenvectors. They show that if asset returns
are generated from an approximate factor model and both expected returns and covariance
matrix are estimated from data, the sample-based subspace mean-variance optimal port-
folio only leads to a diminishing deterioration in Sharpe ratio compared with the actual
mean-variance optimal portfolio. Actually, this nice theoretical property of the sample-
based subspace optimal portfolio is guaranteed by the strong factor model assumption

6The sample covariance matrix can be ill-posed or even singular, especially when multicollinearity is
present across investment assets or when the sample size is smaller than the number of assets.

7The only difference is that in [25] µ is replaced with its estimator, i.e., ŵsub(K) =
Σ̂−1

K µ̂

1T Σ̂−1
K µ̂

.
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which implies that the expected returns vector roughly lies in the linear subspace spanned
by the first few eigenvectors. When an investor’s view is not in accordance with the fac-
tor model, the subspace mean-variance optimal portfolio will lead to certain information
distortion. This point will later be illustrated in more detail.

By pointing out the equivalence between the spectral cut-off method, the subspace
mean-variance analysis, and the expected returns approximation method, we provide an
economic explanation for the first two: by leaving out a few tail principal components,
the spectral cut-off method and the subspace mean-variance approach subtly modify an
investor’s view on expected returns. Thus, cutting off the last N−K principal components
is only desirable if µ can be well approximated in the space spanned by the first K sample
eigenvectors. Since the first approximation method is equivalent to the spectral cut-off
method in the sense that both lead to the same portfolio, we do not coin this approximation
method with a new name; instead we continue to use the term “spectral cut-off” method
when referring to it.

Actually, the finding of such equivalence between a method for regularizing the covari-
ance matrix estimator and a way of modifying the expected returns vector is not accidental.
In fact, we can easily identify an “equivalent modified expected returns vector” for a few
methods designed for improving the covariance matrix estimator. For example, the well-
known “shrinkage towards identity” method, by making sample eigenvalues less dispersed,
tacitly magnifies the loading of the expected returns vector on eigenvectors corresponding
to the larger eigenvalues. To illustrate this, let us suppose that the shrinkage estimator
Σ̂+λI is used in the “plug-in” method. Then, the resulting MSR portfolio has the following
weight vector:

ŵsti(λ) =
(Σ̂ + λI)−1µ

1T (Σ̂ + λI)−1µ
=

N∑
i=1

λ̂i
λ̂i+λ

âlsi 1T ûi

λ̂i∑N
i=1

λ̂i
λ̂i+λ

âlsi 1T ûi

λ̂i

ẑi. (3.12)

According to the coefficient before ẑi, the loading of the “equivalent modified expected

returns vector” on the ith sample eigenvector is λ̂i
λ̂i+λ

âlsi . For large sample eigenvalues, this

loading is hardly different from âlsi ; for small sample eigenvalues however, the loading is
much smaller than âlsi in the sense of an absolute value.

Consistency of ŵcut(K) under a spiked covariance model

This section is devoted to showing that if the population covariance model has a spiked
structure that the largest K eigenvalues increase with N while the remaining ones are
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bounded as N increases, then ŵcut(K) converges almost surely to a distortion of the true
optimal weight under the high-dimensional asymptotics where both N and the sample size
go to infinity at the same rate.

Assumption 3.3.1. {x1,x2, . . . ,xT} is a random sample with the distribution of

xi =
N∑
j=1

λ
1
2
j zi,juj

where the zi,j’s are i.i.d. random variables with zero mean, unit variance, and finite fourth
moment.

Assumption 3.3.1 specifies how random samples are generated from the population
covariance model. Then, we calculate the sample covariance matrix from Σ̂ = 1

T
XXT ,

where X = (x1,x2, . . . ,xT ).

We index all quantities, including N , by T . So, the population eigenvalues and the
portfolio size will be denoted as λ

(T )
j and N(T ) respectively throughout this section.

Assumption 3.3.2. As T →∞, λ
(T )
1 > · · · > λ

(T )
K � λ

(T )
K+1 � · · · � λ

(T )
N(T ) � 1.

For i < j, λ
(T )
i > λ

(T )
j means that limT→∞

λ
(T )
i

λ
(T )
j

> 1; λ
(T )
i � λ

(T )
j means that limT→∞

λ
(T )
j

λ
(T )
i

=

0; λ
(T )
i � λ

(T )
j means that c1 ≤ limT→∞

λ
(T )
i

λ
(T )
j

≤ limT→∞
λ
(T )
i

λ
(T )
j

≤ c2 for two constants

0 < c1 ≤ c2. Assumption 3.3.2 implies that the population covariance matrix has a
spiked structure: the first K eigenvalues increase as T goes to infinity, while the remaining
ones are bounded. A typical asset returns model which admits such a spiked covariance
structure is the high-dimensional (approximate) factor model discussed, for example, in [8]
and [39].8 However, compared with the assumption made in these references, our assump-
tion about the strength and pervasiveness of the “common factors”9 is mild. [39] assume a
K-factor model in which each factor is pervasive in the sense that a non-negligible fraction
of factor loadings should be non-vanishing; alternatively, the first K eigenvalues should in-
crease at the same rate as the portfolio size. In contrast to this “strong factor” assumption,

8 Although the spiked covariance model we assume is implied by a factor model, we do not directly
assume that asset returns are generated from a factor model, because otherwise the expected returns are
also governed by the factor model and it is thus unreasonable not to use the model-based expected returns.
However, our assumptions could be understood as a factor model in which only the second-order stationary
of factor returns is assured.

9See the previous footnote.
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we allow the common factors to be weak in the sense that as long as the Kth eigenvalue
diverges as T increases, the assumption is satisfied.

Proposition 3.3.2. As Assumptions 3.3.1 - 3.3.2 hold, the portfolio weight estimator
ŵcut(K) given in eq. (3.9) and eq. (3.11) converges to a distortion of the actual MSR
portfolio in the sense that:

< ŵcut(K),wcut(K) >

‖ŵcut(K)‖‖wcut(K)‖
a.s.−−→ 1

as T → ∞ and N(T )
T
→ c ∈ (0, 1), where wcut(K) = Σ−1µK

1TΣ−1µK
and µK is the projection of

µ on the space span{u1,u2, . . . ,uK}.

Proposition 3.3.2 conveys the key idea behind the expected returns approximation
method: we intentionally introduce some bias into µ in order to ameliorate statistical
properties of the portfolio estimator. The appeal of this method critically depends on how
much bias we should introduce for ensuring the convergence. If µK is close to µ, we do not
lose much by introducing the approximation error while gain considerably from avoiding
the estimation error; otherwise, the method will yield a portfolio which is far from the true
optimal one. If we just choose the number of spiked eigenvalues K as the parameter in
the spectral cut-off method, the quality of the resulting portfolio is no longer within our
control, since we cannot ensure that µK approximates µ well. This provides a motivation
to discuss how to select the tuning parameter K when using the spectral cut-off method.

We have mentioned earlier that [25] show that when asset returns follow an approximate
K factor model, the sample-based subspace mean-variance optimal portfolio ŵsub(K) =

Σ̂−1
K µ̂

1T Σ̂−1
K µ̂

, where µ̂ stands for the sample mean, only leads to a diminishing deterioration in

Sharpe ratio under high-dimensional asymptotics. This is not at odds with our results,
because when the approximate K factor model is assumed, the expected returns vector is
roughly spanned by the first K eigenvectors, and therefore µK is extremely close to µ.

Selection of tuning parameter

According to the discussion in the previous section, under a high-dimensional spiked co-
variance model, if we want a convergent portfolio weight estimator, the number of principal
components we should keep is simply the number of diverging eigenvalues, or the number
of factors if we take the factor model perspective (see the earlier footnote8).
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However, even if K is known to us, using the estimator ŵcut(K) in real-world portfolio
construction tasks can create unexpected problems. This is because as we have mentioned
earlier, the distortion we introduce is not within our control but implied by K. Thus the
MSR portfolio estimator could converge to some highly undesirable portfolio. In addition,
the estimability of K relies on certain assumptions about the rate of the divergent eigen-
values. Under our mild Assumption 3.3.2, K is in general unidentified ([88]). Due to the
aforementioned reasons, we pursue other methods to determine the number of principal
components to keep.

Our intention of reasonably well approximating the expected returns vector suggests a
new way to select K. The idea is to specify the maximum relative approximation error we
can tolerate and then select the minimum tolerableK. The number of principal components
to keep, according to our newly proposed method, is

K(δ) = min

{
K :
‖µ− µ̂cut(K)‖

‖µ‖
≤ δ

}
, (3.13)

where δ is the aforementioned tolerance limit for the relative approximation error. Ad-
mittedly, it is possible that the resulting MSR portfolio ŵcut(K(δ)) does not converge to
any population counterpart, while it seeks a balance between a convergent but severely
distorted estimator and an estimator severely contaminated by the estimation error in the
sample covariance matrix. To be more specific, if we compare the portfolio composition
in eq. (3.9) and eq. (3.10), it is clear that the spectral cut-off method based portfolio
estimator with any K 6= N shifts more weight to the convergent sample eigen portfolios.

The parameter δ is more preferable to use than K for the following reasons. By setting
the value of δ, we control the amount of the approximation error to be introduced. In
contrast, when the conventional cross-validation method for selecting K is used, the implied
approximation error depends on the data and can be so substantial that the resulting
portfolio is far from the true MSR portfolio. Another reason is that δ has both geometric
and economic interpretations: it specifies the maximum sine of an angle representing the
approximation error to be introduced, therefore, even without a fine tuning procedure, we
are aware that an eligible range for δ is between 0 and 1, and an appropriate value for δ
is close to 0 in order to avoid a substantial loss in information contained in the investor’s
view on expected returns. In addition, once the value of δ is determined, each time the
MSR portfolio is updated according to the latest µ and Σ̂, the value of K automatically
changes according to the spatial relationship between the new expected returns vector and
the eigenvectors of the updated covariance matrix estimator. Thus, a fixed δ is a dynamic
selector of K. In contrast, if we would like to pre-determine a value of K, as µ and Σ̂
are updated, we cannot control the amount of the approximation error any longer. Lastly,
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adopting a reasonable value of δ is an effective way to avoid the high computational cost
incurred by a cross-validation method.

There is always a trade-off between the approximation error and the estimation error in
choosing δ: if δ is too large, µ will be exposed to too much distortion; if δ is too small, the
resulting weight estimator will reduce to the sample covariance matrix based estimator,
which is highly vulnerable to the estimation error in Σ̂. In the empirical study section, we
will discuss the use of a heuristic value for δ.

3.3.2 Spectral Selection Method

In this section, we discuss an alternative way of approximating the vector of expected re-
turns. We start by presenting an illustrative example which illuminates the new approach.

Example 3.3.1. Suppose that the expected returns vector has such a relationship with the
sample eigenvectors that µ = û1 + ûN and that the spectral cut-off method is employed
to obtain a more robust MSR portfolio. We consider what will happen if only the last
principal component is cut-off, i.e., when K = p − 1. It turns out that in this case the
relative approximation error between µ and µ̂cut(p− 1) = û1 is given by

‖µ− µ̂cut(p− 1)‖
‖µ‖

=
‖ûN‖

‖û1 + ûN‖
= 0.71.

This relative approximation error is obviously too large to be acceptable. Therefore, even
if we only cut-off a single principal component, the approximation error incurred is unac-
ceptable, which means that under this particular specification of µ and Σ̂, the spectral
cut-off method fails to cut off anything.

The failure of the spectral cut-off method in Example 3.3.1 is attributed to the strong
explanatory role of a tail eigenvector. This inspires us to use a selected set of sample
eigenvectors to approximate the expected returns vector, where the selection procedure
takes into account the explanatory power of each eigenvector. An ideal selection criterion
should ensure that sample eigenvectors which contribute more in approximating µ and
estimate their population counterparts relatively well more likely enter the approximation
set. Bearing this objective in mind, we propose the following way of approximating the
expected returns vector:

(âsel1 , . . . , âselN ) = argmin
(a1,...,aN )

1

2

∥∥∥∥µ− N∑
i=1

aiûi

∥∥∥∥2

+ γ

N∑
i=1

|ai|
λ̂ci
, (3.14)
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where γ, c > 0 are two tuning parameters. With the L1 penalty in eq. (3.14), the coefficients
before those “less informative” sample eigenvectors which hardly explain the expected
returns are coerced to be 0 and thus the approximation set is obtained. It is important
to emphasize that unlike in many applications of the L1 penalty where the “true model”
is assumed to be sparse, our motivation for encouraging sparsity is not that we have any
clue about how µ lies in the eigenvector space; rather, we are fully aware that ignoring the
penalty term would lead to a perfect fitting, but we intentionally avoid the perfect fitting for
the purpose of excluding the highly erroneous sample eigenvectors from the approximation
set. Since the tail sample eigenvalues and eigenvectors are likely to be poorly estimated
compared with the head ones, we penalize the ai’s differently such that the eigenvectors
associated with the small sample eigenvalues less likely enter the approximation set. The
value of c determines the degree of disadvantage faced by tail principal components.

Usually, an optimization problem with the L1 penalty does not have an explicit solution
and is solved through some numerical method. However, owing to the pairwise orthogo-
nality of the sample eigenvectors, which form the “design matrix” in eq. (3.14), we can
find an explicit solution to this optimization problem. The following proposition presents
the solution.

Proposition 3.3.3. The solution to the optimization problem in eq. (3.14) is given by:

âseli = sign(âlsi )(|âlsi | − γλ̂−ci )+, i = 1, 2, . . . , N, (3.15)

where âlsi is defined in eq. (3.7).

Therefore, the approximation expected returns vector based on the spectral selection
method is:

µ̂sel(γ, c) =
N∑
i=1

âseli ûi =
N∑
i=1

sign(âlsi )(|âlsi | − γλ̂−ci )+ûi. (3.16)

Proposition 3.3.3 explicitly presents how the spectral selection method shifts the expected
returns. According to eq. (3.15), the spectral selection method adopts an “uneven soft
thresholding” scheme to modify the loadings: to enter the approximation set, an eigen-
vector corresponding to a smaller eigenvalue needs to contribute more to explaining µ to
meet the higher threshold; in addition, for the eigenvectors whose contribution meets their
respective thresholds, the threshold value is deducted from the original loading to form
the modified loading. Therefore, compared with the spectral cut-off method (recall eq.
(3.8)), which takes the index of an eigenvector as the single decisive factor when specifying
the approximation set and keeps the loadings unchanged, the spectral selection method
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determines the approximation set and adjusts the loadings in a more sophisticated way.
This will be discussed in more detail later.

Replacing µ with the approximation vector µ̂sel(γ, c) in the “plug-in” method, we
obtain the following MSR portfolio:

ŵsel(γ, c) =
Σ̂−1µ̂sel(γ, c)

1T Σ̂−1µ̂sel(γ, c)
=

N∑
i=1

sign(âlsi )(|âlsi |−γλ̂
−c
i )+1T ûi

λ̂i∑N
i=1

sign(âlsi )(|âlsi |−γλ̂
−c
i )+1T ûi

λ̂i

ẑi. (3.17)

According to eq. (3.17), the MSR portfolio based on the spectral selection method only
allocates non-zero weight to eigen portfolios which contribute enough (compared with their
respective threshold) to explaining the expected returns. Further, the relative weight of
two eigen portfolios that have been selected is modified. Suppose that ẑi and ẑj (i 6= j)
are two of the eigen portfolios that contribute a non-zero weight to ŵsel(γ, c). Then, their
relative weight in ŵsel(γ, c) is:

sign(âlsi )(|âlsi |−γλ̂
−c
i )1T ûi

λ̂i

sign(âlsj )(|âlsj |−γλ̂
−c
j )1T ûj

λ̂j︸ ︷︷ ︸
relative weight in ŵsel(γ,c)

=

âlsi 1T ûi

λ̂i

âlsj 1T ûj

λ̂j︸ ︷︷ ︸
relative weight in ŵmsr

×
|âlsi |−γλ̂

−c
i

|âlsi |

|âlsj |−γλ̂
−c
j

|âlsj |︸ ︷︷ ︸
adjustment factor

. (3.18)

Note that the first term on the RHS of eq. (3.18) is the relative weight of the two eigen
portfolios in the sample-based MSR portfolio, and therefore the second term represents the
spectral selection adjustment. It is easy to check that when λ̂i = λ̂j, the second term is
greater than 1 if and only if |âlsi | > |âlsj |; when |âlsi | = |âlsj |, the second term is greater than

1 if and only if λ̂i > λ̂j. Therefore, the spectral selection method elevates the weight of
the head eigen portfolios10 as well as the eigen portfolios contributing more to explaining
the expected returns. These two criteria encourage a “closer to convergent” portfolio and
in the meanwhile avoid the “blind spot” issue raised in Example 3.3.1.

Selection of tuning parameter

In the spectral selection method, if we fix c, then γ controls the sparsity of the solution as
well as how much the approximation vector deviates from the original expected returns.
When γ is zero, the resulting portfolio is just the sample-based MSR portfolio; as γ in-
creases, the L1 penalty encourages an increasingly sparse solution and thus an increasing

10Head eigen portfolios refer to those corresponding to the largest eigenvalues.
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approximation error. As in the spectral cut-off method, we impose an upper bound δ on
the relative approximation error to be introduced. Consequently, we are able to find a
critical value of γ which makes the constraint on the approximation error a binding one.
Moreover, this particular γ depends on both δ and c, i.e.,

γ(δ, c) = max

{
γ :
‖µ− µ̂sel(γ, c)‖

‖µ‖
≤ δ

}
. (3.19)

It is notable that with the L1 penalty in presence, the approximation vector is no longer a
projection of the original vector. Thus, the relative approximation error is not the sine value
of an angle anymore. Nevertheless, it is still a reasonable measure of the approximation
error.

Since that γ is a function of δ and c and that δ is the tolerance limit we impose on
the approximation error, the only remaining task is to determine c, which captures how
differently we treat a head eigenvector and a tail one. We resort to the cross-validation
method to determine c, because the relative magnitude of eigenvalues can be very different
across asset class, study period, and portfolio size, etc. Details about the cross-validation
procedure are provided in Section 3.5. The scheme we have proposed for tuning the pa-
rameters is an amelioration of a typical data-driven procedure: we learn how differently
we are supposed to treat different eigen portfolios from the data; in the mean time, the
approximation error to be introduced is always well controlled by δ.

Compared with the spectral cut-off approach, the spectral selection approach works in
a wider range of scenarios, especially when the expected returns vector has a significant
loading on some tail sample eigenvectors. This will be illustrated by using a numerical
example in Section 3.4.

Short positions and gross exposure

As we have mentioned earlier, the spectral selection method is motivated by the so-called
“blind spot” scenarios where the expected return vector cannot be well approximated
without some tail eigenvector and thus the spectral cut-off method fails to work. As the
“blind spot” issue arises, the spectral selection method sometimes helps to suppress short
positions and reduce the gross exposure, i.e., the L1 norm, of the MSR portfolio, especially
when µ has a significant loading on both a head and a tail eigenvector. We illustrate this
statement by revisiting the Example 3.3.1. Suppose that we can at most tolerate a relative
approximation error of 0.1, then, it follows that the portfolios based on the two spectral

46



methods are

ŵcut(K(0.1)) = ŵcut(N) =

1T û1

λ̂1
1T û1

λ̂1
+ 1T ûN

λ̂N

ẑ1 +

1T ûN
λ̂N

1T û1

λ̂1
+ 1T ûN

λ̂N

ẑN

and

ŵsel(γ(0.1, c), c) =

(1−γλ̂−c1 )1T û1

λ̂1

(1−γλ̂−c1 )1T û1

λ̂1
+

(1−γλ̂−cN )1T ûN

λ̂N

ẑ1 +

(1−γλ̂−cN )1T ûN

λ̂N

(1−γλ̂−c1 )1T û1

λ̂1
+

(1−γλ̂−cN )1T ûN

λ̂N

ẑN

respectively. The spectral selection method must keep both eigenvectors because otherwise
the approximation error has to exceed the threshold. Comparing the coefficients before
the sample eigen portfolios, we see that the spectral selection method based portfolio
assigns a higher weight to the dominant eigen portfolio. It has become consensus that
the first principal component of the covariance matrix corresponds to the market factor.
In addition, empirical findings have shown that when more recent stock returns data is
used to estimate the covariance matrix, there is a higher chance that the dominant eigen
portfolio does not have any short position ([19]). Therefore, ẑ1 very likely has no short
positions and a gross exposure of 1; while ẑN must contain short positions and thus have a
greater than 1 gross exposure due to its orthogonality to ẑ1. As a result, by shifting more
weight to the dominant eigen portfolio, the spectral selection method leads to fewer short
positions and a lower gross exposure. It is challenging to formally show the effectiveness
of the spectral selection method in eliminating short positions and controlling the gross
exposure, so we simply use the specific example to illustrate this point. Empirical results
in Section 3.5 will provide further evidence in support for this.

3.4 Simulation Study

In this section, we use a set of simulation results to assess the performance of the methods
proposed in Section 3.3.

In the simulation study, we pre-specify the true covariance matrix Σ and the true ex-
pected return µ. For each set of parameters (sample size T and number of assets N),
we repeat the experiment 500 times. In each replication, 2T random returns are inde-
pendently generated from the multivariate normal distribution N(µ,Σ). We use the first
T observations to train the two spectral methods and determine the MSR portfolios es-
timators ŵcut(K(δ)) and ŵsel(γ(δ, c)). Then we use the remaining T observations as a
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test set to assess these portfolios. Different portfolio methods are evaluated based on the
distribution of their corresponding out-of-sample Sharpe ratios. Throughout this section,
we use δ = 0.1 as the maximum acceptable relative approximation error and c = 0.5 as the
other parameter. We perform the simulation under four different combinations of (T,N)
to compare the performance of the spectral methods across dimensionality configurations.
The Σ matrices specified in the simulation studies are all calibrated from daily returns
of S&P 500 stocks using the well-known Fama-French three-factor model. We show how
effective the spectral cut-off method and the spectral selection method are in maximizing
the portfolio Sharpe ratio under four different specifications of µ: (1) µ ∝ 1, (2) µ ∝ u1,
(3) µ ∝ u1 + u2 + · · · + uN , and (4) µ is randomly generated. In all of the four cases, µ
is scaled so that the average annual expected return of all assets is 0.4.

Case 1: µ ∝ 1

If µ is a (positive) scalar multiple of 1, or alternatively, each asset has the same expected
rate of return, the sample-based MSR portfolio reduces to the minimum-variance portfolio,

since both portfolios have a weight estimator given by Σ̂−11

1T Σ̂−11
. We study this case because

this special µ captures the view of an uninformed investor about µ. In addition, by setting
µ to be proportional to the vector of ones, we do not pre-assume any direct connection
between the µ and the eigenvectors of the (population) covariance matrix. We use this
general case to convey an idea about how different methods perform in terms of improving
out-of-sample Sharpe ratios. In the subsequent cases, we will specify a concrete relationship
between µ and the eigenvectors and study the behavior of different portfolio estimators.

Figure 3.1 presents the kernel density plot of the out-of-sample Sharpe ratios. Each
of the four panels corresponds to a specific configuration of T and N , and each of the
three colors listed in the legend represents a particular method. Note that the darker areas
are caused by overlapping of the two colors. The vertical line in each panel is drawn at
the true maximum Sharpe ratio. Comparing the four panels, we can make the following
observations. First, as the N/T ratio becomes larger, the out-of-sample Sharpe ratios
produced by the sample-based MSR portfolio move further away from the true maximum
Sharpe ratio. This phenomenon reflects the extent of vulnerability of large-scale portfolios
to an estimation error. Second, in the highest-dimensional scenario, both the spectral
cut-off method and the spectral selection method outperform the sample-based method, as
attested by the observation on Figure 3.1 that the curves for both spectrum methods are
located on the right to that of the sample covariance based method. This is because in a
traditional big T and small N scenario, the loss incurred by introducing an approximation
error is not compensated by the gain from avoiding an estimation error, since the latter is
not quite obvious. Third, the spectral selection method outperforms the spectral cut-off
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approach under all of the dimensionality settings. The reason behind this dominance is
that the spectral selection method is more capable in discarding the “useless” eigenvectors
since it is less restrictive on which ones should be discarded.

Figure 3.1: Kernel density plot of out-of-sample Sharpe ratios for µ ∝ 1

Figure 3.2 shows the histograms of proportion of dimensions used by the spectral meth-
ods to approximate µ from these 500 simulations. We do not include the sample-based
method because it does not involve finding an approximation of µ. The darker regions
are a result of overlapping of two colors. According to the histograms, with the same
tuning parameter δ, the spectral selection method clearly leads to a smaller proportion of
eigenvectors used in approximating the expected returns.
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Figure 3.2: Histogram of proportion of dimensions used to approximate µ for µ ∝ 1
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Case 2: µ ∝ u1

Starting from this case, we pre-specify a relationship between µ and the eigenvectors of
Σ to see whether the spectral cut-off and the spectral selection method help to improve the
out-of-sample Sharpe ratios under different scenarios. In this case, we let µ be proportional
to the dominant eigenvector. This specification is consistent with a single-factor model
with a constant residual variance, since under such a model, the dominant eigenvector is
proportional to the factor loading, or beta, vector.

Figure 3.3 shows the kernel density plot of the out-of-sample Sharpe ratios. As in the
previous case, as we move towards a high-dimensional setting, both spectral methods im-
prove the out-of-sample Sharpe ratios. Another notable observation is that the histograms
corresponding to the two spectral methods completely overlap. The reason is that in this
case, since µ can be perfectly explained by the dominant population eigenvector, it is
highly likely that µ can be well approximated by the dominant sample eigenvector, given
that the dominant sample eigenvector can be more accurately estimated.

Figure 3.4 reinforces the above explanation for the overlapping: the histograms cor-
responding to both spectral methods reduce to a single bar at 100

N
%, since in all of the

dimensionality settings and in all of the replications, the dominant sample eigenvector
approximates µ sufficiently well.

Case 3: µ ∝ u1 + u2 + · · ·+ uN

In this case, we assume that µ has an equal loading on all of the eigenvectors of Σ,
i.e., we let µ = u1 + u2 + · · ·+ uN . We intend to use this case to illustrate the superiority
of the spectral selection method as well as to point out the scenarios where the spectral
cut-off method hardly works.

Figure 3.5 summarizes the distribution of the out-of-sample Sharpe ratios. As in the
previous two cases, in the first two “big T and small N” settings (the top panels), the
difference between the spectral methods and the sample-based method is not clear cut. In
the left bottom panel, however, the spectral selection method demonstrates its superiority
to the other two methods, which have a quite similar performance. The reason behind
this similarity is that the equi-loading structure of µ makes it hard for the spectral cut-off
method to cut off much, since otherwise, µ is not well approximated. As a result, the
spectral cut-off method almost reduces to the sample-based method in this case.

The above explanation is further supported by Figure 3.6. In the top two panels of
Figure 3.6, for the spectral cut-off method, the highest spike appears at around 100%,
which means that in most replications, the spectral cut-off method does not result in any
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Figure 3.3: Kernel density plot of out-of-sample Sharpe ratios for µ ∝ u1
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Figure 3.4: Histogram of proportion of dimensions used to approximate µ for µ ∝ u1
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Figure 3.5: Kernel density plot of out-of-sample Sharpe ratios for µ ∝ u1 + u2 + · · ·+ uN
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dimension reduction. In the two higher-dimensional settings, the highest spike still resides
very closely to 100%. While in all the four panels, the highest bar for the spectral selection
method is around 97%.

Therefore, when µ has a heavy loading on one or several of the tail eigenvectors, the
spectral cut-off method fails to work and almost reduces to the sample-based method. If
this is the case, we need to resort to the more general spectral selection method to obtain
a robust MSR portfolio.

Figure 3.6: Histogram of proportion of dimensions used to approximate µ for µ ∝ u1 +
u2 + · · ·+ uN

Case 4: µ is randomly generated
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In the last case, we consider a µ, for which each element is independently generated
from N(0.4, 0.4), so that around 16% of the assets have negative expected returns. Once µ
has been generated, we treat it as a fixed quantity representing the expected return which
the investor believes in and use it across all replications.

According to Figure 3.7, in the two lower-dimensional settings (the top two panels),
there is no significant difference among the three methods. However, in the two high-
dimensional settings, the spectral selection method clearly leads to the highest average
out-of-sample Sharpe ratio, followed by the spectral cut-off method. In addition, it is
notable that in the two panels on the right side, we observe negative out-of-sample Sharpe
ratios. This happens because we sometimes enter extreme positions but turn out to make
incorrect bets. Negative Sharpe ratios are highly undesirable. According to the right
bottom panel, the spectral selection method results in the smallest area under the fitted
density curve in the negative half of the x-axis. Therefore, we observe that the the spectral
selection method is the most effective method in producing robust MSR portfolios.

Figure 3.8 looks quite similar to the histogram in the previous case. The spectral
selection method almost always leads to some dimension reduction.

In summary, according to the four cases we discuss in this simulation study, by approx-
imating µ by a number of selected eigen portfolios and allowing the relative approximation
error to be less than 10%, the spectral selection method does not lead to a substantial dete-
rioration in out-of-sample Sharpe ratios in the “big T and small N” settings and in addition
significantly improves the average out-of-sample Sharpe ratio in a high-dimensional setting.
The spectral selection method also effectively reduces the occurrence of negative Sharpe
ratios.

3.5 Empirical Analysis

3.5.1 Out-of-sample Performance of Portfolios

In this section, we use real world stock returns data from different markets around the
world to assess the effectiveness of the spectral cut-off and spectral selection methods in
improving Sharpe ratios of portfolio.

56



Figure 3.7: Kernel density plot of out-of-sample Sharpe ratios for randomly generated µ
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Figure 3.8: Histogram of proportion of dimensions used to approximate µ for randomly
generated µ
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Data and procedure

We have taken µ as an investor’s desired proxy for expected returns over the investment
horizon and have presented a few potential choices of µ, but in the empirical study, we have
to pin down a single desirable expected returns proxy before proceeding to the portfolio
construction process. Only when the proxy is close to the unobservable true vector of
expected returns, the comparison of different portfolios in terms of their out-of-sample
Sharpe ratio would reasonably reflect the effectiveness of each method. The lasting success
of the 1/N portfolio, especially in terms of returns ([30]), leads us to use µ ∝ 1 as the
most desirable proxy for expected returns, given that we do not possess any additional
information to predict expected returns.

For each market, we select a representative stock index, for instance, S&P 500 index for
the US market, and use its constituent stocks to construct portfolios. The same procedure
is repeated each year from the starting year of the dataset till t = 2011. We use adjusted
returns data from the first trading day of year t to the last trading day of year t + 4
(T is around 1260) to estimate a stock returns covariance matrix. The stocks that enter
the portfolio are those that (1) belong to the index on the last trading day of year t + 4
and (2) have at least five years’ complete price history. Then on the first trading day
in January of year t + 5 we build an MSR portfolio based on the estimated covariance
matrix and our desired proxy for expected returns over the holding period. We hold this
portfolio until the last trading day of December of year t + 5, at which time we liquidate
the portfolio and start the process all over again. We use daily returns of the S&P 500
component stocks from January 1984 to December 2016 to back-test the performance of
different portfolio methods in the US market. As a result, each portfolio has a 28-year
holding period from January 1989 to December 2016. The other two datasets we use are
daily returns of the S&P United Kingdom index constituents and those of the Japanese
Nikkei 225 index constituents, both running from January 2001 to December 2016.

Comparison methods

We compare in total eight portfolio methods in the empirical study. Besides the spectral
cut-off and spectral selection methods, the comparison methods include the well-known
1/N portfolio, the sample-based MSR portfolio, the POET-based ([39]) MSR portfolio11,

11When using the POET method to estimate the covariance matrix, we use the method in [8] to
determine the number of common factors and use the recommended parameter C = 0.5 to estimate the
residual covariance matrix by the soft thresholding method.
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the shrinkage towards identity method based MSR portfolio ([75]), as well as the no-short-
selling MSR portfolio ([61]), for which the outperformance among optimized portfolios12

has been documented in [30]. All of the MSR portfolios are constructed based on the same
given µ.

For the spectral cut-off method, we consider two ways of selecting the parameter δ.
One is to determine the optimal δ at each portfolio rebalancing date via a cross-validation
procedure which is described as follows.

• Partition the available returns data into a training set and a cross-validation set. The
cross-validation set contains the most recent 20% of the data. Calculate the returns
sample covariance matrix Σ̂ using the training data.

• For each value of δ of interest, construct an MSR portfolio using the spectral cut-off

method with parameter δ, i.e., ŵcut(K(δ)) = Σ̂−1µ̂cut(K(δ))

1T Σ̂−1µ̂cut(K(δ))
, and compute SR(δ),

which is the Sharpe ratio of the portfolio on the cross-validation set. The optimal δ
is calculated as

δCV = argmax
δ

SR(δ).

• As the portfolio is frequently rebalanced we record a sequence of δCV . Let δ̄CV stand
for the average of the sequence.

This method of selecting δ is equivalent to the conventional method of using a data-driven
method to select K each time. As discussed before, adopting the cross-validation approach
could cause the approximation error to be out of control. The second way is to directly set
δ = 0.15. This approach ensures that the approximation error never exceeds our tolerance
limit.

For the spectral selection method, we only consider a single choice of δ: we simply use
δ = 0.15. The reason is that in this method we have an additional tuning parameter c to
determine via the following cross-validation procedure:

• Partition the available returns data into a training set and a cross-validation set. The
cross-validation set contains the most recent 20% of the data. Calculate the returns
sample covariance matrix Σ̂ using the training data.

12We refer to the portfolios that involve an explicit optimization procedure as “optimized portfolios”.
Examples include the minimum-variance portfolio, the MSR portfolio, etc. In contrast, portfolios such as
the equally weighted portfolio or the value weighted portfolio are not optimized portfolios.
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• For each value of c of interest, construct an MSR portfolio using the spectral selection

method with parameter c and δ = 0.15, i.e., ŵsel(γ(δ, c), c) = Σ̂−1µ̂sel(γ(δ,c),c)

1T Σ̂−1µ̂sel(γ(δ,c),c)
, and

compute SR(c), which is the Sharpe ratio of the portfolio on the cross-validation set.
The optimal c is chosen as

cCV = argmax
c

SR(c).

Performance measures and results

The following holding period performance measures are recorded for each portfolio: an-
nualized standard deviation, annualized return, Sharpe ratio, average percentage of short
position, average turnover, average gross exposure ([40]), as well as the percentage of
dimensions used to approximate µ (for the two spectral methods). All of the reported per-
formance measures are adjusted for transaction costs. We set the proportional transaction
costs equal to 50 basis points per transaction as assumed in [10] and in [30]. If we denote
by s the proportional transaction cost, then the evolution of wealth for a portfolio strategy
k is

Wk,t+1 = Wk,t(1 +Rk,t+1)

(
1− s

N∑
j=1

|ŵk,j,t+1 − ŵk,j,t|
)
,

where Rk,t+1 is the portfolio return under strategy k during the period from t to t+ 1, and
ŵk,j,t is the weight of the jth asset at time t according to strategy k. The transaction cost
adjusted Sharpe ratio is the performance measure we highlight in this chapter.

Tables 3.1 - 3.3 summarize the holding period performance measures of all of the port-
folios. According to these tables, in all of the three markets, the spectral selection method
with δ = 0.15 leads to a holding period Sharpe ratio higher than that of the equally
weighted portfolio, the sample-based MSR portfolio, the POET-based MSR portfolio, the
shrinkage method based MSR portfolio, the no-short-selling MSR portfolio, as well as the
spectral cut-off method with δ = 0.15. In addition, in two out of the three markets, the
spectral selection method with δ = 0.15 results in a higher Sharpe ratio compared with
the conventional spectral cut-off method (δ = δCV ), which has an unstable performance
in different markets. In a nutshell, the spectral selection method with δ = 0.15 yields the
most satisfying performance and is robust to the choice of country, study period, and more
importantly, the dimensionality of the training sample.

Recall that on each portfolio balancing date, we always use the past five years’ data to
estimate the covariance matrix and construct the portfolios, but the portfolio size varies
across markets since different indices have different numbers of component stocks: the S&P
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500 index has 500; the S&P United Kingdom index has around 90; the Nikkei 225 index
has 225. Thus, according to the relative magnitude of the portfolio size and the sample
size of the training data, the optimized portfolios from the UK market are faced with a
less severe estimation error problem. This is evidenced by the high Sharpe ratio yielded by
the sample-based MSR portfolio in the UK market (see Table 3.2). However, even in this
case, introducing a 0.15 relative approximation error by neither spectral method causes
an obvious deterioration (compared with the sample-based MSR portfolio) in the holding
period Sharpe ratio. Therefore, δ = 0.15 is a reasonable upper bound to impose on the
relative approximation error.

The average turnover is another important performance measure and is closely associ-
ated with another two performance measures: the percentage of short positions and the
gross exposure. Unsurprisingly, among all of the methods, the equally weighted portfolio
always has the lowest average turnover, followed by the no-short-selling MSR portfolio,
since these two portfolios have positive weights and do not undergo a massive adjustment
on portfolio rebalancing dates. The spectral cut-off method with δ = 0.15 leads to the
third lowest turnover, followed by the spectral selection method with δ = 0.15. This is be-
cause the cross-validation procedure for determining the tuning parameter c in the spectral
selection method brings in fluctuation in the parameter. But the turnover is not drastically
increased thanks to the upper bound on the approximation error; otherwise the approxi-
mation vector of expected returns could vary substantially from time to time, leading to
an intolerable turnover. The POET method and the shrinkage to identity method help
eliminate extreme positions resulted from the sample-based method by regularizing the
sample covariance matrix and thus pull down the value of the turnover a bit. The spectral
cut-off method with δ = δCV results in a high average turnover, comparable to or even
higher than that of the sample-based MSR portfolio. This high turnover arises because
the cross-validation procedure performed on each portfolio rebalancing date brings in extra
instability to the parameter.

So far we can see that the spectral selection method with δ = 0.15 is the most preferable
among all of the portfolio methods. Before formally recommending the spectral methods
with this specific parameter, in the following section, we use more datasets of different
dimensionalities to assess whether this parameter also works well in other scenarios.

3.5.2 A Rule of Thumb for Selecting δ

Since the cross-validation method for selecting δ does not necessarily outperform the less
complicated method of directly adopting a reasonable value of δ, as can be seen from Tables
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Table 3.1: Holding period (Jan 1989 - Dec 2016) performance of different portfolios of S&P 500 index
component stocks

Method std dev return Sharpe % short position turnover gross exp % dim used

equally weighted 17.62% 8.44% 0.48 0.00% 0.14 1.00 —
sample-based 12.67% 1.81% 0.14 47.48% 2.84 6.80 —

spectral cut-off (δ = δCV ) 13.18% 3.37% 0.26 36.74% 2.47 3.95 45.21%
spectral cut-off (δ = 0.15) 13.33% 6.20% 0.46 30.11% 0.61 1.95 4.45%

spectral selection (δ = 0.15) 12.70% 6.33% 0.50 29.59% 0.70 1.94 7.67%
POET 11.48% 3.51% 0.31 45.58% 1.27 4.02 —

shrink to identity 12.22% 2.23% 0.18 46.85% 2.53 6.29 —
sample-based no short 18.97% 8.44% 0.44 0.00% 0.14 1.00 —

Table 3.2: Holding period (Jan 2006 - Dec 2016) performance of different portfolios of S&P United
Kingdom index component stocks

Method std dev return Sharpe % short position turnover gross exp % dim used

equally weighted 20.14% 4.80% 0.24 0.00% 0.12 1.00 —
sample-based 13.53% 3.76% 0.28 40.29% 0.71 2.34 —

spectral cut-off (δ = δCV ) 14.99% 4.95% 0.33 31.93% 1.14 2.02 47.50%
spectral cut-off (δ = 0.15) 16.06% 4.16% 0.26 28.39% 0.47 1.72 10.72%

spectral selection (δ = 0.15) 14.83% 4.37% 0.29 27.05% 0.47 1.59 13.23%
POET 16.49% 2.11% 0.13 41.26% 0.63 2.25 —

shrink to identity 13.50% 3.82% 0.28 39.83% 0.69 2.31 —
sample-based no short 21.88% 4.33% 0.20 0.00% 0.12 1.00 —

Table 3.3: Holding period (Jan 2006 - Dec 2016) performance of different portfolios of Nikkei 225 index
component stocks

Method std dev return Sharpe % short position turnover gross exp % dim used

equally weighted 25.20% 2.26% 0.09 0.00% 0.11 1.00 —
sample-based 18.37% 0.78% 0.04 45.77% 1.80 5.18 —

spectral cut-off (δ = δCV ) 19.40% 0.52% 0.03 38.68% 2.10 3.07 39.72%
spectral cut-off (δ = 0.15) 21.65% 4.31% 0.20 28.95% 0.37 1.68 1.85%

spectral selection (δ = 0.15) 21.20% 4.55% 0.21 29.86% 0.44 1.71 4.33%
POET 18.37% 2.03% 0.11 44.81% 1.05 3.77 —

shrink to identity 18.26% 0.92% 0.05 45.72% 1.73 5.05 —
sample-based no short 26.92% 1.61% 0.06 0.00% 0.11 1.00 —
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3.1 - 3.3, we recommend a value, δ = 0.15, as a rule of thumb. The rest of this section is
devoted to using real-world datasets of different sizes to show that this δ also works well
in a wide range of dimensionality configurations, as well as in different markets.

Tables 3.4, 3.6, and 3.8 summarize the portfolios’ average holding period performance
measures when different numbers of stocks enter the portfolios and the training sets con-
tain different numbers of days, with each table corresponding to a market. The portfolio
construction procedure is the same as that described in Section 3.5.1, except that instead
of always using the past five years’ daily returns data to construct portfolios, we use the
past T/252 years’ data for a couple of different T . In addition, within each of Tables 3.4,
3.6, and 3.8, we make the holding period under each of the four dimensionality configu-
rations the same for a comparison purpose. Since there are multiple ways to choose N
stocks from an index’s component stocks, for each pair of (N, T ), we repeat the random
draw 20 times, perform the portfolio construction procedure each time when N stocks are
drawn, and record the twenty-time average holding period annualized standard deviation,
return, Sharpe ratio, and average turnover when each portfolio method is used. As in
the previous section, all performance measures are reported after adjusted for transaction
costs. In addition, for each (N, T ) combination, we also record the average δ̄CV of the 20
replications.

According to the results in Tables 3.4, 3.6, and 3.8, the outperformance of the spectral
selection method with δ = 0.15 is quite consistent across different dimensionality config-
urations, almost always being ranked the first or the second among all of the portfolio
methods. Even in the few cases where the spectral selection method with δ = 0.15 is
not the top performer, it does not cause any obvious deterioration in the Sharpe ratio.
In addition, the spectral selection method with δ = 0.15 almost always leads to a low
turnover, only higher than the two all-positive portfolios. Moreover, the superiority of the
spectral methods in high-dimensional settings is manifested in the right bottom block of
each of Tables 3.4, 3.6, and 3.8. A closer scrutiny of the portfolios’ performance in high-
dimensional settings warns us against using the sample-based method, since it may lead
to a low portfolio return. A possible reason for the low return is that inverting the large
sample covariance matrix brings in extreme long and short positions, and incorrect bets
on these positions cause severe loss.

Tables 3.5, 3.7, and 3.9 summarize the average δ̄CV obtained from the cross-validation
procedure for determining δ in the spectral cut-off method with δ = δCV under different di-
mensionality configurations, each table corresponding to a market. The numbers fluctuate
between 0.08 and 0.13, which provides an additional support for using δ = 0.15 as a rule of
thumb. In addition, these empirical results demonstrate that the amount of approximation
error that should be introduced is not very sensitive to the relative magnitude of T and N ,
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therefore we simply recommend a parameter value independent of T and N . It should be
noticed that even if for a (N, T ) pair, the average δ̄CV is exactly 0.15, the spectral cut-off
method with δ = δCV and that with δ = 0.15 are fundamentally different, because in the
former method the δCV obtained at each portfolio rebalancing date is different, and 0.15
is just the mean of the sequence of δCV .

Table 3.4: Average holding period (Jan 1995 - Dec 2016) performance of different portfolios when N
stocks are used to construct portfolios and T daily returns are used to train portfolios. All stocks are S&P
500 constituents.

N = 50, T = 1260 N = 50, T = 504

Method std return Sharpe turnover std return Sharpe turnover

equally weighted 18.10% 8.46% 0.47 0.14 18.12% 8.62% 0.48 0.14
sample-based 13.83% 6.00% 0.43 0.43 14.02% 5.45% 0.39 0.77

spectral cut-off (δ = δCV ) 15.13% 6.46% 0.43 0.70 14.81% 6.05% 0.41 0.85
spectral cut-off (δ = 0.15) 15.64% 7.51% 0.48 0.40 15.07% 6.89% 0.46 0.57

spectral selection (δ = 0.15) 15.20% 7.90% 0.52 0.35 14.54% 7.19% 0.49 0.47
POET 14.38% 5.64% 0.39 0.40 14.25% 5.12% 0.36 0.61

shrink to identity 13.78% 6.09% 0.44 0.42 13.85% 5.65% 0.41 0.71
sample-based no short 19.96% 8.34% 0.42 0.14 20.27% 8.52% 0.42 0.16

N = 100, T = 1260 N = 100, T = 504

Method std return Sharpe turnover std return Sharpe turnover

equally weighted 18.08% 8.30% 0.46 0.14 17.84% 8.40% 0.47 0.14
sample-based 13.03% 5.11% 0.39 0.69 13.33% 4.28% 0.32 1.35

spectral cut-off (δ = δCV ) 14.77% 5.61% 0.38 0.98 14.17% 5.47% 0.39 1.26
spectral cut-off (δ = 0.15) 14.87% 7.65% 0.51 0.46 13.85% 6.45% 0.47 0.71

spectral selection (δ = 0.15) 14.56% 7.68% 0.53 0.42 13.42% 6.67% 0.50 0.61
POET 13.54% 5.46% 0.40 0.54 12.90% 4.16% 0.32 0.82

shrink to identity 12.97% 5.25% 0.41 0.67 12.99% 4.56% 0.35 1.20
sample-based no short 19.70% 8.35% 0.42 0.14 19.84% 8.10% 0.41 0.16

Table 3.5: Average δ̄CV under different dimensionality configurations. All stocks are S&P 500 index
constituents.

(N,T ) δ̄CV

(50, 1260) 0.12
(50, 504) 0.12

(100, 1260) 0.12
(100, 504) 0.11

Up to this point, we have shown the suitability of δ = 0.15 as the parameter value in
the spectral cut-off and spectral selection methods under different dimensionality config-
urations and in different markets. However, this δ is only recommended when µ is set to
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Table 3.6: Average holding period (Jan 2006 - Dec 2016) performance of different portfolios when N
stocks are used to construct portfolios and T daily returns are used to train portfolios. All stocks are S&P
United Kingdom index constituents.

N = 40, T = 1260 N = 40, T = 252

Method std return Sharpe turnover std return Sharpe turnover

equally weighted 20.78% 4.74% 0.23 0.12 20.25% 4.66% 0.23 0.12
sample-based 15.23% 4.24% 0.28 0.42 15.58% 2.99% 0.19 1.14

spectral cut-off (δ = δCV ) 16.60% 4.07% 0.25 0.68 16.08% 3.61% 0.22 0.98
spectral cut-off (δ = 0.15) 17.22% 5.42% 0.32 0.43 16.32% 3.18% 0.20 0.92

spectral selection (δ = 0.15) 16.69% 5.35% 0.32 0.34 15.02% 3.53% 0.23 0.70
POET 16.52% 3.32% 0.20 0.45 16.14% 3.71% 0.23 0.80

shrink to identity 15.20% 4.26% 0.28 0.41 15.27% 3.17% 0.21 1.04
sample-based no short 22.57% 4.26% 0.19 0.13 22.39% 4.67% 0.21 0.16

N = 80, T = 1260 N = 80, T = 252

Method std return Sharpe turnover std return Sharpe turnover

equally weighted 20.15% 4.71% 0.23 0.12 20.09% 4.78% 0.24 0.12
sample-based 13.62% 3.75% 0.28 0.65 14.92% 1.95% 0.13 1.93

spectral cut-off (δ = δCV ) 14.42% 3.84% 0.27 0.89 15.10% 3.34% 0.22 1.47
spectral cut-off (δ = 0.15) 15.86% 4.51% 0.28 0.45 15.05% 2.74% 0.18 1.20

spectral selection (δ = 0.15) 15.03% 4.74% 0.32 0.42 14.01% 2.58% 0.18 1.12
POET 16.26% 2.06% 0.13 0.60 14.97% 3.66% 0.24 0.98

shrink to identity 13.59% 3.80% 0.28 0.64 14.25% 2.54% 0.18 1.64
sample-based no short 21.86% 4.30% 0.20 0.12 22.10% 4.71% 0.21 0.16

Table 3.7: Average δ̄CV under different dimensionality configurations. All stocks are S&P United King-
dom index constituents.

(N,T ) δ̄CV

(40, 1260) 0.12
(40, 252) 0.12
(80, 1260) 0.12
(80, 252) 0.13
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Table 3.8: Average holding period (Jan 2006 - Dec 2016) performance of different portfolios when N
stocks are used to construct portfolios and T daily returns are used to train portfolios. All stocks are
Japanese Nikkei 225 index constituents.

N = 50, T = 1260 N = 50, T = 252

Method std return Sharpe turnover std return Sharpe turnover

equally weighted 25.57% 2.22% 0.09 0.11 25.41% 1.98% 0.08 0.11
sample-based 19.90% 2.94% 0.15 0.48 20.92% 2.71% 0.13 1.75

spectral cut-off (δ = δCV ) 21.01% 2.81% 0.13 0.83 21.29% 2.64% 0.12 1.43
spectral cut-off (δ = 0.15) 22.88% 3.74% 0.16 0.33 21.97% 2.21% 0.10 0.75

spectral selection (δ = 0.15) 22.62% 3.74% 0.17 0.27 21.74% 2.57% 0.12 0.59
POET 20.47% 2.82% 0.14 0.49 20.20% 3.43% 0.17 1.17

shrink to identity 19.88% 2.99% 0.15 0.47 20.48% 2.99% 0.15 1.54
sample-based no short 27.20% 1.57% 0.06 0.11 27.34% 1.41% 0.05 0.14

N = 100, T = 1260 N = 100, T = 252

Method std return Sharpe turnover std return Sharpe turnover

equally weighted 25.36% 2.40% 0.09 0.11 25.39% 1.92% 0.08 0.11
sample-based 18.77% 2.05% 0.11 0.85 21.85% 1.30% 0.06 3.31

spectral cut-off (δ = δCV ) 20.00% 2.72% 0.14 1.16 21.64% 0.85% 0.04 2.33
spectral cut-off (δ = 0.15) 22.27% 3.62% 0.16 0.35 20.91% 2.40% 0.11 0.88

spectral selection (δ = 0.15) 21.85% 3.90% 0.18 0.34 20.63% 2.87% 0.14 0.78
POET 19.41% 1.86% 0.10 0.68 18.90% 2.76% 0.15 1.54

shrink to identity 18.73% 2.14% 0.11 0.82 20.55% 2.05% 0.10 2.70
sample-based no short 27.09% 1.75% 0.06 0.12 27.33% 1.36% 0.05 0.14

Table 3.9: Average δ̄CV under different dimensionality configurations. All stocks are Japanese Nikkei
225 index constituents.

(N,T ) δ̄CV

(40, 1260) 0.08
(40, 252) 0.09
(80, 1260) 0.08
(80, 252) 0.09

67



µ ∝ 1, alternatively, when we do not possess any additional information to forecast µ. If
an investor has a certain view on asset returns other than µ ∝ 1, a good choice is to obtain
an average value of cross-validated parameter, δ̄CV , from the historical data and then use
this δ̄CV as the fixed upper bound for the relative approximation error when constructing
portfolios. When the sample size is sufficiently large compared with the number of assets,
we recommend a smaller δ because in such a scenario the estimation error does not pose a
severe problem.

3.6 Conclusion

In this chapter, we show that if the expected returns vector lies in a subspace of the
eigenvector space of the sample covariance matrix, the sample-based MSR portfolio also
lies in the same subspace. Due to the uneven distribution of estimation errors across
different sample eigenvalues and eigenvectors, it is desirable that the portfolio estimator
lies in a space spanned by a few sample eigenvectors that relatively well estimate their
population counterparts. Therefore, we propose the idea of approximating the expected
returns vector in a lower-dimensional subspace. We then use this approximation to replace
the original expected returns vector. As long as the approximation is close to the original
vector, we show that it is possible to benefit from the reduced exposure to the estimation
error without incurring much loss, although in the process our vector of expected returns
will be slightly distorted.

We introduce two concrete methods for approximating the expected returns vector.
The first one, which has been shown to be equivalent to the spectral cut-off method in the
literature, uses the first K sample eigenvectors to approximate the expected returns. This
particular choice of the approximation set is due to the fact that the leading eigenvalues
and their corresponding eigenvectors can be consistently estimated under reasonable as-
sumptions. The second one, namely the spectral selection method, uses a selected set of
sample eigenvectors to approximate the expected returns. The selected sample eigenvec-
tors tend to be more useful in explaining the expected returns and correspond to a larger
sample eigenvalue.

In both spectral methods, we specify an upper bound δ for the approximation error on
the expected return vector. There are a few advantages of treating δ as the parameter.
The most important one is that by constraining the approximation error, our view on the
expected returns vector will not be severely distorted. Such a turning parameter δ offers
a convenient scheme for striving a sensible trade-off between the approximation error and
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the estimation error, as it enables us to set a limit for the former and make our best effort
to reduce the latter.

Extensive simulation studies are conducted to demonstrate the superiority of the spec-
tral methods. Both spectral methods mitigate the effect of the estimation error more
effectively in a high-dimensional setting than in a low-dimensional setting. The reason
behind this is that when the sample size is sufficiently large compared with the number of
assets, the estimation error is not so severe. In this scenario, the benefit of introducing an
approximation error is not warranted.

We use three real-world stock returns datasets to assess the effectiveness of the two
spectral methods. These datasets are of different dimensionality configurations and from
different markets around the world. Since the 1/N portfolio usually yields impressive re-
turns, we deduce that the weight vector of the equally weighted portfolio and the expected
returns vector usually form an acute angle. Therefore, we set the vector of expected re-
turns to be 1. It turns out that the spectral selection method with δ = 0.15 yields better
transaction costs adjusted holding period Sharpe ratios even compared with the renowned
1/N portfolio, with only few exceptions. The suitability of this δ under different dimen-
sionality settings and in different markets is evidenced by the numerical results presented
in the chapter.
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Chapter 4

When Does the 1/N Rule Work?

4.1 Introduction

The 1/N rule is a portfolio allocation scheme which allocates an equal share of wealth
to each of N available assets on a portfolio rebalancing date. This 1/N rule is seen to
be at odds with the more explicit portfolio optimization theory of [84], since this rule
neither requires any estimation of the input nor involves any explicit optimization process
and is therefore deemed as a passive investment strategy. However, there is evidence
(see [13]) that many market participants use this simple heuristic when allocating their
wealth across different asset classes. Further, [30] published a seminal study on the 1/N
rule. After conducting an extensive evaluation of the performance of various portfolio
methods, including the 1/N rule and a few other methods designed to mitigate the effect
of estimation errors, the authors reported that “of the 14 portfolio methods evaluated
across seven empirical datasets from the US market, none is consistently better than the
1/N portfolio in terms of the Sharpe ratio, certainty-equivalent return, or turnover”. To
complement the influential study of [30], [60] focused on global diversification in the stock
market from the perspective of a Eurozone investor and found that none of the optimized
portfolios is able to consistently outperform the 1/N rule out-of-sample. However, when
[42] replicated the experiment of [30] using data from the UK market, he found that a
number of optimal portfolio strategies significantly outperform the 1/N portfolio, even
after an adjustment for a trading cost. Thus, [42] provides a support in defence of the
optimized portfolios.

Previous studies reach disparate conclusions about the performance of the 1/N portfolio
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in different countries. [50] also noticed that the benchmark portfolio1 is not equally efficient
in different countries. Therefore, it is intriguing to scrutinize the reason behind such
discrepancy. We hypothesize that, beyond luck, there must be some underlying features
that make it profitable to follow the 1/N rule in a market. A simple thought in support
of our conjecture is that, during a crisis period when the price for most stocks falls, there
is a faint chance for the 1/N rule to yield a positive return, but it is still possible for
a well-managed long-short portfolio to earn a profit. This chapter attempts to identify
market-specific characteristics which make a market favorable to the 1/N rule.

We set out our analysis in this chapter by considering the following question: what
features of a market make it most desirable to hold the 1/N portfolio? A natural answer
would be “if the market parameters (i.e., the expected returns and the covariance matrix)
are such that the actual Sharpe ratio maximizing portfolio in the market happens to be
the 1/N portfolio”. This condition, if translated into the mathematical language, will be
shown to be µ = cΣ1 for some c > 0, where µ is an N × 1 vector of the expected asset
returns in excess of the riskless rate, Σ is an N ×N asset returns covariance matrix, and
1 is an N × 1 vector of ones. (Hereafter, we use “return” to refer to “return in excess
of the riskless rate” for convenience.) Similarly, we are also able to identity a condition
which makes the 1/N portfolio the least desirable portfolio to hold, i.e., µ = cΣ1 for some
c < 0.2

According to our analyses above, a market is more favorable to the 1/N portfolio if
the positive proportionality between the vectors µ and Σ1 holds more strongly. Thus,
we devise a measure of how favorable a market is to the 1/N rule, which is given by
cos(µ,Σ1), and coin it as the “1/N favorability index” of a given market. This index
measures how close the 1/N portfolio is to optimality and thus is able to reflect how
difficult it is for other portfolios to outperform the 1/N rule. Similarly defined cosine
measures, i.e., cos(Σ−αµ,Σ1−α1), reflect the same idea. Importantly, our proposed index
is the only one that does not entail inverting a covariance matrix, and as a result, we can
easily calculate the observed index from asset returns even if the portfolio size is greater
than the sample size.

We then study properties of this newly proposed index under the parsimonious yet
popular single-factor model for cross-sectional asset returns. An interesting finding from
our analysis is that, conditional on the factor returns during a certain period, the (the-
oretical) 1/N favorability index has upper and lower bounds which depend on the sign

1In [50], the value-weighted portfolio, instead of the 1/N portfolio, is viewed as the benchmark.
2In this case, the vertex of the efficient frontier lies below the x-axis, and the first order condition for

finding the tangency portfolio will give rise to the minimum Sharpe ratio portfolio. We refer readers to
Figure 1 of [68] for an illustration on this point.
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of the factor return over the period. If the factor return is positive, the conditional 1/N
favorability index falls in an interval with strictly positive bounds; otherwise, the index
falls in an interval with strictly negative bounds. It is important to emphasize that the
finding that bulls markets are more favorable to the 1/N portfolio is not as trivial as it may
seem to be, because even in bull markets, a portfolio could do better than the 1/N rule
by buying the top performers and short-selling the relatively bad ones. Further, we show
the consistency of the sample-based estimator, which we call the observed 1/N favorability
index, of the conditional 1/N favorability index under high-dimensional asymptotics. The
implication is that we should be able to see a positive relationship between the observed
1/N favorability index over a certain period and the market average return during the
same period. This implication of the single-factor model is tested and supported by both
simulation and empirical studies.

The observed 1/N favorability index over a certain period is an indication of the diffi-
culty for an optimized portfolio to outperform the 1/N portfolio over the same period. If
we imagine the extreme case where there are no estimation errors whatsoever, so that the
in-sample optimal portfolio coincides with the evaluation period, or out-of-sample, optimal
portfolio, then the 1/N portfolio at best achieves the same performance as the optimized
portfolio does, which happens when the observed 1/N favorability index is equal to 1.
However, in the presence of estimation errors, there is a huge discount in the out-of-sample
performance of an in-sample optimal portfolio. Therefore, the 1/N portfolio more likely
outperforms the contaminated optimized portfolio if it is closer to out-of-sample optimality.
This notion of closeness is measured by the observed 1/N favorability index.

We conduct another empirical experiment to study whether the model implication that
“bull markets are usually accompanied by a high 1/N favorability index” can explain
the varying degree of difficulty in outperforming the 1/N portfolio in different markets.
Based on our proposed criterion for determining whether or not a market is conducive to
outperformance of the 1/N portfolio, we identify two markets which are favorable to the
1/N portfolio, the US and Japanese markets. In addition, we find that it is not difficult to
outperform the 1/N portfolio in the Australian, Canadian, and UK markets. A comparison
of the study period (around 18 years) average returns in these markets shows that the US
and Japanese markets are the top two among all markets in terms of the average return
during the study period. This empirical evidence supports the proposition that it is more
difficult to outperform the 1/N portfolio in bull markets. More importantly, it reveals an
important fact that the perceived good performance of the 1/N portfolio is very likely due
to researchers’ sole focus on the US market and to the high favorability of the US market
to the 1/N portfolio.

To complement the previous set of results which is to a large extent observational
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(because of the small number of markets included), we partition the long study period into
sub-periods so that we obtain much more country-period records. We pool the records
and perform a logistic regression to examine how the market average return over a period
determines the probability that the 1/N portfolio outperforms the pre-specified comparison
benchmark over the same period. We find a significant positive relationship between the
average return and the performance of the 1/N portfolio. This result indicates that the
single-factor model, despite of its simplicity, is able to capture the behavior of the 1/N
portfolio in different market conditions.

This work contributes to the literature in several aspects. First, we provide a useful
insight into the performance of the 1/N portfolio. In particular, we point out that the
well-documented outperformance of the 1/N portfolio in the US market is not entirely due
to the poor quality of the contaminated “optimal” portfolios, but more to the fact that the
1/N portfolio is innately closer to mean-variance optimality. In other words, the 1/N rule is
not as naive as it has been perceived to be. Second, we propose a measure of how favorable
a market is to the 1/N portfolio. This quantity is shown to be able to effectively measure
whether a market is suitable for holding a 1/N portfolio, and its sample-based estimator
is shown to be a consistent estimator under high-dimensional asymptotics. Lastly, we give
an answer to the question of when the 1/N rule works. We use both a statistical model
and a set of numerical studies to show that the 1/N rule works better in bull markets.
This finding provides guidance to passive investors who pay extra attention to timing of
investment and to international investment.

4.1.1 Literature Review

This chapter sits at the confluence of several strands of literature within the area of portfolio
management.

Since the publication of the seminal study of [30], the 1/N portfolio has been elevated
to be a benchmark for evaluating a portfolio construction method. A number of previous
work on the 1/N portfolio has tried to explain the reported outperformance of this simple
heuristic rule. [107] and [30] themselves attributed the outperformance of the 1/N port-
folio to the contamination of “optimal” portfolios by the estimation errors in the input
components. Some other researchers argued that the reported outperformance of the 1/N
rule is due to specific research designs which are advantageous to the naive diversifica-
tion. For instance, [70] pointed out that the research design of [30] makes no attempt to
match the risk characteristics of the optimized portfolios with those of the 1/N portfolio
and is therefore skewed in favor of the 1/N rule. In a related work, [65] attributed the
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inferior performance of the optimized portfolios to their exclusion of the riskless asset. [44]
found that a longer investment horizon allows for optimizing strategies to exploit linear
predictability in returns and therefore to observe satisfying performance of those strate-
gies. An alternative strand of literature explained the outperformance of the 1/N rule
from the perspective of the merits of the simple rule itself. For example, [91] claimed that
an investor needs to buy the previous period losers and sell the previous period winners
to maintain equal weights and that it is the contrarian nature of the strategy that ensures
a good performance of the 1/N portfolio. In a more recent study, [59] proposed that the
1/N rule increases a portfolio’s tail risk and results in more concave portfolio returns and
the outperformance of the 1/N rule acts as a compensation for the tail risk and concavity.

The rest of this chapter is organized as follows. Section 4.2 introduces the 1/N favor-
ability index and explains the rationale behind it. Section 4.3 discusses the properties of
the 1/N favorability index under a single-factor model and the statistical properties of the
observed index. The findings in Section 4.3 show that bull markets will give rise to a high
1/N favorability index. Section 4.4 assesses the implication of the earlier sections that the
1/N portfolio is more difficult to outperform in bull markets than in bear markets. Section
4.5 concludes the chapter.

4.2 1/N favorability index

When explaining the reported failure of optimizing strategies to consistently outperform
the simple 1/N rule, people are apt to blame those active strategies for various reasons,
such as incorporating estimation errors, leading to extreme positions, over-fitting in-sample
data, etc., as though it is unacceptable not to be able to beat such a simple rule. However,
is it possible that such failure is due to the reason that, the markets where the optimizing
strategies fail, are simply in favor of the 1/N rule? In this section, we explore such a
possibility. In particular, we seek market-specific features which make a market a favorable
environment to hold a 1/N portfolio.

We set out by considering two buy-and-hold portfolios, a mean-variance optimal one,
which maximizes the in-sample Sharpe ratio, and a 1/N portfolio. We construct these
portfolios on the same starting date and hold them for a common out-of-sample period. In
the end, we calculate the holding period Sharpe ratios of both portfolios. Next we consider
the following question: what features of the market3 would make the 1/N portfolio hard
to beat?

3We use the terminology “market-specific feature” to refer to a quantity that characterizes the market
as a whole, rather then depicting the profile of individual assets.
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In answering the above question, a quite natural thought is that, if the 1/N portfolio
happens to achieve mean-variance efficiency in terms of the out-of-sample period market
parameters, then it would be extremely difficult for the optimized portfolio to outperform
the 1/N rule. This is, in the first place, due to a lack of stationarity in the time series
of asset returns ([86]), which implies that there is often a discrepancy between the in-
sample period optimal portfolio and the out-of-sample period one. Moreover, even if the
time series of asset returns is stationary, the optimized portfolio will be to some extent,
depending on the portfolio size, contaminated by the presence of estimation errors. Various
error-mitigating techniques, e.g., [61] and [75], can help reduce but never eliminate those
errors altogether.

Now we formally state the market-related condition which makes the 1/N portfolio
favorable to hold. Let N represent the number of risky assets in the market, 1 an N × 1
vector of ones, µ the N×1 vector of expected rate of return over the out-of-sample period,
and Σ the N × N covariance matrix of asset returns over the same period. Then, the
1/N rule produces the Sharpe ratio maximizing portfolio over the out-of-sample period if
and only if µ = cΣ1 for some c > 0. This relationship is easily obtained by equating the
Sharpe ratio maximizing portfolio with the equally weighted portfolio and checking the
condition for the Sharpe ratio maximizing portfolio to exist. Similarly, we can show that
the 1/N rule leads to the Sharpe ratio minimizing portfolio if and only if µ = cΣ1 for
some c < 0. Note that the ith element in the column vector Σ1 represents the summation
of covariances between asset i and each of the N risky assets. We hereafter refer to Σ1
as the “vector of aggregate covariances”. The condition which makes the 1/N rule the
most (least) favorable portfolio strategy over a specific period indicates that if a market
is temporally featured with a positive proportionality between an asset’s expected return
and the asset’s aggregate covariance with all risky assets, then this market is favorable for
the 1/N portfolio; conversely, if there is a negative proportionality between the vector of
expected returns and the vector of aggregate covariances, no other portfolios can be worse-
off than the 1/N portfolio. An equivalent statement is that it is desirable to hold a 1/N
portfolio in a market if taking risks (measured by the aggregate covariance) is rewarded in
the market.

Actually, [30] hinted on the same arguments in Section 1.1 of their paper as those stated
above by pointing out that the 1/N portfolio can be viewed as a strategy that does estimate
µ and Σ but imposes the restriction that µ ∝ Σ1. However, we recap and formalize the
idea by including the other extreme case where the 1/N portfolio is the least desirable
one. Later it will be seen that the two extreme cases correspond to the upper and lower
bounds respectively of our devised measure of a market’s favorability to the 1/N portfolio.
Another aspect that distinguishes our discussion here from that in [30] is our focus on the
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variation in characteristics of different (either temporally or spatially) markets, instead of
the estimation problem in a single market.

Following the same line of thought as in our earlier discussion, the stronger the positive
(negative) proportional relationship between the vector of expected returns and the vector
of aggregate covariances is, the more (less) favorable the market is to the 1/N portfolio.
Therefore, the extent to which the proportional relationship holds can be viewed as a
measure of how favorable a market is to holding a 1/N portfolio. This motivates us to
construct a cosine measure expressed as:

cos(µ,Σ1) =
〈µ,Σ1〉
‖µ‖‖Σ1‖

,

where ‖·‖ represents the Euclidean norm of a vector, to quantify how favorable a market is
to the 1/N portfolio. Hereafter we refer to this cosine value as a market’s “1/N favorability
index” over the time period which µ and Σ correspond to. A higher value of this index
indicates that the market is more favorable to the 1/N portfolio over the specific time
period. If µ is perfectly positively proportional to Σ1, the favorability index is valued at
1. According to our earlier discussion, in this case the 1/N portfolio maximizes the out-of-
sample Sharpe ratio and can hardly be outperformed by any other portfolio. Otherwise if
µ is perfectly negatively proportional to Σ1, the favorability index becomes −1, and the
1/N portfolio would perform extremely poorly.

We need to point out that cos(µ,Σ1) is not the only possible version of a 1/N favora-
bility index. Actually, the relationship µ ∝ Σ1 gives rise to a series of possible measures,
for instance, cos(Σ−1µ,1) and cos(Σ−

1
2µ,Σ

1
2 1). However, the version we adopt is the

only one among the family of possible indices that does not involve inverting the covari-
ance matrix. This advantage makes it convenient when it comes to calculating the 1/N
favorability index from realized asset returns, because we do not need to worry about the
issue of singularity caused by the number of assets being greater than the sample size. In
addition, we will show in the next section that the sample-based version of cos(µ,Σ1) has
the important statistical property of consistency under the high-dimensional asymptotics
when both the number of assets and the sample size go to infinity.

Readers are apt to mix up the relationship between µ and Σ1 that makes the 1/N
portfolio favorable with implication of some models in the asset pricing literature, since
most asset pricing models address the problem of how different types of risk are priced
in terms of their risk premia. However, a key difference is that asset pricing models are
usually derived with an equilibrium condition imposed, while in this chapter, we do not
require a market to be in an equilibrium status. We believe that the market parameters,
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i.e., the expected returns and the covariance matrix, may change from time to time, making
some periods more favorable to the 1/N portfolio and other time periods less so. Our goal
is, as has been aptly indicated by the title of this chapter, to investigate the question of
when the 1/N rule works well.

4.3 1/N favorability index in bull and bear markets

In this section, we will show, by assuming a single-factor model for the cross-section of asset
returns, that a market featured by a high 1/N favorability index is usually accompanied by
a contemporaneous bullish trend. This model implication will be validated by using both
a synthetic asset return dataset and a few real world asset return datasets. The finding of
the relationship between the 1/N favorability index and the overall market performance
will lead to an interesting proposition that the 1/N portfolio tends to outperform in bull
markets.

4.3.1 Single-factor model

A statistical model in which asset returns are generated by one factor has often been
employed in finance ([96, 82]). In this sub-section, we show that this simple model yields
a pleasingly testable implication on the relationship between the level of cross-sectional
average return and the 1/N favorability index in a market over a finite period of time.
Since the 1/N favorability index reflects to what extent assets are compensated for taking
risks, the relationship we discover has an alternative interpretation that the risk-return
relationship varies in bull and bear markets.

We assume that the cross-section of asset returns are driven by a single factor whose
return over the period from t−1 to t is denoted by Rmt. The N ×1 vector Rt contains the
return of the N risky assets over the period from t − 1 to t. The individual asset returns
are determined by the factor return through an N × 1 vector of factor loadings β, as well
as by a residual term which is independent of the factor return, i.e.,

Rt = βRmt + εt, εt
iid∼ N(0, σ2I), (4.1)

where N(µ,Σ) denotes the multivariate normal distribution with mean vector µ and co-
variance matrix Σ. A general consensus about a single-factor model for cross-sectional
asset returns is that the factor represents the market, thus the loading measures the extent
to which each single asset co-moves with the market.
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We are interested in exploring the decisive factors that affect the 1/N favorability index
over a time period of length T . Define R = 1

T

∑T
t=1 Rt. Let

µT = E[R|Rm1, . . . , RmT ]

and

ΣT = E

[
1

T − 1

T∑
t=1

(Rt −R)(Rt −R)ᵀ|Rm1, . . . , RmT

]
denote the conditional expectation of the sample mean and that of the sample covariance
matrix of T consecutive observations of asset returns respectively. Note that the expecta-
tion is taken conditionally on the factor returns, that is, taken over the randomness in the
residuals only. Then, according to the single-factor model in eq. (4.1), we obtain:

µT = βRm

and

ΣT =
1

T − 1

T∑
t=1

(Rmt −Rm)2ββᵀ + σ2I,

where Rm = 1
T

∑T
t=1Rmt. We name the cosine value of the angle between µT and ΣT1 the

“conditional 1/N favorability index”:

cos(µT ,ΣT1) =
〈µT ,ΣT1〉
‖µT‖‖ΣT1‖

.

Next we expand the expression for this index by plugging in the expression for µT and ΣT :

cos(µT ,ΣT1) =
(βᵀ1)Rm

[
‖β‖2 1

T−1

∑T
t=1(Rmt −Rm)2 + σ2

]
‖µT‖‖ΣT1‖

.

To analyze this equation, we first seek an explicit expression for its denominator compo-
nents. According to the single-factor model, we have:

‖µT‖ = ‖β‖|Rm|

and

‖ΣT1‖ =

∥∥∥∥(βᵀ1)
1

T − 1

T∑
t=1

(Rmt −Rm)2β + σ21

∥∥∥∥
≤ (βᵀ1)‖β‖ 1

T − 1

T∑
t=1

(Rmt −Rm)2 + σ2
√
N.
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The inequality comes from expanding the norm and then applying the Cauchy-Schwartz
inequality βᵀ1 ≤ ‖β‖‖1‖. Consequently, we obtain an upper bound for ‖µT‖‖ΣT1‖:

‖µT‖‖ΣT1‖ ≤ (βᵀ1)‖β‖2|Rm|
1

T − 1

T∑
t=1

(Rmt −Rm)2 + σ2
√
N‖β‖|Rm|

≤
√
N‖β‖|Rm|

[
‖β‖2 1

T − 1

T∑
t=1

(Rmt −Rm)2 + σ2

]
.

The second inequality again comes from applying the Cauchy-Schwartz inequality. It
follows that the conditional 1/N favorability index has a lower bound when Rm > 0:

cos(µT ,ΣT1) ≥
(βᵀ1)Rm

[
‖β‖2 1

T−1

∑T
t=1(Rmt −Rm)2 + σ2

]
√
N‖β‖|Rm|

[
‖β‖2 1

T−1

∑T
t=1(Rmt −Rm)2 + σ2

] = cos(β,1).

Similarly, we can show that when Rm < 0, there is an upper bound for the index, i.e.,
cos(µT ,ΣT1) ≤ − cos(β,1). Therefore, we obtain the following range for the conditional
1/N favorability index:

cos(µT ,ΣT1) ∈


[cos(β,1), 1], Rm > 0

{0}, Rm = 0

[−1,− cos(β,1)], Rm < 0

. (4.2)

The range for the conditional 1/N favorability index indicates that there is a clear distinc-
tion between markets which make the 1/N portfolio favorable with those which are not
suitable for holding the 1/N portfolio. To be specific, if the cross-section of asset returns
are driven by a single factor, whether the market is in a bullish or a bearish period is the
critical factor of whether holding a 1/N portfolio is a wise choice.

Now, let us consider a 1/N portfolio strategy that rebalances, or restores to equal
weight, after each T periods until the end of the Mth period of length T . In the extreme
case where the single (market) factor earns a positive average return in all of these M sub-
periods of length T , the M -period average 1/N favorability index will be an average of M
values in the interval [cos(β,1), 1] and therefore be in the same interval. In the other ex-
treme case where the single factor earns a negative average return in all the M sub-periods,
the M -period average 1/N favorability index will be in the interval [−1,− cos(β,1)]. But
the more probable case is that, some of the M sub-periods are featured with a positive
average factor return, and others are accompanied with a negative one. If this is the
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case, the average 1/N favorability index is a result of averaging positive and negative sub
period indices. The more of the M sub-periods are featured by a positive factor return,
the more likely that the M -period average 1/N favorability index is positive. Thus, an
important implication of the single-factor model is that the 1/N portfolio is more difficult
to outperform in a bullish market.

Our analysis above covers two different 1/N portfolio strategies. The first is to build
a buy-and-hold 1/N portfolio and track its performance for a relatively short investment
horizon of length T . The second is to regularly rebalance the portfolio so that it is always
restored to an equal weight portfolio on rebalancing dates. We assess the regularly rebal-
anced portfolio based on its performance over a longer investment horizon of length MT .
Our analysis based on the single-factor model shows that both portfolio strategies work
better in bullish markets. We never assess a buy-and-hold 1/N portfolio over a long in-
vestment horizon, because the weight of a buy-and-hold 1/N portfolio will evolve towards
that of a value-weighted portfolio. Later, we will examine the empirical performance of
both strategies to confirm the implication of the single-factor model.

If, hypothetically, β is positively proportional to the vector of ones, then the conditional
1/N favorability index is coerced to be 1 when the market factor earns a positive return.
The implication of many asset pricing models that the market factor earns a positive
risk premium may lead people to believe that a β vector closer to a positive multiple of 1
makes the market favorable to the 1/N portfolio. However, another side of the story is that
the market factor, although is associated with a positive risk premium, usually oscillates
between bullish and bearish periods. This means that the gain from the closeness of
the 1/N portfolio and the Sharpe ratio maximizing portfolio during a bullish period is
compromised by the loss from the closeness of the 1/N portfolio and the Sharpe ratio
minimizing portfolio during a bearish period. Therefore, whether β is more proportional
to 1 or less so is not a factor as important as the trend in the market, in answering the
question of when the 1/N rule works.

4.3.2 Observed 1/N favorability index

Up to this point, we have only discussed properties of the “theoretical” version of the 1/N
favorability index, in the sense that the two vectors used for calculating the cosine measure
are conditional expectations of the vector of realized returns and the vector of realized
aggregate covariances. The observed 1/N favorability index is calculated directly based on
realized asset returns. If we let

µ̂T = R
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and

Σ̂T =
1

T − 1

T∑
t=1

(Rt −R)(Rt −R)ᵀ

denote the sample mean and sample covariance matrix of T realized returns respectively,
then, the observed 1/N favorability index is calculated as:

cos(µ̂T , Σ̂T1) =
〈µ̂T , Σ̂T1〉
‖µ̂T‖‖Σ̂T1‖

.

The following proposition shows that the observed, or sample-based, 1/N favorability index
is a consistent estimator for the conditional 1/N favorability index.

Proposition 4.3.1. Suppose that the parameter of the single-factor model in eq. (4.1)
satisfies the following assumptions:

A1. ‖β‖ = O(
√
N) as N →∞.

A2. There exists a fixed δ > 0, such that cos(β,1) > δ as N →∞.

Under the asymptotics that N, T → ∞ with relative rate N
T

= O(1), the observed 1/N
favorability index is a consistent estimator for the conditional 1/N favorability index, i.e.,

cos(µ̂T , Σ̂T1)− cos(µT ,ΣT1)
p→ 0. (4.3)

The consistency of the observed 1/N favorability index is a critical property. Without
this property, the positive “1/N favorability index - market condition” relationship im-
plied by the single-factor model cannot be observed from realized asset returns. We show
the consistency of the observed 1/N favorability index under so-called high-dimensional
asymptotics that both N and T go to infinity to cater for the case of a relatively small T
and a potentially large portfolio size. Note that the two assumptions we impose in Propo-
sition 4.3.1 are relatively mild. A1 is satisfied as long as the elements in β are bounded
in probability. A2 prevents the cosine of the angle between β and 1 from going to zero as
the portfolio size increases.

4.3.3 Regime-switching in factor return

Up to this point, we have yet to discuss the dynamic of factor returns. However, the dy-
namic plays an important role in determining whether the relation between the favorability
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index and the market return implied by the single-factor model could be observed in the
real world. If the market return factor remains to be positive across time, the conditional
1/N favorability index is always in its positive range and we will fail to observe the pattern
described in the previous sub-section. [7] show the relevance of regime-switching in the
market in portfolio optimization problems. In this sub-section, we introduce a relatively
parsimonious regime-switching lognormal process (RSLN, [55]) for modeling the factor re-
turns. In the next sub-section, we will calibrate model parameters using real world asset
returns and then simulate a synthetic asset returns dataset based on these parameters to
determine whether there is a positive relationship between the 1/N favorability index and
the average return in the market.

We assume that the market oscillates between a bullish regime characterized by a high
expected market factor return and a bearish regime featured by a low or even negative
expected market factor return. Let ρt denote the regime applying over the period from
t − 1 to t, ρt = 1, 2. The transition matrix P = {pij}i,j=1,2 contains the probabilities of
switching regimes, i.e.,

pij = Pr{ρt+1 = j|ρt = i} i = 1, 2, j = 1, 2.

The probabilities are all independent of t. We assume that the market factor return follows
a normal distribution within regime, i.e.,

Rmt|ρt
iid∼ N(µρt , σ

2
ρt). (4.4)

In the next sub-section, we will calibrate the model parameters µ1, µ2, σ
2
1, σ

2
2, and the

regime-switching probabilities from real data.

It is worth emphasizing that the positive relationship between the conditional 1/N
favorability index and the cross-sectional average return is only manifested when we focus
on a relatively short time horizon. This is because as T →∞, both µT and ΣT converge
to their respective limits. In particular, it is easy to show that

lim
T→∞

µT
p−→ β(π1µ1 + π2µ2)

and
lim
T→∞

ΣT
p−→ [π1σ

2
1 + π2σ

2
2 + π1π2(µ1 − µ2)2]ββᵀ + σ2I,

where {π1, π2} is the stationary distribution of the regime-switching model and can be
solved from the equation πP = π. Therefore, if we consider an infinite horizon, both
the conditional 1/N favorability index cos(µT ,ΣT1) and the average conditional expected
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return 1
N

1ᵀµT converge to a single point, and thus it is not sensible to study the favorability-
average return relationship any longer. When we consider a smaller value of T , there will
be more variation in terms of the average market factor return across different samples.
Consequently, the positive favorability-average return relationship can be better perceived.
Another important reason for considering a small value of T is that, as we have discussed
earlier, a 1/N portfolio which is held for a long period of time without being rebalanced is
no longer a 1/N portfolio.

4.3.4 Favorability - market condition relationship: a simulation
result

In this sub-section, we check whether the model implication that there is a positive re-
lationship between a market’s 1/N favorability index and its average return level can be
observed from simulated asset returns. Before simulating the asset returns, we first cali-
brate the parameters in the regime-switching model and those in the single-factor model
by using real-world market index returns and individual stock returns.

For the purpose of calibration, we assume a monthly regime-switching frequency, i.e.,
the time elapsed between t − 1 and t stands for a month. The data used for calibrating
the regime-switching model is monthly returns of the S&P 500 index from January 1960
to December 2016. We use this data to calibrate the regime-switching model because
the S&P 500 index is a value-weighted index whose return, according to classical asset
pricing theories, can be interpreted as the return of the market portfolio. Below are the
parameters of the calibrated regime-switching model, including the annualized expected
return and standard deviation in each of the two regimes and the transition probability
matrix:

(12µ1,
√

12σ1) = (11.17%, 8.42%)

(12µ2,
√

12σ2) = (3.14%, 17.13%)
, P =

[
0.95 0.05
0.03 0.97

]
.

In addition, we use monthly returns data of 100 stocks randomly picked from the S&P
500 index constituents to calibrate σ2 and β. According to the calibration results, the
bound (other than ±1) for the conditional 1/N favorability index (recall eq. (4.2)) is
± cos(β,1) = ±0.96.

Once all of the parameters have been obtained, we simulate a sequence of 1000 months
of market factor returns based on the calibrated regime-switching model. Subsequently, we
simulate 1000 monthly returns for 100 hypothetical stocks based on the calibrated single-
factor model. In each year (every 12 consecutive hypothetical months, i.e., T = 12) we

record the observed 1/N favorability index cos(µ̂T , Σ̂T1) calculated using the simulated
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stock returns data within this particular year. In addition, we also record the annualized
market factor return

∑
tRmt during the year. We collect in total 83 such yearly records

based on the 1000 months’ simulated data. Figure 4.1 panel (a) shows how the observed
1/N favorability index changes when the market factor experiences a different level of
return. The pattern is consistent with our conjecture. In particular, when the market is
bullish, the observed 1/N favorability index is high and holding a 1/N portfolio is highly
favorable; when the market is in the state of depression, the observed 1/N favorability
index is negative and the 1/N rule would lead to an abysmal performance.

According to our discussions in Section 4.3.1, the range of the conditional 1/N favora-
bility index solely depends on the sign of the annualized market factor return. Therefore,
if we create a similar plot as the panel (a) of Figure 4.1 but use the conditional 1/N fa-
vorability index to replace the observed index, we expect to see an S-shape, i.e., the points
to the right of the vertical line x = 0 lie in the band [0.96, 1], and those to the left of the
line x = 0 lie in the band [−1,−0.96]. According to Proposition 4.3.1, as the number of
assets N and the length of holding period T both increase to infinity at a relative rate
of N

T
= O(1), the observed 1/N favorability index will converge to the conditional 1/N

favorability index at all levels of the market factor return. Therefore, we expect to see an
S-shape in the observed 1/N favorability index - market factor return plot when N and T
are sufficiently large.

When plotting the panel (b) of Figure 4.1, we simulate another set of cross-sectional
asset returns based on the same calibrated parameters but only replace the calibrated
residual variance σ2 with σ2/100. Since the residual variance has been greatly reduced,
the observed and theoretical 1/N favorability indices should be much closer4, even though
we still use N = 100 and T = 12. Therefore, the clear S-shape in panel (b) of Figure 4.1
provides a firm support to our finding in eq. (4.2).

4.3.5 Favorability - market condition relationship: an empirical
result

In this sub-section, we use real-world asset returns data to assess whether a market’s
observed 1/N favorability index varies in bull and bear periods, as predicted jointly by
the single-factor model introduced in Section 4.3.1 and the convergence property shown in
Section 4.3.2.

4This is because the conditional 1/N favorability index is defined as the conditional expectation of the
observed index, and the conditional expectation is taken only over the randomness in the assets’ residual
returns.
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Figure 4.1: Observed 1/N favorability index vs. market factor annualized return: simulated data

We perform the same empirical experiment in seven different countries. For each coun-
try, we pick a representative equity market index and construct portfolios using all con-
stituent stocks of the selected index. Names of the seven indices, as well as the countries,
numbers of constituent stocks, and time periods of data, are listed in Table 4.1. Daily
price data of all constituent stocks of each selected index is downloaded from the Com-
pustat database. For each country, we record the observed 1/N favorability index, i.e.,

cos(µ̂T , Σ̂T1), in each year within the data period (T = 252), as well as the average return
of all assets, i.e. 1

N
µ̂ᵀ
T1, during the same year. Note that this average return is equivalent

to the return of the 1/N portfolio of all assets in the investment universe. As a result, we
obtain 18 pairs of favorability - average return record for those indices whose corresponding
data period is from January 1, 1999 to December 31, 2016.

Figure 4.2 presents the relationship between the observed 1/N favorability index and
the market average return in each country. Each of the first seven panels shows the result
obtained from a particular country. The last panel displays a mix of all points collected
from the seven markets. In each of the first seven panels, we observe an apparently upward
trend, which means that a bull market tends to be accompanied by a high observed 1/N
favorability index. This is consistent with what our theoretical analysis suggests and with
the simulation study in the previous sub-section. According to the last panel, when pooled
together, the points from different countries roughly lie on an S-shape curve. Later, it
will be seen that this S-shape pattern in pooled records from different countries is critical
for us to be able to observe the cross-country phenomenon that the 1/N portfolio usually
performs well in bullish markets, instead of just during bullish periods. Suppose that we
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Figure 4.2: Observed 1/N favorability index vs. market average return: empirical data.
Each point corresponds to a year of the data period. The x-coordinate represents the
annualized return of the 1/N portfolio. The y-coordinate measures the observed 1/N
favorability index.
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Table 4.1: List of equity market data used in the empirical study

Index name Country # of stocks Data period Description

DAX Germany 30 Jan 1, 1999 - Dec 31, 2016 A blue chip index consisting of the
30 major German companies trad-
ing on the Frankfurt Stock Ex-
change.

Euronext 100 EU 100 Oct 27, 2009 - Dec 31, 2016 A blue chip index of the pan-
European exchange, Euronext NV.

Nikkei 225 Japan 225 Jan 1, 1999 - Dec 31, 2016 A stock market index for the Tokyo
Stock Exchange (TSE).

S&P 500 US 500 Jan 1, 1999 - Dec 31, 2016 An American stock market index
based on the market capitalizations
of 500 large companies having com-
mon stock listed on the NYSE or
NASDAQ.

S&P ASX 200 Australia 200 Jan 23, 2004 - Dec 31, 2016 A market-capitalization weighted
and float-adjusted stock market in-
dex of stocks listed on the Aus-
tralian Securities Exchange.

S&P TSX Canada 250 Jan 1, 1999 - Dec 31, 2016 A benchmark Canadian index rep-
resenting roughly 70% of the to-
tal market capitalization on the
Toronto Stock Exchange (TSX).

S&P United Kingdom UK 86 Jan 1, 1999 - Dec 31, 2016 A sub-index of the S&P Europe 350
- includes all UK-domiciled stocks
from the parent index.

see an upward trend in the panel corresponding to each market but cannot see a clear
single upward trend when the points from each market are pooled (note that we may see
a few S-shape curves lying next to each other). If this happens, a bull market (in terms of
its average return in comparison with that in other countries) does not necessarily present
a favorable condition for the 1/N portfolios because the 1/N favorability index is not
necessarily high.

Ideally, we would like to appeal to an asset pricing model that predicts a positive rela-
tionship between the 1/N favorability index and the average return level. However, most
classical asset pricing models, e.g., the CAPM, take a perspective of equilibrium and as
a result do not admit a negative expected return of the market portfolio, thus making
it difficult to justify the negative risk-return relationship in bear markets. Moreover, ac-
cording to either the classical form of the CAPM or many of its extensions, there is some
idiosyncratic-type risk that cannot be rewarded in the form of a higher expected return.
Therefore, it is hardly possible to connect the risk measured by aggregate covariance to
an extant asset pricing model. Since our focus is more on an ex-post (or realized), in-
stead of an ex-ante (or expected), risk-return relationship in different market conditions,
we resorted to a statistical model to account for our observation.
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Fortunately, the single-factor model for cross-sectional asset returns is both realistic
(given its degree of parsimony) and rich in implication. Since it is commonly agreed that
the market return is the dominating factor that drives the cross-section of equity returns,
the single-factor model seems to provide a reasonable explanation for the empirical fact
that bull markets are usually accompanied by a high 1/N favorability index.

4.4 Empirical performance of the 1/N portfolio

In Section 4.3, we have shown by using both theoretical justification and numerical evidence
that bull markets are usually accompanied by a high 1/N favorability index. Therefore,
if the 1/N favorability index is a good measure of the difficulty for an optimized portfolio
to outperform the 1/N portfolio in terms of the Sharpe ratio, the 1/N portfolio should
be more difficult to beat in bull markets. In this section, we conduct an empirical study
to check whether the difficulty for an optimized portfolio to outperform a 1/N portfolio
indeed depends on the market average return. If the answer to this question is affirmative, it
means that we have been adopting an overly demanding benchmark for evaluating portfolio
optimization methods in bull markets and that the difficulty for an optimized portfolio to
outperform the 1/N rule in such markets is partly due to the fact that the 1/N portfolio
is close to being optimal.

Before proceeding, we first discuss how to quantify whether or not it is difficult for an
optimized portfolio to outperform the 1/N portfolio in a particular market.

4.4.1 Assessment of the 1/N portfolio

Due to variation in market environment, it is not desirable to use an absolute measure,
such as the Sharpe ratio, to evaluate the performance of the 1/N portfolio in different
markets. [69] propose a novel portfolio performance measure which assesses the goodness
of a portfolio based on the probability for a uniformly distributed random portfolio to
outperform it. We use a similar portfolio comparison idea here. To quantify how well
the 1/N portfolio performs in a particular market, we select a widely-recognized well-
performing optimized portfolio as a benchmark. If the 1/N portfolio yields a higher Sharpe
ratio than the benchmark portfolio does, we deem the 1/N portfolio as being hard to beat
in the market of interest. Alternatively, we view this particular market as favorable to the
1/N portfolio. The choice of the benchmark portfolio will be discussed in the next section.
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To ensure that the outperformance of one portfolio over another in terms of the holding
period Sharpe ratio is statistically significant, instead of a result of purely random noise,
we apply the Sharpe ratio difference test proposed in [73] to determine whether any two
portfolios yield significantly different Sharpe ratios. The authors suggest to construct a
studentized time-series bootstrap confidence interval for the difference of the Sharpe ratios
and to conclude that the two ratios are statistically different if zero is not contained in the
interval. This test is applicable to a wider range of testing scenarios, for example, when
returns have heavier tail than the normal distribution or are serially dependent5.

As has been stated in the introduction section, although we will carry out a systematic
comparison between the 1/N portfolio and an optimized portfolio in the subsequent sec-
tions, we do not take a specific stand with regard to our preference for any of the portfolios;
instead a comparison is made only for the purpose of providing a relative measure of how
well the 1/N portfolio performs. That is, we are more interested in identifying the common
features of the markets which favor the 1/N portfolio.

4.4.2 Selection of the portfolio benchmark

As mentioned earlier, an ideal benchmark for assessing the performance of the 1/N port-
folio would be a widely-acknowledged well-performing optimized portfolio. This guideline
directs us to consider a minimum-variance (MV) type portfolio as the benchmark. The
reason for choosing an MV type portfolio is that it implicitly exploits risk-based pricing
anomalies ([95]) and is widely recognized ([61], [27], [30]) for its surprisingly high returns
and low realized volatility. Notably, a few techniques have been developed in the literature
to refine the sample-based MV portfolio to make it less vulnerable to estimation errors.
We equip our selected benchmark portfolio with such techniques, so that the benchmark
portfolio is more likely to yield a good out-of-sample performance, making it more sensible
to assess the difficulty of outperforming the 1/N portfolio based on a comparison with the
benchmark portfolio.

We choose two variations of the sample-based MV portfolio as the benchmark for as-
sessing the performance of the 1/N portfolio. The first one is the MV portfolio based on

5It is important to point out that this test statistics evaluates the performance between any two
portfolios based on a single data set. A legitimate concern that can be raised for this type of tests, including
the tests used in the empirical work reported, for instance, by [30], is whether the reported outperformance
results could be attributed to the use of pre-selected datasets of stock portfolios, often characteristics based
portfolios, inadvertently introducing a sample selection bias in the process. An alternative approach would
assess the performance of portfolio rules based on multiple datasets and summarizes aggregate performance
for any two portfolio rules.
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the “shrinkage towards identity” covariance matrix estimator (see [75]). We hereafter refer
to this portfolio as a “shrinkage-based MV portfolio”. The weight vector for this portfolio
is given by:

ŵs−MV = argmin
w

wᵀΣ̂sw s.t. wᵀ1 = 1,

where Σ̂s is the shrinkage estimator for the covariance matrix. In our empirical study, this
estimator is obtained from the past three years’ daily price history. The second optimized
portfolio we use as a benchmark is a short-sale-constrained MV portfolio, whose weight
vector is given by:

ŵc−MV = argmin
w

wᵀΣ̂w s.t. wᵀ1 = 1 and w ≥ 0,

where Σ̂ is the sample covariance matrix estimator. Again, in our analysis, the sample
covariance matrix is estimated from three years’ daily returns. Compared with the sample-
based MV portfolio, the shrinkage-based MV portfolio is less vulnerable to estimation
errors, because the shrinkage estimator for covariance matrix corrects the over-dispersed
sample eigenvalues and thus is closer to the population covariance matrix in the sense of the
Frobenius norm. Imposing the no-short-sale constraints is an alternative way of resolving
the issue of estimation errors. [61] point out that constraining portfolio weights to be non-
negative can reduce the risk in estimated optimal portfolios even when the constraints turn
out to be wrong by showing that a short-sale constraint on the MV portfolio is equivalent
to shrinking the elements of the sample covariance matrix. Another reason for using the
short-sale-constrained MV as a benchmark is the finding reported by [30] that “of all the
optimizing models studied here, the minimum-variance portfolio with constraints studied
in [61] performs the best in terms of Sharpe ratio”.

We also made an attempt to use some variations of the sample-based mean-variance
portfolio as the performance benchmark for determining whether or not the 1/N portfolio
is difficult to beat, but the MV type portfolios lead to a superior Sharpe ratio in most
scenarios. So we give up selecting a mean-variance type portfolio as the benchmark.

4.4.3 Cross-country performance of 1/N portfolios

In this sub-section, we construct and evaluate the portfolios by using a number of datasets
that include both equity returns in the US market and those in some non-US markets.
In particular, we select the same equity market indices as those used in Section 4.3 and
use their respective constituent stocks to construct a number of portfolios. A dynamic list
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of index constituents and daily price data are downloaded from the Compustat database.
Daily price data of most index components cover the period from January 1, 1996 to
December 31, 2016, except for the two indices (i.e., Euronext 100 and S&P ASX 200)
which did not exist on January 1, 1996. For these three indices, their corresponding
components’ daily price data ranges from the date of their creation to December 31, 2016.

We are particularly interested in determining whether and how difficult it is for an opti-
mized portfolio to outperform the 1/N portfolio, as measured by the relative performance
of the latter compared with the benchmarks, in each of the seven markets we study. Below
are the details about the portfolio construction procedure that we adopt in this chapter.
All of the three portfolios are rebalanced at the same frequency. Later, we will report the
performance measures of the portfolios constructed under an annual rebalancing scheme
as well as a monthly rebalancing scheme. For a comparison purpose, at each portfolio
rebalancing date, we use the same set of stocks to build the three updated portfolios. The
stocks that enter the updated portfolios are those that 1) are an index constituent on the
rebalancing date and that 2) have at least three years’ price history before the rebalancing
date. All portfolios are held for a fixed amount of time, depending on the rebalancing
frequency, and then rebalanced again. This portfolio construction procedure leads to a
lengthy holding period of around 18 years for the portfolios whose corresponding index
was created before 1996.

Table 4.2 summarizes the holding period Sharpe ratios of the 1/N and the two bench-
mark portfolios, as well as the p-values for testing whether the 1/N portfolio yields a
Sharpe ratio significantly different from that of the benchmark portfolio. The p-value for
each Sharpe ratio difference test is reported below the Sharpe ratio of the benchmark port-
folio and is shown in parentheses. The Sharpe ratio of an MV type portfolio is marked in a
bold font if the p-value for the Sharpe ratio difference test is smaller than 0.1. The Sharpe
ratios in panels (a) and (b) are calculated as if there is no transaction cost. Panels (c)
and (d) contain the holding period Sharpe ratios which have been adjusted for transaction
costs. We set the proportional transaction costs equal to 50 basis points per transaction
as assumed in [10] and in [30]. If we denote by c the proportional transaction cost, then
the evolution of wealth from time t to time t+ 1 for a portfolio strategy k is

Wk,t+1 = Wk,t(1 +Rk,t+1)

(
1− c

N∑
j=1

|ŵk,j,t+1 − ŵk,j,t|
)
,

where Rk,t+1 is the portfolio return under strategy k during the period from t to t+ 1, and
ŵk,j,t is the weight of the jth asset at time t according to strategy k. In addition to the
Sharpe ratio, we also record the holding period annualized returns (adjusted for transaction
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Table 4.2: Holding period performance (adjusted for transaction costs) of the 1/N ,
shrinkage-based MV, and shortsale-constrained MV portfolios. Portfolio “s-MV” stands for
the shrinkage-based MV portfolio. Portfolio “c-MV” stands for the shortsale-constrained
MV portfolio. In panels (a) and (b), the performance measures are reported as if any
transaction cost is ignored. In panels (c) and (d), the performance measures are adjusted
for a proportional transaction cost of 50 basis points. In panels (a) and (c), all of the three
portfolios are rebalanced annually. In panels (b) and (d), they are rebalanced monthly.
The “NA” indicates a negative Sharpe ratio.

(a) Annual rebalance, no trans. cost (b) Monthly rebalance, no trans. cost

1/N re-
turn

1/N
Sharpe

s-MV
Sharpe

c-MV
Sharpe

1/N re-
turn

1/N
Sharpe

s-MV
Sharpe

c-MV
Sharpe

DAX 3.43% 0.15 0.44
(0.05)

0.23
(0.54)

3.79% 0.17 0.37
(0.27)

0.26
(0.52)

Euronext 100 2.90% 0.15 0.39
(0.42)

0.18
(0.90)

3.85% 0.21 0.19
(0.96)

0.16
(0.85)

Nikkei 225 4.25% 0.18 0.09
(0.74)

NA
(0.44)

5.26% 0.22 0.03
(0.50)

NA
(0.31)

S&P 500 6.54% 0.33 0.28
(0.80)

0.38
(0.72)

6.60% 0.31 0.36
(0.87)

0.35
(0.81)

S&P ASX 200 2.30% 0.13 0.51
(0.12)

0.39
(0.06)

2.15% 0.12 0.62
(0.08)

0.48
(0.04)

S&P TSX 3.91% 0.26 0.68
(0.08)

0.74
(0.02)

4.52% 0.27 0.69
(0.13)

0.70
(0.01)

S&P United Kingdom 4.35% 0.24 0.37
(0.59)

0.56
(0.05)

4.01% 0.21 0.36
(0.58)

0.54
(0.05)

(c) Annual rebalance, with trans. costs (d) Monthly rebalance, with trans. costs

1/N re-
turn

1/N
Sharpe

s-MV
Sharpe

c-MV
Sharpe

1/N re-
turn

1/N
Sharpe

s-MV
Sharpe

c-MV
Sharpe

DAX 3.38% 0.15 0.42
(0.12)

0.22
(0.60)

3.72% 0.16 0.31
(0.43)

0.23
(0.62)

Euronext 100 2.83% 0.15 0.34
(0.51)

0.16
(0.98)

3.75% 0.20 0.02
(0.62)

0.10
(0.63)

Nikkei 225 4.22% 0.18 NA
(0.53)

NA
(0.49)

5.22% 0.22 NA
(0.04)

NA
(0.20)

S&P 500 6.49% 0.33 0.04
(0.16)

0.34
(0.94)

6.54% 0.31 NA
(0.01)

0.25
(0.73)

S&P ASX 200 2.17% 0.13 0.44
(0.21)

0.36
(0.14)

1.96% 0.11 0.37
(0.40)

0.39
(0.09)

S&P TSX 3.77% 0.25 0.58
(0.14)

0.70
(0.02)

4.33% 0.26 0.36
(0.71)

0.60
(0.07)

S&P United Kingdom 4.29% 0.23 0.32
(0.77)

0.53
(0.06)

3.94% 0.20 0.18
(0.93)

0.48
(0.11)
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costs) of the 1/N portfolio, which is a reflection of the average return of each equity market
during the holding period. This quantity is recorded because we are interested in whether
or not the difficulty in outperforming a 1/N portfolio depends on the average return in the
market.

According to Table 4.2, if we ignore the transaction costs and if the portfolios are rebal-
anced on an annual basis, it is not difficult to outperform the 1/N portfolio in Germany,
Australia, Canada, and UK, in the sense that at least one of the benchmarks significantly
outperforms the 1/N portfolio and no one significantly underperforms. If we switch to a
monthly rebalancing frequency, it is still not difficult to outperform the 1/N portfolio in
the same few countries except Germany. It is important to point out that all of the four
countries mentioned above experience a relatively low average market return, evidenced by
a return of the 1/N portfolio of not more than 4.52%. In panels (a) and (b) of Figure 4.2,
no 1/N portfolio significantly outperforms any benchmark portfolio. The results lead us
to conclude that Germany, Australia, Canada, and UK markets are not favorable to the
1/N portfolio but it is not possible to say definitely about which market is favorable to
the 1/N portfolio.

If transaction costs are taken into account and if the portfolios are rebalanced on an
annual basis, it is not difficult to outperform the 1/N portfolio in the Canadian and
UK markets. When the portfolios are rebalanced on a monthly basis, the 1/N portfolio
significantly outperforms a benchmark portfolio but is not significantly outperformed by
any benchmark portfolio in the US and Japanese markets. In addition, it is not difficult
to outperform the 1/N portfolio in the Australian and Canadian markets. Combining the
results in panels (c) and (d), we conclude that the the 1/N portfolio is difficult to beat in
US and Japan, but not so in Australia, Canada, and UK. A closer scrutiny at the return
of the 1/N portfolio in each market reveals that the US and Japanese markets experienced
the highest level of average market return during the portfolio holding period (5.22% and
6.54%, respectively). Therefore, the empirical evidence supports our proposition that the
1/N portfolio is more difficult to outperform in bull markets.

It is useful to clarify the rationale for presenting the results in panels (c) and (d), since
in this chapter, we do not attribute the outperformance of a 1/N portfolio to practical
reasons such as low transaction costs. The reason for including panels (c) and (d) is that,
solely based on panels (a) and (b), we cannot find any market/country which is favorable to
the 1/N portfolio in the sense that the 1/N portfolio significantly outperforms at least one
benchmark portfolio and does not significantly underperform any. But this does not imply
that the 1/N portfolio performs equally poorly across countries. When we take transaction
costs into consideration, the performance of the benchmark portfolios deteriorates more
than the 1/N portfolio does, especially when the monthly rebalancing frequency is adopted.
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As a result, the variation across markets in terms of the difficulty to outperform the 1/N
portfolio is manifested, and we are able to find two markets (i.e., S&P 500 and Nikkei
225) which are more favorable to the 1/N portfolio and then investigate whether those
markets are featured by a high average return compared with those not favorable to the
1/N portfolio.

In a nutshell, our empirical investigation shows that when the monthly rebalancing
scheme is adopted, the assorted performance of the 1/N portfolio is more prevalent: it
significantly outperforms at least one benchmark portfolio and does not underperform any
in the US and Japanese market; it significantly underperforms at least one benchmark
portfolio and does not outperform any in the Australian and Canadian markets. Our
findings are in accordance to those reported in [30], which focuses on the US market,
and those reported in [42], which studies the UK market. The observation that the US
and Japanese markets are featured by a high average return and that the Australian and
Canadian markets are accompanied by a lower one supports our earlier analysis on the
relationship between the 1/N favorability index and the market condition. Moreover, our
results suggest that the perceived good performance of the 1/N portfolio is due to 1) many
researchers’ focus on the US market and 2) the bullish trend of the US market makes it a
favorable environment for holding a 1/N portfolio.

Admittedly, the way in which we have quantified the superiority of the 1/N portfolio
makes it credible to assert that the 1/N portfolio is not hard to beat in the Australian,
Canadian, and UK markets but it less so to state that the 1/N portfolio is hard to beat in
the US and Japanese markets, because the benchmark portfolios we have selected are not
necessarily always the best-performing ones among all the optimized portfolios. However,
since the MV type portfolios are known to have a good performance and we also have
applied effective estimation error controlling techniques to improve the portfolios’ out-of-
sample performance, our conclusion on the cross-country performances of the 1/N portfolio
cannot be easily dismissed.

4.4.4 Cross-sample performance of buy-and-hold 1/N portfolios

The empirical results obtained in Section 4.4.3 validate our earlier proposition that a 1/N
portfolio is more difficult to be outperformed in bull markets. However, those results are
mostly observational. This sub-section complements the previous set of results by including
a systematic analysis on the relationship between the performance of a 1/N portfolio and
the average market return. To accomplish this goal, we artificially enlarge the sample
size of markets by switching our focus from a regularly rebalanced portfolio with a long
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investment horizon to a number of buy-and-hold portfolios which have a much shorter
holding period.

To assess the conjecture that the 1/N portfolio more likely outperforms in a market
with a high average return, we partition the 18-year holding period in the experiment
in Section 4.4.3 into sub-periods and study the relationship between whether or not the
1/N portfolio outperforms during a sub-period and the market average return during the
same sub-period. To ensure robustness of the conclusion to different lengths of each sub-
period, we perform the study with a sub-period of one year and one month respectively.
Since the sub-periods we consider in our study are relatively short, we let the portfolios be
constructed at the beginning of each sub-period and held through the sub-period without
rebalancing. Thus, we do not need to account for any transaction cost when calculating
the sub-period performance measures. To ensure robustness of the results to different
choices of the benchmark portfolio, we first treat the shrinkage-based MV portfolio as
the benchmark when determining whether or not the 1/N portfolio outperforms and then
repeat the experiment by treating the shortsale-constrained MV portfolio as the one to
compare with. For clarity, we describe the data collection procedure below as if the length
of the sub-period is one year. The other case where the sub-period is one month is readily
understood.

For each year in the holding period, we record the return of the 1/N portfolio, which is
also known as the market average return, as well as the Sharpe ratio of the two portfolios
of interest, the 1/N portfolio and the benchmark portfolio (one of the shrinkage-based
MV and the shortsale-constrained MV portfolios). As a result, for the markets with a
representative index created before 1996, we obtain 18 such yearly records. Pooling the
records from all of the seven markets together, we have 107 records in total. In some of
the records, both the 1/N portfolio and the benchmark portfolio yield a negative Sharpe
ratio. We discard those records because negative Sharpe ratios are generally more difficult
to interpret and not amenable to a meaningful comparison.6 We label the remaining 84
records with either 1 or 0, according to whether the 1/N portfolio or the benchmark
portfolio yields a higher Sharpe ratio. We refer to the binary label as the “1/N superiority
indicator”. Note that if one portfolio yields a positive Sharpe ratio and another yields a
negative Sharpe ratio, we view the former as the more superior portfolio. We code the
relative performance of the 1/N portfolio into a binary variable instead of simply taking
the difference of the two Sharpe ratios because, on one hand, when any one of the Sharpe

6For example, if Portfolios A and B both achieve an annual return of −5% and standard deviations of
5% and 20% respectively, then Portfolio A has a more negative Sharpe ratio. However, Portfolio A may
be the more desirable one, because it is much less volatile compared with Portfolio B. Therefore, a direct
comparison between two negative Sharpe ratios can be misleading.
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Table 4.3: Estimation and hypothesis testing results for logistic regression of the 1/N
superiority indicator on the market average return. Significance codes: 0 *** 0.001 ** 0.01
* 0.05 . 0.1 1. In (a) and (b), the sub-period is one year. In (c) and (d), the sub-period
is one month. In (a) and (c), the shrinkage-based MV portfolio is used as the benchmark
for generating the 1/N superiority indicator. In (b) and (d), the shortsale-constrained MV
portfolio is used as the benchmark.

(a) One year, shrinkage-based MV (b) One year, shortsale-constrained MV

Estimate Std. Error p-value Estimate Std. Error p-value

β̂1 -2.36 0.53 1.05e-05 *** β̂1 -2.18 0.50 1.28e-05 ***

β̂2 14.14 3.31 1.98e-05 *** β̂2 12.42 3.02 4.00e-05 ***
model – – 1.69e-08 *** model – – 1.99e-07 ***

(c) One month, shrinkage-based MV (d) One month, shortsale-constrained MV

Estimate Std. Error p-value Estimate Std. Error p-value

β̂1 -0.94 0.10 <2e-16 *** β̂1 -0.77 0.09 <2e-16 ***

β̂2 34.51 2.71 <2e-16 *** β̂2 23.35 2.21 <2e-16 ***
model – – <2.2e-16 *** model – – <2.2e-16 ***

ratios is negative, the difference becomes hard to interpret, and on the other hand, the
maximum attainable Sharpe ratio in different markets and sub-periods varies, making the
level of difference in Sharpe ratios quite volatile across samples.

Then we perform a logistic regression, where the explanatory variable is the market
average return during a sub-period (ri) and the dependent variable is the 1/N superiority
indicator assigned to each record (si). Recall that si = 1 corresponds to the case where
the 1/N portfolio yields a higher Sharpe ratio, and si = 0 otherwise. Let pi denote the
probability that the 1/N portfolio outperforms in a market with an average return of ri,
i.e., pi = Pr{si = 1|ri}. The logistic regression model is given by the following equation:

log
pi

1− pi
= β1 + β2ri.

The logistic regression model is estimated by using the maximum likelihood method.
The estimates of the parameters and the estimated standard errors for β̂1 and β̂2, the
respective p-values based on a Wald test, as well as the p-value for the joint significance of
β̂1 and β̂2 based on a likelihood ratio test are reported in Table 4.3. The model is fitted in
four different settings, namely all the possible combinations of the two choices of length of
each sub-period and the two choices of benchmark portfolio.

Figure 4.3 shows the fitted probability that the 1/N portfolio outperforms the bench-
mark portfolio as well as the histograms of sub-period average returns grouped by the 1/N
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Figure 4.3: Logistic regression of the 1/N superiority indicator on the market average
return. The x-axis measures average return (annualized) in a market during a sub-period.
The grey barplots are histograms of the average returns grouped by the 1/N superiority
indicator. The histogram at the top corresponds to the group in which the 1/N portfolio
outperforms. The red curve represents the fitted probability that the 1/N portfolio is
superior to the benchmark portfolio. In (a) and (b), the sub-period is one year. In (c)
and (d), the sub-period is one month. In (a) and (c), the shrinkage-based MV portfolio is
used as the benchmark for generating the 1/N superiority indicator. In (b) and (d), the
shortsale-constrained MV portfolio is used as the benchmark.
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superiority index. According to the figure, the higher the market average return is, the
more probable that the 1/N portfolio outperforms the benchmark portfolio. According
to the hypothesis testing results in Table 4.3, both β1 and β2 in the model are statisti-
cally significant, which reinforces our proposition that the 1/N portfolio performs better
in bull markets. Furthermore, this conclusion is robust to the choice of the length of the
sub-period and the choice of the benchmark portfolio.

4.5 Conclusion

We have devised a market-specific measure of how favorable a market is to holding a 1/N
portfolio and name it the “1/N favorability index”. This index measures the deviance
between the 1/N portfolio and the true optimal portfolio in a market. Consequently, the
greater the 1/N favorability index is, the more likely that the 1/N portfolio outperforms
an optimized portfolio.

We have analyzed the behavior of the 1/N favorability index under a single-factor
model which explains the cross-section of asset returns using a market factor. The single-
factor model predicts an S-shape of the conditional 1/N favorability index vs. average
market factor return curve, which means that bull markets tend to be accompanied by a
positive 1/N favorability index and vice versa. The conditional 1/N favorability index can
be consistently estimated by its sample estimator, which is called the observed 1/N favor-
ability index, even when both the portfolio size and the sample size are large. Therefore,
bull markets are expected to be accompanied by a high observed 1/N favorability index
as well. Since the observed 1/N favorability index reflects the difficulty for an optimized
portfolio (containing estimation errors) to outperform the 1/N portfolio during the period
that the observed index corresponds to, a further implication is that the 1/N portfolio is
more difficult to beat in bull markets.

We have conducted a rather exhaustive empirical study to validate the model implica-
tions. By examining the cross-country performance of the 1/N portfolio relative to two
carefully selected portfolio benchmarks, we find that over the study period of 18 years, the
1/N portfolio is difficult to beat in the US and Japanese markets, but not so difficult to
beat in the Australian, Canadian, and UK markets. The US and Japanese markets expe-
rienced the highest market average return over the study period. Therefore, the empirical
evidence supports the implication of the single-factor model together with our analyses. A
more in-depth empirical study was then conducted to investigate the relationship between
the superiority of the 1/N portfolio and the market average return by performing a logistic
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regression and doing statistical tests. The results provide a formal evidence in support of
our finding that the 1/N rule works well in bull markets.
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Chapter 5

Age Matters

5.1 Introduction

Financial economists have long been interested in the empirical distribution of individual
stock returns. These returns provide the raw inputs for the evaluation of portfolio strategies
as well as a testing ground for asset pricing theories. Indeed [84] in his classic paper on
portfolio selection advocated the use of the empirical distribution of historical stock returns
as the first step in providing parameter estimates for his optimization algorithms. More
recently [14] has conducted an extensive analysis of individual stocks using returns from
the Center for Research in Securities Prices (CRSP) database.

Portfolios of individual stocks are attractive to risk averse investors because of their
potential diversification benefits. The equally weighted 1/N strategy has been widely
studied in the finance literature. It is a very simple strategy since it involves no estimation,
no optimization, no short positions and has relatively little turnover compared to other
strategies. [13] document that it is widely used in practice by participants of defined
contribution pension plans as a heuristic method for choosing asset classes. Despite its
naive construction this strategy has been shown to outperform most alternative strategies.
For example [30] examine the performance of the 1/N rule using a variety of datasets.
They attribute the superior performance of the equally weighted strategy to the presence
of estimation risk and its well known perverse interaction with optimization.

[20] also demonstrate the superior performance of an equally weighted 1/N rebalanced
portfolio over the value weighted market portfolio. They use individual stock returns from
the CRSP database for the period 1926-1997 to construct their equally weighted portfolio.
They attribute this outperformance mainly to the small firm effect:
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“because of higher returns on small firms, an equally weighted portfolio of as
few as five randomly chosen firms can provide the same level of expected utility
as the value weighted market portfolio.”

[91] show that equally weighted portfolios outperform value weighted portfolio based on
samples of individual stocks in the S&P indices. They show that the major source of the
extra alpha in the equally weighted portfolio is due to the contrarian nature of the strategy.

This chapter examines the performance of equally weighted portfolios and we show that
there is an additional reason for their superior returns. It is worth emphasizing that our
portfolios are made up of individual stocks from the entire CRSP database. In contrast
the datasets used by [30] where the N components of the equally weighted portfolios are
themselves portfolios1 or indices for seven of their datasets. Their eighth dataset is based
on simulated stock returns for a single factor model. Our equally weighted portfolios are
constructed as in [20]. We use the same comprehensive dataset as [14] since it facilitates
comparisons with his results.

This approach, where the components of the equally weighted portfolios are individual
securities rather than other portfolios, is better suited to our purpose. It permits us to
keep track of the time series properties of the individual stocks and in particular their ages.
Another difference between using individual stocks and portfolios is that when a stock is
delisted it disappears from the equally weighted portfolio. If this happens it is replaced
with another stock drawn at random from the available pool. This newly added stock will
be representative of the market as a whole in particular in terms of age. The other stocks
in the portfolio will age by one period so that the portfolio as a whole will grow older.

A simple and effective way to compare the performance of the equally weighted portfolio
with that of the market is to use comparably sized portfolios which contain N equally
weighted stocks at the start of each period. These portfolios are routinely liquidated at
the end of each period and a new set of N stocks is selected at random from the available
pool. By means of this construction these portfolios are representative of the market as
a whole. [14] used the same type of construction except that his portfolios were value
weighted instead of equally weighted. Following his convention we refer to these portfolios
as equally weighted bootstrapped portfolios or just bootstrapped portfolios. We denote
the traditional 1/N portfolios as equally weighted rebalanced portfolios or just rebalanced
portfolios. One important property of the bootstrapped portfolios is that because of the

1For example their first data set consists of ten sector portfolios of the S&P plus the US equity market
portfolio for the period 1981-2002.
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periodic rebalancing they have the same2 exposure to reversals as the traditional 1/N
portfolios.

This chapter compares the returns on the rebalanced portfolio with the returns on the
bootstrapped portfolio over the 1926-2016 period spanned by the CRSP data base. While
there is some secular variation in the relative performance of the two types of portfolio
over time, our most striking finding is that the rebalanced portfolio yields higher realized
returns than the bootstrapped portfolio during the most recent forty-year period: 1977-
2016. This finding is robust to the portfolio size and to the choice of different starting
dates and to the investment horizon within this period. We contend that this difference
is not due to the rebalanced portfolio benefitting from reversals since the bootstrapped
portfolio will also benefit to the same extent. During the 1926-1976 period the returns on
the rebalanced portfolio are very similar to the returns on the bootstrapped portfolio

There are two arguments for why one might not expect the rebalanced portfolio to
outperform the market. The first has to do with delisting since holding a stock until it
disappears from the market does not seem to be a smart strategy. Actually, the popular
belief that being delisted is bad news is somewhat misleading. This is because a stock
can disappear from the market for reasons other than bankruptcy. For example the most
frequent reason for delisting is merger and acquisition, which often reflects the past success
of a company. Even for the stocks that exit from the market due to unfavorable reasons
investors rarely lose all of their investment. The second reason is that our results appear
to run counter to the size3 effect. If on average portfolios of small stocks outperform
portfolios of large stocks and if it is true that older firms in general tend to be larger than
younger firms and if age is positively correlated with firm size, the stocks in the rebalanced
portfolios being older than average will be larger than the stocks in the bootstrapped
portfolios. We explain in this chapter why the situation is much more nuanced than this
and we disentangle the intertwined effects of size and age.

In this chapter we argue that the reason for the performance difference between the
rebalanced portfolios and the bootstrapped portfolios stems from the relation between stock
age and stock return. The age distribution of the stocks in the bootstrapped portfolio will
be very similar to that of the stock universe whereas the age distribution of the stocks in
the rebalanced portfolio will typically be older than those in the stock universe. Thus the
age profile of the N stocks in the rebalanced portfolio will be older than those of the N
stocks in the bootstrapped portfolio. If stock return is related to age this will impact the

2We show this in A.4.2.
3There is considerable evidence that the importance of the size effect has declined in recent years. See

[58], [3].
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relative performance of the two types of portfolios. We show in this chapter that there is a
significant positive relation between stock return and stock age during the period 1977-2016
and that the relation is much weaker4 during the first fifty years from 1926 to 1976.

This positive relation between age and return is consistent with the underperformance
of IPO’s documented by [92]. He finds that newly listed firms perform worse on average
than a matched sample of older firms during the first five years after listing. Updated
tables providing data on the long run performance of new issues are available from Jay
Ritter’s website5. During the period 1980-2016 IPO firms have underperformed matched
(by size) firms by an average of 3.3% per annum during the first five years. [20] made this
connection6 between the poor returns on new listings and the composition of the equally
weighted portfolios.

The relation between firm age and stock return is also consistent with the recent model
of [78] who analyze the conditions under which firms adopt new technology. In their setup
firms differ in their capacity to adopt new (and costly) technology which will make them
more efficient. The authors define the concept of capital age as the length of time since
the last adoption of a new technology. Capital age is used to measure different levels of
technical efficiency. Young capital age firms are closer to the technological frontier than
old capital age firms. Young capital age firms are predicted to be more productive and less
risky than old capital age firms. Hence they earn lower expected returns than old capital
age firms and this is confirmed empirically. Our measure of calendar age bears a similar
relation to expected return.

To better understand the age effect and the connection between the age effect and the
size effect we construct 16 portfolios that are doubly sorted into four age groups and four
size groups and compare their performance. We focus on the 1977-2016 period and report
comparable results for the 1926-1976 period in A.4.1. The age effect is clearly observed in
all size groups, and the size effect is evident in all age groups. When we divide stocks into
four age groups we find that returns are increasing with age over the first three groups but

4[12] examined the relation between stock return and stock age over a period roughly corresponding
the first half of our sample period. They report a mildly negative relation between stock age and return.
There are some differences between our approaches. Their data period is 1930-1980 whereas ours is 1926-
1976. They only consider stocks that have been listed on the exchange for 60 months and so omit many
stocks that we include. In addition their method of computing the delisting returns differs from ours.

5https://site.warrington.ufl.edu/ritter/ipo-data/
6[20] note on page 138 that “The main difference between the randomly selected portfolios and the

EW CRSP index portfolio is that the securities included in the former are all listed at the beginning of
the 10- or 20- year period, whereas the constituents of the CRSP portfolio are continuously updated to
reflect new listings. Therefore the superior performance of the randomly selected portfolios is consistent
with the abnormal returns to new listings that have been documented by [80].”
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are flat or drop a little for the oldest group. That is the age effect is not monotone. It
holds over the bulk of a firm’s life but may be reversed in the oldest age group. Hence our
age effect is not inconsistent with the finding that firms are less profitable at older ages
(see for instance [79]).

This leads us to conclude that the age and size are not spanned by a common underlying
factor. Moreover the age effect seems to be in conflict with the size effect, since stock age
and size are positively correlated but explain the stock returns in the opposite direction.
To further resolve this puzzle we divide stocks into decile groups based on their age or
size and calculate the return statistics within each decile group. The results suggest that
the observed small firm effect is a result of the extremely positive return skewness in the
smallest 10% of the stocks (This has been noted in [14], and the general return skewness
problem is discussed in [57] for instance). If the within-group median return is used as the
performance measure, the direction of how the two factors affect stock returns turns out
to be the same.

This chapter makes the following contributions to the literature. First, we acquire
deeper understanding of why the rebalanced portfolio outperforms the bootstrapped port-
folio so impressively over the period from 1977 to 2016. We show that this is caused by a
combination of the older age profile of the rebalanced portfolio and the relation between
stock returns and firm age. Second, we empirically document an age effect: an asset pric-
ing anomaly that is entangled with but quite distinct from the size effect. Third, our
results provide a possible opportunity for investment management. An institution could
in principle structure a portfolio to exploit the age effect.

The remaining part of this chapter is organized as follows. Section 5.2 analyzes the
performance of the equally weighted bootstrapped portfolio and the equally weighted re-
balanced portfolio and highlights the performance gap. Section 5.3 relates the performance
gap to the difference in age distribution between the two portfolios and discusses some as-
pects of the age effect. We provide a detailed analysis of the these phenomena for the period
1977-2016 and give a summary of the results for the first 50 years of data in Appendix A.
Section 5.4 discusses economic explanations for the age effect. Section 5.5 concludes the
chapter.
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5.2 Bootstrapped versus Rebalanced Portfolios

In this section we compare the realized returns on our two basic portfolio strategies. These
are the conventional 1/N equally weighted strategy7 that has been studied by [30] and
the equally weighted bootstrapped strategy. We use the same data as [14]. The data is
available from the Center for Research in Securities Prices (CRSP) monthly stock return
database. As in [14] only common stocks with share codes 10, 11, and 12 are included in
the study. The entire period runs from June 1926 to December 2016 and includes 26,051
distinct CRSP permanent numbers (PERMNOs). The monthly returns are inclusive of
reinvested dividends.

We construct the bootstrapped portfolio by picking N stocks at the start of each month
and investing equal amounts in each stock. We hold this portfolio for one month before
liquidating the portfolio and starting this process all over again for the next month. By
compounding all the monthly8 returns we obtain the holding period return of the boot-
strapped portfolio. The rebalanced portfolio is constructed by selecting N random stocks
at inception and investing equal amounts in each stock. Each month the weights are ad-
justed to obtain equal investments in each stock. If a stock in this portfolio is delisted in
a particular month it is replaced by another stock selected at random from the available
pool of actively traded CRSP stocks at that time.

5.2.1 Relative Performance

We compare the performance of the bootstrapped and rebalanced N -stock portfolios in
Table 5.1 and find that on average the returns on the rebalanced portfolios exceed those on
the bootstrapped portfolios. These results are based on simulations of 20,000 portfolios of
each type for N = 5, 25, 50, or 100. As noted previously in Section 5.1 these results may
appear counterintuitive. They provide the motivation for investigation of the age effect in
the next section.

7It is denoted in this chapter as the rebalanced strategy.
8It is worth pointing out that some stocks enter the bootstrapped portfolio in their last trading month

and are delisted during the month. These stocks are associated with a code of delisting reason and a
delisting return. The delisting return is calculated by comparing the security’s Amount After Delisting
with its price on the last day of trading. In such a case we adjust the stock return by incorporating
the delisting return to reflect the actual return an investor would obtain when holding the stock till it
is delisted. There are a few occasions where the delisting reason is specified but the delisting return is
missing. In such occasions we follow the method proposed in [99] to fill the delisting return according to
the delisting reason .
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Table 5.1: Summary of annualized returns of 20,000 bootstrapped and rebalanced N -stock portfolios.
In a bootstrapped portfolio the indicated numbers of stocks are selected at random for each month. In a
rebalanced portfolio the indicated numbers of stocks are selected at random at the beginning of investment
horizon, the same stocks are adjusted to have equal weights each month unless one or more stocks are
picked at random to make up for the delisted one(s). Equally weighted portfolio returns are computed each
month and are linked over the horizon from July 1926 to December 2016. Annualized return is recorded
for each of 20,000 simulations of each portfolio type. Mean, median, and skewness of the 20,000 annualized
returns are reported, as well as the percentage out of the 20,000 returns that are positive, greater than the
return on Treasury bill, and greater than the return on an equally weighted portfolio of the whole market.

Bootstrap portfolios Rebalanced portfolios

Mean Median Skew Mean Median Skew

N = 5

Holding return 0.0978 0.0976 0.1131 0.1101 0.1108 -0.1365
% > 0 100.00% 100.00%

% > T-bill 99.99% 100.00%
% > EW mkt 14.89% 23.32%

N = 25

Holding return 0.1179 0.1178 0.0725 0.1239 0.1239 -0.0037
% > 0 100.00% 100.00%

% > T-bill 100.00% 100.00%
% > EW mkt 31.76% 53.05%

N = 50

Holding return 0.1205 0.1204 0.0703 0.1258 0.1258 -0.0090
% > 0 100.00% 100.00%

% > T-bill 100.00% 100.00%
% > EW mkt 36.32% 67.08%

N = 100

Holding return 0.1220 0.1220 0.0404 0.1269 0.1269 0.0174
% > 0 100.00% 100.00%

% > T-bill 100.00% 100.00%
% > EW mkt 40.87% 82.25%
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Comparing the mean annualized returns in the same rows, we notice that the rebal-
anced portfolios outperform the bootstrapped portfolios for all four values of N . For
N = 5 the performance gap is 1.23% per annum. This pattern becomes even more ob-
vious when we look at the percentage out of the 20,000 portfolios that outperform the
equally weighted portfolio of the whole market. For the bootstrapped portfolios, as the
portfolio size increases, this percentage increases toward 50%9. However the proportion of
rebalanced portfolios that outperform the equally weighted market gradually increases to
be over 80%. Note we have not yet taken transaction costs into account when calculating
the returns. That is, since the rebalanced portfolios have much less turnover compared
with the bootstrapped ones, the former will be more favourable if transaction costs were
included.

While Table 5.1 demonstrates that the returns on the rebalanced portfolios are consis-
tently higher than those on the bootstrapped portfolios, the differences for N = 50 and
N = 100 do not seem large at around fifty basis points. However recall that these results
are based on the entire 90 year period from 1926 to 2016 and that there were relatively few
stocks at the start of this period. We obtain more interesting and more dramatic results
when we divide the period up into smaller subperiods. We redo the same calculations as
in Table 5.1 but based on shorter investment horizons. The first period is from July 1926
to December 1976 which leads to a holding period of about 50 years. The second period
from January 1977 to December 2016 coincides with a typical time period that would be
currently used for asset pricing empirical tests. The third period is from January 2007 to
December 2016, leading to a 10-year holding period. In addition we set N = 100.

Table 5.2 reports the performance of the bootstrapped and rebalanced portfolios over
these subperiods. There is a substantial difference in the relative performance of the two
portfolios in the first fifty years and in the last forty years. During the earlier period the
returns are very close with the bootstrapped portfolio being marginally better by 0.08% per
annum. However during the most recent forty years the returns on the rebalanced portfolio
are on average 2.32% per annum higher than those on the bootstrapped portfolio. For the
most recent decade (2007-2016) the rebalanced portfolio return is 1.49% per annum higher
than the return on the bootstrapped portfolio. We recall from Table 5.1 that over the entire
90 year period with N = 100 that the mean return on the rebalanced portfolio exceeds the
mean return on the bootstrapped portfolio by 0.49% per annum. This suggests something
quite different is happening in the last four decades as compared to the first five decades.

9Actually the limit of this percentage as N increases is not exactly 50%, because the return of the
equally weighted market is only the expected value instead of the 50% quantile of the return distribution
of the bootstrapped portfolios
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Table 5.2: Summary of annualized returns of 20,000 bootstrapped and rebalanced 100-stock portfolios
over three shorter holding periods: July 1926 - December 1976, January 1977 - December 2016, and January
2007 - December 2016. Construction of bootstrapped and rebalanced portfolios is the same as described
in Table 5.1 except that the monthly returns of equally weighted portfolios are linked over indicated
investment horizons and that the portfolio size is fixed at N = 100. Annualized return is recorded for each
of 20,000 simulations of each portfolio type. Mean, median, and skewness of the 20,000 annualized returns
are reported, as well as the percentage out of the 20,000 returns that are positive, greater than the return
on Treasury bill, and greater than the return on an equally weighted portfolio of the whole market.

July 1926 - December 1976

Bootstrapped portfolios Rebalanced portfolios

Mean Median Skew Mean Median Skew

Holding return 0.1167 0.1167 -0.0058 0.1159 0.1159 -0.0050
% > 0 100.00% 100.00%

% > T-bill 100.00% 100.00%
% > EW mkt 45.01% 35.07%

January 1977 - December 2016

Bootstrapped portfolios Rebalanced portfolios

Mean Median Skew Mean Median Skew

Holding return 0.1286 0.1284 0.0913 0.1518 0.1517 0.0605
% > 0 100.00% 100.00%

% > T-bill 100.00% 100.00%
% > EW mkt 41.36% 99.36%

January 2007 - December 2016

Bootstrapped portfolios Rebalanced portfolios

Mean Median Skew Mean Median Skew

Holding return 0.0579 0.0575 0.1110 0.0728 0.0728 -0.0302
% > 0 99.91% 100.00%

% > T-bill 99.69% 100.00%
% > EW mkt 45.44% 78.28%
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5.2.2 How Bad is Being Delisted?

In Section 5.1 we mentioned that some observers tend to think that the rebalanced portfolio
would perform poorly because it holds a stock until it disappears from the market. However
it is sometimes overlooked that being delisted is not necessarily bad news. We refer readers
to Table 2B in [14] for a detailed summary of lifetime buy-and-hold returns by final delisting
status. The results suggest that the majority of stocks that are finally delisted due to
Merger, Exchange, or Liquidation yield a lifetime buy-and-hold return exceeding that of
the one-month Treasury bill. Even for the stocks that are delisted by the exchange, the
mean lifetime buy-and-hold return is −0.8%, which is far from a devastating outcome.
However it should be noted that this is thanks to the diversification effect - the median
lifetime buy-and-hold return is much more negative. In addition more stocks were delisted
due to Merger, Exchange, or Liquidation than any other reasons. These results together
explain why delisting does not unduly penalize the returns on the rebalanced portfolios.

5.2.3 Comparison with Value Weighted Bootstrapped Portfolio

We can gain additional insight by comparing the returns on equally weighted strategies
with the returns on value weighted strategies. Specifically we compare the performance of
equally weighted bootstrapped portfolios with similar value weighted bootstrapped portfo-
lios. [14] has already computed the returns on value weighted bootstrapped portfolios and
we compared his results with our equally weighted bootstrapped portfolios. In our com-
parison we use the same set of stocks in each comparison pair so that the portfolios differ
only by their respective weights. We find10 that the returns on the equally weighted boot-
strapped portfolios are on average 2.24% per annum higher than the returns on the value
weighted bootstrapped portfolios. Since both portfolios have the same age distribution this
performance cannot be explained by an age effect. It is due to the contrarian nature of
the equally weighted portfolio and the small firm effect. As we will see in the next section
the equally weighted rebalanced portfolio and the equally weighted bootstrapped portfolio
have quite different age distributions and this can impact their relative performance.

5.3 Stock Age and Cross-sectional Returns

In this section we demonstrate that stock age is an important determinant of returns.
In particular we show that portfolio age is a key difference between the bootstrapped

10The results are available on request.
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portfolios and the rebalanced ones and that this difference leads to the performance gap
between these two portfolio types. The numerical analysis presented in this section is
based on the period 1977-2016. This is because the recent 40-year period is more relevant
to the current financial market. For completeness we report the corresponding results for
the period 1926 to 1976 in A.4.1. The age effect is observable but much weaker during this
earlier period.

5.3.1 A Probabilistic View on Age Distribution

In this subsection we explain using a probabilistic argument why the rebalanced portfolio
will have an older age distribution than the bootstrapped portfolio. Consider a rebalancing
date when there areM stocks available in the stock universe. Then each of theM stocks has
a probability of N/M of being included in the N -stock bootstrapped portfolio. If K stocks
that were in the rebalanced portfolio in the previous period leave the portfolio because of
delisting, then the N −K stocks that already exist in the rebalanced portfolio will remain
in the portfolio with a probability of one. Moreover each of the remaining M − (N −K)
stocks in the pool will be selected into the rebalanced portfolio with a probability of
K/(M − N + K) (¡N/M). From this perspective an important difference between the
two portfolio types rests squarely on the rebalanced portfolio favouring seasoned stocks
by assigning them a much higher probability of staying in the portfolio. In other words
the component stocks in the rebalanced portfolio become mature in terms of age as time
elapses. In contrast, the bootstrapped portfolio does not take into account the age of the
stocks. This means that the average age of the rebalanced portfolio will increase over time,
whereas the average age of the bootstrapped portfolio will be similar to that of the stock
universe.

Figure 5.1 shows the profile of the stock population in the CRSP data from 1977 to
2016. The red portion in each bar represents the number of stocks that entered the universe
in the current calendar year. The blue portion represents the number of stocks that have
existed in the universe at the beginning of each calendar year. In demographic parlance
the new listings correspond to births and the delistings correspond to deaths. The crude
birth rate is the total number of births in a given year divided by the size of the population.
The crude death rate is the total number of deaths in a given year divided by the size of
the population. For this data the average crude birth rate for the period 1977-2016 is 10%
while the crude death rate is 9%. These numbers are similar11 to those obtained by [79]

11Based on the period 1978-2004, [79] obtained 10.3% for the crude birth rate and 9.9% for the crude
death rate.
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but higher12 than those obtained by [31] who focus only on domestic US stocks. A delisting
rate of 10% implies that in the rebalanced portfolio about 90% of the constituent stocks
remain in place each year and as a result they age by one year. The other ten percent that
are added to the portfolio will have an age distribution similar to that of the stock universe.
The age distribution of the bootstrapped portfolio reflects the age distribution of the stock
universe. Hence the average age of the stocks in the rebalanced portfolio increases13.

Figure 5.1: Population of stocks in the CRSP database: existing stocks and new listings. The figure
shows the change in the stock population in the CRSP database from 1977 to 2016. The red portion in
each bar represents the number of stocks that entered the universe in the indicated calendar year. The
blue portion represents the number of stocks that have existed in the universe at the beginning of the
indicated calendar year.

12[31] estimate an average crude birth rate of 7.5% and an average crude death rate of 8.2% based on
the period 1975-2012. They just focus on US stocks whereas we follow [14] and retain securities with share
codes 10, 11 and 12. Hence our rates are higher.

13We can show that if the stock universe is stationary over time, then the average age in the rebalanced
portfolio keeps increasing until it reaches an asymptotic limit.
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5.3.2 Age Distribution in Bootstrapped and Rebalanced Portfo-
lios

Before presenting the age distributions for different portfolios, it is useful to clarify the
calculation of age in our study. On any given month the age of a stock is the number of
months that have elapsed since the first month the stock appeared in the CRSP database
divided by twelve. Our empirical data confirm our predictions about the difference in age
distribution between the bootstrapped and rebalanced portfolios. We consider the holding
period from January 1977 to December 2016 and simulate 1000 bootstrapped portfolios
as well as 1000 rebalanced portfolios, each containing 100 component stocks. In each
month we record the age of all component stocks in each simulated portfolio. We report
the empirical age distribution in both portfolios over each decade in the 40-year horizon
according to the aggregate result across 1000 simulations. The aim of this decade-by-decade
breakdown is to highlight the evolution of the age distribution in the two portfolios as time
passes. Figure 5.2 presents the age distribution of the two representative portfolios over
time. Furthermore, based on the 1000 simulations, we report the average age of component
stocks in each portfolio type over the four non-overlapping decades. The result is shown
in Table 5.3.

Some institutional background is helpful in interpreting these graphs. The average age
of the entire stock universe is increasing over these four decades for two main reasons. The
first is due to the aging of the large influx of Nasdaq stocks that entered the database as a
group in 1972. Their entry is shown clearly in Figure A.1 of Appendix A. The second is due
to the decline14 in new listings since the mid 1990’s as evidenced by Figure 5.1. From Figure
5.2 we see that the histograms of the age distribution of both the bootstrapped portfolio and
the rebalanced portfolio move to the right over the four decades. However if we compare
the histograms of the two portfolios across each decade we see that the age histogram of
the rebalanced portfolio is consistently further to the right of the corresponding histogram
of the bootstrapped portfolio. Table 5.3 confirms this observation. The age difference is
4.3 years for the period 1977-1986 and averages 12 years over the next three decades. The
fact that the stock universe is replenished each year with newly listed stocks and the way in
which the rebalanced portfolio is constructed leads to the difference in the age distributions
between the two portfolio types.

14See also [31].
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Figure 5.2: Age distribution in 100-stock bootstrapped and rebalanced portfolios over different time
periods. The distributions are based on age of components of one thousand 100-stock bootstrapped and
rebalanced portfolios held over the period from January 1977 to December 2016. We report the empirical
age distribution in both portfolios over each decade in the 40-year horizon.

5.3.3 Age Effect

We have identified the age distribution as a key difference between the bootstrapped and
rebalanced portfolios. The next step is to investigate whether age can explain the cross-
section of stock returns. If age is a significant predictor of stock returns, then the perfor-
mance gap between the rebalanced and bootstrapped portfolios can be explained by the
difference in the age distributions.

To study the age effect we include each stock that has ever appeared in the stock
universe from January 1977 to December 2016 in our analysis. Each month we record
the age and monthly return (annualized by multiplying by 12) of each stock in the entire
universe. Let Rit denote the annualized return15 of the ith stock in the tth month and Ait
denote the age of the ith stock in the tth month. Now that the data has both time-series
and cross-section dimensions, panel data modeling techniques are used to estimate the

15The purpose of annualizing the monthly returns is to bring the estimate of the model coefficient to a
more visible scale.
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Table 5.3: Average age of 100-stock bootstrapped and rebalanced portfolios over different time periods.
The average ages are calculated based on age of components of one thousand 100-stock bootstrapped and
rebalanced portfolios held over the period from January 1977 to December 2016. We report the average
age in both portfolios over each decade in the 40-year horizon.

Portfolio Type 1977 - 1986 1987 - 1996 1997 - 2006 2007 - 2016

Bootstrapped 11.60 11.24 12.90 17.35
Rebalanced 15.90 22.11 25.61 29.89

parameter of interest, which is the effect of age on asset returns. Equation (5.1) is a simple
(time effects) model relating the stock’s return to its age16.

Rit = βAit + γt + εit (5.1)

The parameter β quantifies the change in the cross-sectional stock return when the stock
age increases by one unit. The parameter γt characterizes the level of average cross-sectional
returns in the tth month. The time effect term is included because the market movement
from month to month could make it problematic to pool samples across time and thus
affect the estimation of the age effect. In addition it can be argued that the age effect in
the panel-data regression in equation (5.1) is potentially confounded by vintage years. A
vintage year is the year in which a company receives its first influx of investment capital.
It is the year when capital is contributed by a venture capital, a private equity fund or
a partnership drawing down from its investors. A vintage year at the peak or bottom
of a business cycle can potentially affect subsequent returns on initial investment as the
company undergoes over or under-valuation at the time. The introduction of the time
effect in the panel-data regression in equation (5.1) can be viewed as a rough measure to
control for this potentially omitted confounding influence. Lastly, εit is the error term.

Subtracting the cross-sectional average R̄t = 1
Nt

∑
iRit, where Nt is the number of

existing stocks in the tth month, from the initial model equation (5.1) becomes

R̈it = βÄit + ε̈it, (5.2)

where R̈it = Rit − R̄t, Äit = Ait − Āt and ε̈it = εit − ε̄t. Note that Āt and ε̄t are defined in
the same way as R̄t. The first row in Table 5.4 summarizes the estimation and hypothesis
testing results of the time effects model. The sign of the β̂ and the highly significant p-
value for the t-test confirm age has a significantly positive impact on the cross-sectional
return of a stock. In other words, stocks that are older tend to outperform younger stocks.

16The estimate of β will be biased if size and possibly other firm characteristics affect asset returns and
are correlated with age.
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Table 5.4: Empirical results for time effects model: January 1977 - December 2016. In the first row,
the estimate, standard error, t-statistics, and the associated p-value for the overall time effects model are
reported. In each month, the age group each stock belongs to is determined based on the cross-sectional
ranking of the stock’s current age. The breakpoints between age groups are the first quartile, median, and
third quartile of the cross-sectional age distribution. All stock-month observations are divided into four
age groups in this way. In each of the second to fifth rows, model fitting results for the indicated age group
are reported.

Age Group Estimate Std. Error t-value p-value

All ages 0.0007 0.0001 7.7808 0.0000

Infant 0.0061 0.0026 2.3621 0.0182
Youth 0.0068 0.0019 3.6444 0.0003
Adult 0.0008 0.0010 0.7864 0.4316
Senior -0.0006 0.0001 -4.8058 0.0000

We fit the same regression model with sub-groups of the data to provide additional
robustness to our result. At the beginning of each month in the investment horizon, each
stock in the universe is labeled with one of the four age groups, Infant, Youth, Adult, and
Senior, according to their current age. The breakpoints between adjacent age groups are
the first quartile, median, and third quartile of the cross-sectional age distribution17. In
this way we add an additional categorical feature to each stock-month observation. Then
we divide the data into four sub-groups according to the age group label and fit the model
in equation (5.1) using each of the four subsets. The estimation and hypothesis testing
results are also presented in Table 5.4. Within each of the youngest two age groups there is
a significant and positive relationship between stock age and stock return. The age-return
relation in the second oldest age group is insignificant. A significant and negative age effect
is observed in the oldest age group which represents a downturn in performance when a
stock gets really old. However the magnitude of the coefficient in the two younger age
groups is nine times larger than that in the two older age groups. The sub-group analysis
allows us to acquire a deeper understanding of the nature of the age effect at different
stages of a firm’s life cycle.

We claim that the significant relationship between a stock’s age and its return, together
with the difference in age distribution between the bootstrapped and rebalanced portfolios,
explains the performance gap between these two types of portfolios. We show in Appendix
B that the returns on the rebalanced and bootstrapped portfolios have the same exposure
to mean reversion so that any performance difference cannot be attributed to mean re-
version. This does not contradict the results of [91] which show that the performance of

17This grouping method leads to a dynamic group membership. Size of different groups may be different
because there may be multiple stocks at the breakpoint ages.
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the rebalanced 1/N portfolio does benefit from mean reversion. The performance of the
bootstrapped 1/N portfolio benefits from mean reversion to the same extent. When we
compare returns on the two portfolios, the impact of mean reversion cancels out so that
the difference in returns on the two portfolios cannot be accounted for by mean reversion.

5.3.4 Age Effect vs. Size Effect

The small firm effect is a well-known pricing anomaly in finance which holds that smaller
firms, or those companies with a small market capitalization (as a product of price and
number of outstanding shares), outperform larger companies. This effect has been docu-
mented by many researchers (see [106] for a review) but the consensus is (cf [3]) that it
has become less important in more recent years. In results not reported here we confirmed
its presence in our data as well.

In the previous subsection we showed that senior firms generally outperform junior
firms. The “senior firm effect” and the “small firm effect” seem to be complementary (and
not substituting) effects, because a stock’s age and its market capitalization are positively
correlated measures of scale of the issuing company. However these two measures explain
the cross-sectional stock returns in opposite directions since age and size are positively
correlated. We confirm the presence of this correlation in our data. We record the age and
market capitalization of all available stocks in each current month as well as the ranking
(according to age and size respectively) of each stock within the current stock universe.
Pooling the records across months we obtain vectors of stock age, size, rank by age, as well
as rank by size. The correlation coefficient between the raw values of age and size is 0.23,
and the correlation coefficient between the rank of age and rank of size is 0.29.

The finding that two positively correlated stock characteristics explain the cross-sectional
stock returns in opposite directions is puzzling at first. To give a more detailed picture
of how the age and size factors affect stock returns, we construct quartile portfolios which
are doubly sorted according to both the age and size factors. At the beginning of each
month all stocks in the universe are divided into four roughly equal-size age groups, i.e.,
Infant, Youth, Adult, and Senior, according to their current age. The breakpoints be-
tween adjacent groups are the first quartile, median, and third quartile of the stock age
distribution in the particular month18. Within each of the four age groups, the stocks are
further divided into four size groups, i.e., Tiny, Small, Medium, and Big, according to their
current market capitalization. The doubly sorting procedure yields 16 roughly equal-size

18This grouping method leads to a dynamic group membership. Size of different groups may be different
because there may be multiple stocks at the breakpoint ages.
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stock groups. For each of the 16 groups we construct an equally weighted portfolio. At
the beginning of each month all these doubly sorted factor portfolios are liquidated and
reconstructed to reflect the change in group members. The portfolio construction date
in our study is the beginning of January 1977. All of the portfolios formed on age and
size are rebuilt each month until the end of December 2016. Table 5.5 summarizes three
performance measures of these 16 portfolios, namely the annualized return, the standard
deviation, and the Sharpe ratio. The riskless rate used in the calculation of Sharpe ratios is
downloaded from the Kenneth French website19. A comparison among these doubly sorted
quartile portfolios reveals how each factor affects cross-sectional stock returns.

Table 5.5: Performance of sixteen doubly sorted equally weighted portfolios formed on age and size.
Starting from January 1977, at the beginning of each month each available stock is assigned to one of
sixteen factor portfolios based on its cross-sectional ranking of age and size. The breakpoints between
adjacent age/size groups are the first quartile, median, and third quartile of the age/size distribution.
the returns on equally weighted portfolio of all stocks in each factor portfolio are calculated. All factor
portfolios are held until December 2016. The average annualized return, standard deviation, and Sharpe
ratio of all sixteen portfolios are reported.

Age Group Size Group Return Std Dev Sharpe

Infant

Tiny 13.61% 26.75% 0.34
Small 8.89% 23.52% 0.18

Medium 10.66% 24.80% 0.25
Big 12.66% 23.97% 0.34

Youth

Tiny 17.58% 24.08% 0.54
Small 11.05% 21.21% 0.31

Medium 12.24% 21.21% 0.36
Big 12.17% 20.22% 0.38

Adult

Tiny 21.20% 23.32% 0.71
Small 16.47% 21.32% 0.56

Medium 15.81% 20.27% 0.55
Big 14.23% 17.97% 0.54

Senior

Tiny 20.43% 22.92% 0.69
Small 14.62% 19.62% 0.51

Medium 16.12% 18.80% 0.61
Big 13.79% 15.38% 0.60

Table 5.5 displays two main features in the returns. It confirms the existence of both
an age effect and a size effect. We focus initially on the age effect since the size effect is
already well documented in the literature. The age effect is quite pronounced but it is not
uniformly monotonic across all age groups. The average returns generally increase as the
age group moves through the first three age groups. There is a slight decrease in returns
as we move from the third age group to the oldest age group for three of the four size

19http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.
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groups. An exception occurs for the third largest size group which we have denoted as the
Medium sized group. However we notice that with the size group fixed, the returns of the
two oldest age groups (Adult and Senior) are very close to each other, and each is much
higher than the returns of the two youngest age groups. The closeness in performance
between the oldest two age groups explains why the rebalanced portfolios outperform the
bootstrapped ones notwithstanding the apparent non-monotonicity of the age effect. It is
also worth pointing out that the size factor is not monotone either. Within all of the age
groups, the size group Tiny always outperforms the size group Big, yet the performance
does not deteriorate monotonically with size. The important implication of our findings
is that stocks that are both mature and small tend to outperform the market. These two
features, although seemingly having opposite effects, when appearing together can lead to
profitable returns.

Table 5.6: Returns of sixteen doubly sorted equally weighted portfolios: by decade. Starting from
January 1977, at the beginning of each month each available stock is assigned to one of sixteen factor
portfolios based on its cross-sectional ranking of age and size. The breakpoints between adjacent age/size
groups are the first quartile, median, and third quartile of the age/size distribution. The average return
on an equally weighted portfolio of all stocks in each factor portfolio is calculated. All factor portfolios
are held until December 2016. Annualized returns over the four non-overlapping decades of each factor
portfolio are reported.

January 1977 - December 1986 January 1987 - December 1996

Tiny Small Medium Big Tiny Small Medium Big

Infant 23.40% 17.71% 16.86% 17.64% Infant 11.68% 4.22% 10.59% 16.50%
Youth 22.38% 13.66% 14.52% 14.35% Youth 21.38% 7.79% 10.96% 13.54%
Adult 26.00% 25.84% 22.95% 30.12% Adult 26.17% 11.04% 12.29% 15.64%
Senior 30.12% 21.80% 22.31% 17.23% Senior 20.72% 10.35% 13.50% 14.94%

January 1997 - December 2006 January 2007 - December 2016

Tiny Small Medium Big Tiny Small Medium Big

Infant 18.70% 10.13% 8.70% 8.90% Infant 0.65% 3.48% 6.49% 7.61%
Youth 21.88% 15.75% 14.89% 11.47% Youth 4.68% 7.00% 8.58% 9.30%
Adult 23.56% 18.92% 16.35% 12.52% Adult 9.08% 10.09% 11.65% 9.11%
Senior 20.41% 15.14% 17.01% 13.32% Senior 10.45% 11.16% 11.65% 9.67%

The Sharpe ratio results in Table 5.5 provide an even more striking demonstration of
the age effect. For each size group the Sharpe ratio of the oldest age group is typically
double the Sharpe ratio of the youngest age group. For the first three size groups the
Sharpe ratio of the most senior age group is at least twice the Sharpe ratio of the youngest
age group. For the largest size group the Sharpe ratio of the oldest age group is 1.8 times
the Sharpe ratio of the youngest age group. On the other hand if we hold age fixed the
Sharpe ratios of the different size portfolios are much less disperse.
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Since the age effect is the key finding in this chapter, we explore its robustness across
different periods. Table 5.6 contains a more detailed decade-by-decade breakdown of the
doubly sorted portfolios. This breakdown shows clearly that the age effect is both strong
and persistent across all four decades. For all decades the returns are generally increasing
in age. The age group Youth has in general higher returns than age group Infant with
the average difference being 1.80% over all size groups and decades. In turn age group
Adult has in general higher returns than age group Youth with the average difference
being 4.33% over all size groups and decades. Age groups Adult and Senior represent the
two oldest groups. The difference between the two oldest age groups is somewhat lower
and negative. Over all the 16 combinations, the average return for age group Senior is
lower than the average return for age group Adult. The average difference is 1.35% per
annum which is small relative to the other differences. These results are consistent with
our earlier regression results in Table 5.4.

We obtain a more compelling demonstration of the impact of age when we combine the
two youngest age groups by taking their average and the two oldest age groups in the same
way. The group containing the two youngest age groups is labelled Junior and the group
containing the two oldest age groups is labelled Senior. The left hand side of Table 5.7
compares the returns on these age sorted portfolios over four size groups for each of the
four decades. Differences between the return of age group Senior and return of age group
Junior are reported as SMJ which is a short notation for “Senior minus Junior”. The most
striking result from Table 5.7 is that the return on the Senior portfolios exceeds the return
on the Junior portfolios for each size group within each decade. Furthermore the average
difference in these portfolio returns over all sixteen combinations is 4.55% which is very
significant. According to the same set of results presented in A.4.1 for the period before
1977, the SMJ is also positive for each size group within each decade, but the average
return difference is only 1.79%.

It is instructive to conduct a similar grouping based on size to compare the relative
importance of the age effect and the size effect. We group the two smallest size groups
together (Tiny+Small) and the two largest size groups together (Medium+Big) and calcu-
late the returns on these size sorted portfolios over all four age groups for each of the four
decades. Differences between return of these two coarser size groups are reported as SMB
which is a short notation for “Small minus Big” in the right half of Table 5.7. It should be
clarified that SMB represents the return difference between the smaller half (Tiny+Small)
and the bigger half (Medium+Big) rather than that between the size groups Small and
Big. It turns out that the average SMB return over the sixteen age-decade combinations
is 1.69% which is much lower then the average SMJ return. In fact the magnitude of the
age effect in this framework based on these calculations is 2.7 times as large as the size
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effect. Over the early years before 1977 the average SMB return is 5.10% (see Table 7(b)
in A.4.1). Furthermore, over the most recent decade, the average SMB across the four age
groups is negative. The disappearance of the size effect over more recent periods has been
documented in the literature (see [58] and [3]) and our findings are consistent with this
evidence.

5.3.5 Effect of Aging on Size Distribution

In this subsection we examine the relation between age and size. We use longitudinal data
techniques to study this problem. Specifically we identify cohorts of stocks and follow
their evolution over time. The use of longitudinal data has the advantage of reducing
heterogeneity from two sources typically associated with the use of cross-sectional data,
i.e., they include stocks that were created at different times and subject to different selection
processes. We track three cohorts of stocks over a seven-year period in order to study the
effect of aging on stock size distribution over time. The first cohort of stocks were issued in
1984 and were followed until 1991; the second cohort issued in 1994 and tracked until 2001;
and the last one issued in 2004 and tracked until 2011. The effect of aging is evaluated
by comparing the market capitalization distributions of the set of stocks in each issuance
year and the corresponding end-of-tracking year. In the first cohort, for example, from
the 632 stocks identified as new in 1984, only 240 were still active in 1991. This leads
to three different distributions of interest. The first one is the distribution of all entrants
in 1984; the second one, the distribution of survivors in 1991; and the third one, the size
distribution in 1984 of those stocks that survived until 1991.

Table 5.8 reports the median, mean, standard deviation, and quartile coefficient of dis-
persion of nine distributions of interest (each of the three cohorts is associated with three
distributions) mentioned in the previous paragraph. The quartile coefficient of dispersion
is a robust measure of dispersion and is defined as (Q3 − Q1)/(Q3 + Q1), where Q1 and
Q3 are the first and the third quartiles of each dataset. Figure 5.3 presents the kernel
density functions of the nine sets of log-transformed market capitalization, each panel cor-
responding to one of the three cohorts. Comparing the solid curves (All, 1984/1994/2004)
with the dashed curves (Survivors, 1984/1994/2004), we find that stocks that survived
through the seven-year tracking period tend to have larger market capitalization going
back in the year of issuance. Comparing the dashed curves with the dotted curves (Sur-
vivors, 1991/2001/2011), we observe that the market capitalization distribution moves to
the right and becomes more dispersed as stocks become mature. The increasing dispersion
in market capitalization distribution is also evident according to the last column in Table
5.8. Note that the graphs in Figure 5.3 use the log of size and the actual dispersion in

121



dollar terms is considerably greater. Therefore we conclude that the effect of aging on
market capitalization distribution is two-fold. The market capitalization on average be-
comes larger as time passes. However the market capitalization distribution also becomes
significantly more disperse over time as well. Therefore it is possible for a stock to be both
senior in terms of age and small in terms of market capitalization.

Table 5.8: Summary of three market capitalization distributions for three cohorts of stocks. Market
capitalization of three cohorts of stocks, namely those entered the CRSP database in 1984, 1994, and
2004, are tracked over a seven-year period after their entrance. Each cohort is associated with three
market capitalization distributions of interest. The first one is the distribution among all entrants at the
beginning of the tracking period; the second one is the distribution among survivors at the end of the
tracking period; the third one is the distribution at the beginning of the tracking period of those stocks
that survived until the end of the tracking period. We report the mean, median, standard deviation, and
quartile coefficient of dispersion of each distribution for each cohort.

Median Mean Std Dev. Dispersion

New entrants in 1984, in 1984 12,159 125,383 834,804 0.63
Survivors through 1991, in 1984 18,755 291,655 1,338,064 0.66
Survivors through 1991, in 1991 31,149 717,302 3,200,902 0.89

New entrants in 1994, in 1994 42,513 124,181 292,084 0.71
Survivors through 2001, in 1994 55,147 163,698 385,767 0.69
Survivors through 2001, in 2001 78,300 726,510 2,529,198 0.88

New entrants in 2004, in 2004 232,365 799,082 2,648,895 0.67
Survivors through 2011, in 2004 257,991 1,104,531 3,678,639 0.70
Survivors through 2011, in 2011 231,092 2,263,304 13,310,190 0.86

5.3.6 Return Skewness within Age and Size Decile Groups

In this subsection we examine the skewness of the stock return distribution for different age
and size deciles and discuss the implications for our results. [14] studied the distributions
of monthly buy-and-hold stock returns in different size decile groups. According to his
Table 3A the median return in each size group increases (non-strictly) monotonically as
we move from small to big groups. However the mean return in each size group does not
show a clear pattern except that the smallest group yields a mean return much higher
than any other size group. This observation implies that the observed “small firm effect”
is to a large extent a result of the extreme positive skewness in the smallest 10% of firms.
Another important implication of this finding is that heterogeneity in the smallest 10% of
firms in terms of return is unmatchable by that in any other size group. Since stock age is
a key feature in our study, it is also of interest to explore the pattern in the within-group
skewness when stocks are grouped by age.
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Figure 5.3: Kernal Density Functions of Log Market Capitalization. Market capitalization of three
cohorts of stocks, namely those entered the CRSP database in 1984, 1994, and 2004, are tracked over a
seven-year period after their entrance. Each cohort is associated with three market capitalization distri-
butions of interest. The first one is the distribution among all entrants at the beginning of the tracking
period; the second one is the distribution among survivors at the end of the tracking period; the third one
is the distribution at the beginning of the tracking period of those stocks that survived until the end of
the tracking period. Each panel in the figure corresponds to an indicated cohort, and the kernel density
functions of the three distributions of log market capitalization are shown.

The leftmost columns of Table 5.9 report the mean, median, and skewness of monthly
buy-and-hold stock returns grouped by size and the rightmost columns report the the
set of statistics when the stocks are grouped by size. For each month during the period
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from January 1977 to December 2016 each available stock is assigned to a size (age) decile
group based on its market capitalization (age since issuance) at the end of the last month.
A group number closer to 10 means a more senior group or a larger-cap group. In this
way each stock-month combination is tagged with an age group number and a size group
number. Each decile group contains roughly 10% of the stock-month observations. Each
stock-month observation is associated with a buy-and-hold return20 of the particular stock
over the particular month. The reported statistics are calculated based on all annualized
monthly returns that belong to each decile group. The first four columns in Table 5.9
report similar information to that reported in Table 3A - Panel A of [14]. The minor
discrepancy between the two sets of results appears to have originated from the difference
in the data used21.

Despite the difference in source data the pattern in return skewness across different
decile groups shown in Table 5.9 is similar to that reported in Bessembinder’s study: ex-
tremely positive skewness is observed in the smallest decile group, and there is a decreasing
trend in the within-group skewness as we move from small to big size groups. The last four
columns in Table 5.9 show the return statistics in different age decile groups. Compared
with what we can observe from the within-group mean returns in different size groups,
here we can see a more distinctly increasing trend in the within-group mean return as we
move from young to senior age groups. However it is worth noting that the mean returns
in the youngest and in the second youngest decile groups are reversely ordered compared
with the general trend; this is also true in the comparison between the oldest and second
oldest decile groups. A potential explanation for both observations can be found from
the industrial organization literature. [41] explain why firms face an initial “honeymoon”
period in which they are buffered from a sudden exit by their initial stock of resources.
[11] argue that old firms are prone to suffer from a “liability of obsolescence” and also a
“liability of senescence”. This effect will be discussed in more detail in Section 5.4.

There is a marked difference in the skewness patterns in the size decile and in the age
decile. For the size decile the return skewness decreases as we move in the direction of
increasing firm size with the smallest decile having a skewness of 6.08 and the largest decile
having a skewness of just 0.41. For the age decile the return skewness is remarkably stable
with an average value of 5.07 across all age groups.

If we assign stocks to decile groups based on an ideal (hypothetical) factor, then the
conditional return distribution in different groups should be clearly distinct. The overall

20Any delisting return is included into the calculation.
21It is important to point out that [14] uses the period 1926-2016, while our calculations are based on

the period 1977-2016.
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Figure 5.4: Illustration of portfolios sorted based on different factors. All three panels show a same
histogram of hypothetical stock returns. We intend to illustrate the effect of factor-based grouping on
within-group mean and skewness. In each panel, different bins are colored differently to reflect the level
of factor. A darker blue color represents a more favorable factor group in the top panel, a more senior age
group in the middle panel, and a bigger size group in the bottom panel.
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return distribution is a mixture of ten distinct conditional distributions. In such a scenario
we should expect a monotonic trend in the within-group mean and reduced (compared
with skewness of unconditional return distribution) within-group skewness. Figure 5.4
shows a hypothetical unconditional return distribution and illustrates the effect of grouping
according to different factors on the within-group (conditional) mean and skewness. The
effect of grouping according to an ideal factor on within-group mean and skewness is
illustrated in the top panel of Figure 5.4. Here a darker color stands for a more favorable
factor group. According to Table 5.9 neither factor appears to be that ideal. For the age
factor monotonicity is roughly observed but the conditional distributions are quite skewed.
The middle panel of Figure 5.4 illustrates such a possibility. Here a darker color represents
a more senior age group. For the size factor the monotonicity is violated. However most
within-group skewness is reduced compared with skewness of the unconditional distribution
of 5.13. This effect is illustrated in the bottom panel of Figure 5.4. Our key results depend
more on the monotonicity feature and are not affected much by the skewness feature since
skewness can be diversified away in portfolios.

Table 5.9: Statistics of one-month buy-and-hold returns in different size and age decile groups. For
each month during the period from January 1977 to December 2016, each available stock is assigned to
a size (age) decile group based on its market capitalization (age since issuance) at the end of the last
month. A group number closer to 10 means a more senior group or a larger-cap group. Each stock-month
observation is associated with a buy-and-hold return of the particular stock over the particular month.
The reported statistics are calculated based on all annualized monthly returns that belong to each decile
group.

Size Group Mean Median Skew Age Group Mean Median Skew

1 0.2883 0.0000 6.0821 1 0.0988 0.0000 2.8856
2 0.1008 0.0000 3.3851 2 0.0825 0.0000 5.5759
3 0.0981 0.0000 3.1559 3 0.1131 0.0000 5.8414
4 0.1109 0.0000 3.5532 4 0.1543 0.0000 4.4354
5 0.1208 0.0000 2.4979 5 0.1254 0.0000 5.2705
6 0.1259 0.0000 1.8118 6 0.1766 0.0000 5.8495
7 0.1313 0.0593 1.3073 7 0.1589 0.0000 4.2460
8 0.1384 0.0945 1.2735 8 0.1624 0.0027 5.0487
9 0.1344 0.1126 0.7520 9 0.1575 0.0550 4.5711
10 0.1249 0.1173 0.4136 10 0.1400 0.0938 6.9448

5.4 Understanding Stock Age Effects

Many economic theories tend to treat firm size and firm age as capturing the same funda-
mental information. For example [49] presents his “stages of growth” model of organiza-
tional change in growing firms, in which size is linearly related to age. Other scholars have
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nonetheless made specific predictions about how firm performance changes with age. In
this section we review these theoretical predictions in terms of three categories: selection
effects, learning-by-doing effects, and inertia effects.

It is worth pointing out that the stock age used in our study is calculated based on the
date on which a stock appears in the CRSP database for the first time. The three effects to
be reviewed are from the industrial organization literature and characterize firms’ earning
ability in different stages. There is a gap between this stock age and the actual firm
age. However we find the three effects capable of explaining the stock age effects we have
discovered and therefore briefly discuss them since they may help explain some of the key
findings in this chapter.

5.4.1 Selection Effects

Selection effects arise when selection pressures progressively eliminate the weakest firms,
and result in an increase in the average productivity level of surviving firms, even if the
productivity levels of individual firms do not change with age. This situation corresponds
to an influential model in Industrial Organization in Economics proposed by [64]. Ac-
cording to this model, firms are born with fixed productivity levels, and learn about their
productivity levels as time passes. In this model, low productivity firms are observed to
exit, while high productivity firms remain in business. As a result the average productivity
of the cohort increases with the cohort ages, even if the productivity levels of individual
firms remain constant over time. Therefore selection effects provide a potential explanation
for the age effect uncovered in our study.

5.4.2 Learning-by-doing Effects

Learning-by-doing effects occur when firms increase their productivity as they learn about
more productive production techniques and incorporate these improvements in their pro-
duction routines. (See [105] for a survey of the learning-by-doing concept.) Learning-by-
doing effects can be expected to be particularly relevant for young firms. According to
[46]: “New firms are hampered by their need to make search processes a prelude to every
new problem they encounter. As learning occurs benefits can be obtained from the intro-
duction of a repertoire of problem-solving procedures ... eliminating open search from the
problem-solving response greatly reduces the labor and time required to address recurrent
problems.”
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Furthermore older firms may benefit from their greater business experience, established
contacts with customers, and easier access to resources. For example, [100] point out
that entrepreneurs often lack detailed information about their jobs, firms and even the
environments until they are active in the market. After a firm’s creation, an intense
learning process starts and contributes to the firm’s growth and survival in the long-term.
Also [24] provide evidence on the existence of microeconomic “learning-by-doing” effects
with positive effects on the aggregate output. The learning-by-doing effects may provide
an explanation to the positive association between stock age and expected returns reported
in this chapter.

5.4.3 Inertia Effects

As firms get older they might become less productive if they become increasingly inert and
inflexible. [11] argue that old firms are prone to suffer from a “liability of obsolescence”
(because they do not fit in well to the changing business environment) and also a “liability
of senescence” (according to which they become ossified by accumulated rules, routines, and
organizational structures). At a theoretical level [54] justify inertia effects as “an outcome
of an ecological evolutionary process”. The idea is that firms are not able to change as
fast as their environment would dictate. Firms with inertia effects can survive by adopting
strategies such as the creation of new firms designed specifically to take advantage of new
opportunities. However, if firms are not able to adapt to the changes in the business
environment, new entrants will enter the industry. Accordingly it is the changes in the
business environment, which favor some bundles of firm resources over others, that lead
to differences in firm performance. Inertia effects provide a potential explanation to the
non-monotonicity in the age effect particularly in the most senior age groups documented
in our study.

5.5 Conclusion

We have documented a persistent performance gap between the equally weighted rebal-
anced portfolio and the equally weighted bootstrapped portfolio during the last forty years.
Both portfolios involve randomly picked stocks. In the bootstrapped portfolio N stocks
are randomly selected and assigned equal weight at the beginning of each month. In the
rebalanced portfolio N stocks are randomly chosen at inception and the portfolio is re-
balanced to be equally weighted at the beginning of each month. If a stock is delisted
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in the rebalanced portfolio it is replaced with a randomly picked stock from the available
universe.

The key feature that differentiates these two types of portfolios is the age distribution
of the portfolio constituents. There is considerable turnover in the composition of the stock
universe. During the last forty years, the average annual rate of new listings was around
ten percent and the average annual rate of withdrawals was about the same magnitude.
This means that the bootstrapped portfolio will in general include a sizable proportion
of younger stocks. In contrast any stock that is included in the rebalanced remains there
until it is delisted. As a consequence the rebalanced portfolio contains more senior stocks.

We analyzed the effect of stock age on the cross-sectional stock return and showed
that the difference in age distribution is the primary reason behind the performance gap
between the bootstrapped and rebalanced portfolios. Our regression results show that
stock age has a significantly positive effect on stock return during the last four decades.
This finding supports our conjecture that age explains the performance gap. We doubly
sort portfolios by age and by size to assess the effect of age particularly when the size factor
is controlled for. The age effect is observed in all of the four size groups. In addition a
decade-by-decade breakdown of the returns on the sixteen factor portfolios indicates that
the age effect dominates the size effect over the period from 1977 to 2016. It is robust
when we consider the decade by decade results. Prior to 1977 the age effect was found to
be weaker than it was after 1977. In addition the age effect while present in the earlier
time period was dominated by the size effect.

The size effect is a well-known asset pricing anomaly. However the age effect that
we have uncovered here appears to be in conflict with it, since age and size are generally
positively correlated measures. To resolve this puzzle we monitored the size of three cohorts
of stocks and analyzed the effect of aging on the market capitalization distribution within
each cohort. The results suggest that the average market capitalization of a cohort of
stocks increases as the stocks are aging. However the dispersion in market capitalization
rises much more dramatically. So it is not uncommon for a stock to remain or to become a
small cap as it ages. In an experiment where stocks are divided into decile groups according
to age or size, we find that when the within-group median return is used as the performance
measure, the direction of the size effect and that of the age effect are consistent with our
intuition. Larger-size groups and more senior groups outperform; however the extremely
positive skewness in the returns of the smallest 10% stocks causes the mean return of the
smallest stocks to be much higher than the median return.
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Chapter 6

Conclusion

This thesis studies two critical problems in the portfolio management area. First, the
presence of estimation errors in a large covariance matrix estimator renders the portfolio
optimization theory of Markowitz less desirable in practical applications. Second, the
outperformance of some passive portfolio investment strategies, especially the 1/N rule, is
puzzling to say the least. In this thesis, we provide a theoretical justification for the use
of a few existing methods in portfolio optimization applications, propose a novel approach
to constructing an optimal portfolio robust to estimation errors, and provide two reasons
behind the documented superior performance of the 1/N portfolio. The line of inquiry
leads to discovery of an equity market pricing anomaly named the age effect.

One stream of literature on mitigating estimation errors in the covariance matrix obtains
an optimized portfolio more robust to estimation errors by proposing a better covariance
estimator and replacing the sample covariance matrix with the newly proposed estimator
in the two-step approach. We investigate that, if the new covariance estimator is con-
structed via an adjustment of sample eigenvalues, what adjustment patterns would ensure
an improvement in the out-of-sample Sharpe ratio. Our results show that simultaneously
amplifying a collection of tail sample eigenvalues according to a certain nonlinear pattern
yields a positive effect for the out-of-sample Sharpe ratio improvement. This result pro-
vides additional justification for using the “shrinkage towards identity” method and the
spectral cut-off method in portfolio optimization applications.

We propose an “expected returns approximation” approach to constructing a Sharpe
ratio maximizing portfolio robust to estimation errors in the covariance matrix. In this
approach, the exogenously given expected returns vector is approximated by a collection
of sample eigenvectors that relatively well estimate their population counterparts. The
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optimized portfolio constructed with the approximation plugged into the two-step approach
is more robust to estimation errors. To ensure the proximity between the original returns
vector and its approximation we impose an upper bound on the relative approximation
error introduced. Two concrete approximation methods are discussed. The first one has
an equivalent mathematical form to the spectral cut-off method in the literature; however
the number of principle components to drop depends on the imposed upper bound on the
approximation error and the geometric relationship between the expected returns vector
and the eigenvectors. The second approximation method leads to a completely novel
“spectral selection method”. Both methods reduce the exposure of the optimized portfolio
to estimation errors as much as possible within the region implied by the constraint on the
approximation error. The spectral selection method is shown by simulation and empirical
studies to outperform competing methods in terms of their out-of-sample performance.

Although the 1/N portfolio has achieved a good performance in the US equity market in
the past decades, the outperformance of 1/N , naturally, does not persist during each sample
period or in each equity market. We identify the reason behind the assorted performance
of the 1/N portfolio in different markets and during different sample periods. Although
the 1/N portfolio does not involve any explicit optimization, it can be the solution to
an optimization problem. A market favorable to holding a 1/N portfolio is featured by
the condition that the mean-variance optimal portfolio is close to the 1/N portfolio. We
use a novel cosine measure named the “1/N favorability index” to quantify the proximity
between the mean-variance optimal portfolio and the 1/N portfolio. We show that a single
(market) factor model predicts a positive relationship between the market factor return and
the 1/N favorability index. In other words, a 1/N portfolio is more difficult to outperform
in bullish markets. As a long-only strategy, the 1/N portfolio is, unsurprisingly, favored
more in bullish markets than in bearish markets in terms of its expected return. However
in our context the notation of favorability is represented by how difficult it is for other
portfolios to outperform the 1/N portfolio. In bullish markets, all portfolios are exposed
to high asset returns and low volatilities yet optimized portfolios have chances to buy
relative winners (in risk-adjusted sense) and sell relative losers to outperform the 1/N .
Therefore our main implication is not as intuitive as it may be perceived to be. Further,
the positive relationship between the market factor return and the difficulty to outperform
a 1/N portfolio at least partially explains the lasting outperformance of the 1/N portfolio
in the US equity market.

We discover important facts about portfolio rebalancing through digging into two types
of equally weighted random portfolios, the rebalanced portfolio and the bootstrapped port-
folio. We observe a consistent outperformance of the rebalanced portfolio relative to the
bootstrapped portfolio over the past 40 years. In addition, the portfolio construction mech-
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anism for the two portfolios together with the frequent listings and delistings in the stock
universe gives rise to different age distribution of components in the two portfolios. More
specifically, stocks in the rebalanced portfolio are on average older, in terms of age since
listing, than those in the bootstrapped portfolio. A panel-data regression analysis and
a comparison among factor-sorted portfolio confirm a generally positive relation between
stock age and return. This age effect is able to explain the outperformance of the rebalanced
portfolio compared with the bootstrapped portfolio. Therefore, another reason behind the
superior performance of the conventional 1/N portfolio is that it implicitly exploits the
age effect. With regard to the panel-data regression analysis, it is possible to perform ad-
ditional robustness analysis by including fixed effects, which is a vector of sectoral dummy
variables to control for time-invariant sector characteristics. In addition, explicit firm char-
acteristics, in particular size and other relevant ones, which are time-varying, can also be
included in the regression in addition to the time effect variable.
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Appendix A

Proofs and Auxiliary Results

A.1 Proof of Propositions in Chapter 1

Proof of Theorem 2.2.1. Let g(V, λ) :=
µTS−1

V,λΣS−1
V,λµ

(µTS−1
V,λµ)2

. We first calculate g′V(0) ≡ ∂g(V,λ)
∂λ

∣∣
λ=0

.

Taking a partial derivative of g(V, λ) with respect to λ, we obtain

∂g(V, λ)

∂λ
=

(
2Σ

S−1
V,λµ

µTS−1
V,λµ

)T ∂( S−1
V,λµ

µTS−1
V,λµ

)
∂λ

. (A.1)

The derivative in eq. (A.1) can be simplified as follows:

∂
( S−1

V,λµ

µTS−1
V,λµ

)
∂λ

=
µTS−1

V,λµ
∂S−1

V,λµ

∂λ
− ∂µTS−1

V,λµ

∂λ
S−1

V,λµ

(µTS−1
V,λµ)2

. (A.2)

According to the definition of SV,λ, it is easy to check that

∂S−1
V,λµ

∂λ

∣∣∣∣
λ=0

= ÛΛ̂−2VÛTµ and
∂µTS−1

V,λµ

∂λ

∣∣∣∣
λ=0

= µT ÛΛ̂−2VÛTµ. (A.3)

Now, we can readily evaluate g′V(0) with the assistance of eq. (A.2) and eq. (A.3). After
a few straightforward steps of calculation, we obtain:

g′V(0) =
2

(µTS−1µ)2

(
µTS−1ΣÛΛ̂−2VÛTµ− µT ÛΛ̂−2VÛTµ

µTS−1ΣS−1µ

µTS−1µ

)
. (A.4)
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Since SR(V, λ) = 1√
g(V,λ)

, we get SR′V(0) = − g′V(0)

2[g(V,0)]
3
2

. It thus follows that:

SR′V(0) = − µTS−1µ

(µTS−1ΣS−1µ)
3
2

(
µTS−1ΣÛΛ̂−2VÛTµ− µT ÛΛ̂−2VÛTµ

µTS−1ΣS−1µ

µTS−1µ

)
.

(A.5)

Proof of Theorem 2.2.2. Before proceeding to the proof, we introduce a few necessary
notations. Let UF = (u1, . . . ,uK) and UI = (uK+1, . . . ,uN) denote the eigenvectors
that correspond to the factors and the idiosyncratic components respectively. Further, let
ΛF = diag{λ1, . . . , λK} and ΛI = diag{λK+1, . . . , λN}. The sample quantities can be con-

formably partitioned into a factor part and an idiosyncratic part, i.e. ÛF = (û1, . . . , ûK),

ÛI = (ûK+1, . . . , ûN), Λ̂F = diag{λ̂1, . . . , λ̂K}, and Λ̂I = diag{λ̂K+1, . . . , λ̂N}. Let
a = UTµ = (aTF , a

T
I )T = (a1, . . . , aN)T denote the loading of the expected returns vec-

tor on the linear space spanned by the population eigenvectors. Similarly, let â = ÛTµ =
(âTF , â

T
I )T = (â1, . . . , âN)T denote the loading on the sample eigenvectors. Here, aF and âF

are K×1 vectors; aI and âI are (N −K)×1 vectors. Let ek denote a conformable column
vector with its kth element being 1 and everywhere else being 0. Denote aτ = oa.s.(bτ )
if limτ→∞

aτ
bτ

= 0 almost surely. Denote aτ = Oa.s.(bτ ) if limτ→∞|aτbτ | ≤ M , where M is a
positive constant.

According to Theorem 1 case (a) in [98], as both N and T go to infinity with the relative
rate being T � N1+c for some c > 0, we obtain the following results:

(1)
λ̂j
λj

a.s.−−→ 1, for j = 1, 2, . . . , K.

(2) angle(ûj, span{uj}) = oa.s.(1), for j = 1, 2, . . . , K.

(3) angle(ûj, span{uK+1, . . . ,uN}) = oa.s.
(

1√
N

)
, for j = K + 1, K + 2, . . . , N .

The angle between a vector and a space is defined as the angle between the vector and
its projection onto the space. We first derive the convergence rate for an inner product
between population eigenvectors and their sample counterparts based on the results above.
According to the definition of an angle, for j = 1, 2, . . . , K, we have:

arccos

(
< ûj,uju

T
j ûj >

‖ûj‖
∥∥ujuTj ûj

∥∥
)

= arccos(uTj ûj) = oa.s.(1).
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Thus, by applying the Taylor expansion on both sides of the above equation, we obtain:

uTj ûj = cos(arccos(uTj ûj)) = 1 + oa.s.(1), j − 1, 2, . . . , K.

For j = K + 1, . . . , N , we have:

arccos

(
< ûj,UIU

T
I ûj >

‖ûj‖ ‖UIUT
I ûj‖

)
= arccos(

√
ûTj UIUT

I ûj) = oa.s.(N
−1/2).

Applying the Taylor expansion on both sides of the above equation and taking square of
the resulting expression, we get:

ûTj UIU
T
I ûj = (1− 0.5(oa.s.(N

−1/2))2)2 = 1 + oa.s.(N
−1), j = K + 1, . . . , N. (A.6)

Since ûj is of a unit length, it follows that:

ûTj

( K∑
i=1

uiu
T
i + UIU

T
I

)
ûj = 1

→
K∑
i=1

(uTi ûj)
2 = oa.s.(N

−1)

→ uTi ûj = oa.s.(N
−1/2), i = 1, . . . , K, j = K + 1, . . . , N.

In addition, we can show that for i, j ∈ {K + 1, . . . , N} and i 6= j,

ûTi UIU
T
I ûj = −ûTi

( K∑
k=1

uku
T
k

)
ûj = −

K∑
k=1

ûTi uku
T
k ûj = oa.s.(N

−1). (A.7)

According to eq. (A.6) and eq. (A.7), ÛT
I UIU

T
I ÛI = I(N−K)×(N−K) + E, where E is a

noise matrix whose elements have rate oa.s.(N
−1).

Using the matrix notations introduced above, the matrix ÛTΣÛ can be expanded as:

ÛTΣÛ =

[
ÛT
F

ÛT
I

] [
UF UI

] [ΛF

ΛI

] [
UT
F

UT
I

] [
ÛF ÛI

]
=

[
ÛT
FUFΛFUT

F ÛF + ÛT
FUIΛIU

T
I ÛF ÛT

FUFΛFUT
F ÛI + ÛT

FUIΛIU
T
I ÛI

ÛT
I UFΛFUT

F ÛF + ÛT
I UIΛIU

T
I ÛF ÛT

I UFΛFUT
F ÛI + ÛT

I UIΛIU
T
I ÛI

]
.

(A.8)
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Let b = (bTF ,b
T
I )T be a p× 1 random vector. According to the convergence results derived

above, one of the two terms in the summation in each element of eq. (A.8) is negligible com-

pared with the other term. The quadratic form bT ÛTΣÛb, under the large dimensional
asymptotics and Assumption 2.2.4, can be rewritten as:

bT ÛTΣÛb = bTFΛFbF (1 + oa.s.(1)) + 2bTFΛFUT
F ÛIbI(1 + oa.s.(1)) + σ2bTI bI(1 + oa.s.(1)).

For example, when b = Λ̂−1ÛTµ = Λ̂−1â and under the Assumption 2.2.5 that ‖µ‖ =
O(N1/2) and ‖aF‖∞ =

∥∥UT
Fµ
∥∥
∞ = o(N1/2),

bT ÛTΣÛb

=µTS−1ΣS−1µ

=âTF Λ̂−1
F ΛF Λ̂−1

F âF (1 + oa.s.(1)) + 2âTF Λ̂−1
F ΛFUT

F ÛIΛ̂
−1
I âI(1 + oa.s.(1))

+ σ2âTI Λ̂−2
I âI(1 + oa.s.(1))

=âTF Λ̂−1
F âF (1 + oa.s.(1)) + 2âTFUT

F ÛIΛ̂
−1
I âI(1 + oa.s.(1)) + σ2âTI Λ̂−2

I âI(1 + oa.s.(1))

=σ2âTI Λ̂−2
I âI(1 + oa.s.(1)). (A.9)

The last equality holds because the diagonal elements of ΛF increase at a rate of O(N)

and because elements in the matrix UT
F ÛI have a rate of oa.s.(N

−1/2). This result will be
used in the subsequent proof. Now, we prove the results one-by-one.

(a) When V takes the form of Ek and as N, T go to infinity with the relative rate being
T � N1+c (c > 0), for any k ∈ {1, . . . , N}, the first term inside the bracket in eq.
(2.6) can be expanded as follows:

µTS−1ΣÛΛ̂−2EkÛ
Tµ = âT Λ̂−1ÛTΣÛΛ̂−2Ekâ

=
âk

λ̂2
k

âT Λ̂−1ÛTΣÛek

=


âk
λ̂2k

âTFek(1 + oa.s.(1)) k ≤ K

âk
λ̂2k
σ2âTI Λ̂−1

I ek−K(1 + oa.s.(1)) k > K

=


â2k
λ̂2k

(1 + oa.s.(1)) k ≤ K

σ2â2k
λ̂3k

(1 + oa.s.(1)) k > K
.
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Since µTS−1µ = âTF Λ̂−1
F âF + âTI Λ̂−1

I âI = âTI Λ̂−1
I âI(1 + oa.s.(1)), the marginal effect

random variable is:

SR′Ek(0) =


− â2kâ

T
I Λ̂−1

I âI

λ̂2k(σ2âTI Λ̂−2
I âI)

3
2

(
1 + oa.s.(1)− σ2âTI Λ̂−2

I âI

âTI Λ̂−1
I âI

(1 + oa.s.(1))

)
k ≤ K

− â2kâ
T
I Λ̂−1

I âI

λ̂2k(σ2âTI Λ̂−2
I âI)

3
2

(
σ2

λ̂k
(1 + oa.s.(1))− σ2âTI Λ̂−2

I âI

âTI Λ̂−1
I âI

(1 + oa.s.(1))

)
k > K

.

Next, we show SR′Ek(0)
a.s.−−→ 0, for k = 1, 2, . . . , K. According to the equation above,

for any k ≤ K,

SR′Ek(0) = − â2
kâ

T
I Λ̂−1

I âI

λ̂2
k(σ

2âTI Λ̂−2
I âI)

3
2

(1 + oa.s.(1)) +
â2
k

λ̂2
k(σ

2âTI Λ̂−2
I âI)

1
2

(1 + oa.s.(1)) (A.10)

Since
âFI Λ̂−1

I âI

âFI Λ̂−2
I âI

∈ [λ̂N , λ̂K+1] and 1

(âTI Λ̂−2
I âI)

1
2
≤ λ̂K+1

(âTI âI)
1
2

, the absolute value of the first

term (without the (1 + oa.s.(1)) part) on the RHS of eq. (A.10) satisfies

â2
kâ

T
I Λ̂−1

I âI

λ̂2
k(σ

2âTI Λ̂−2
I âI)

3
2

≤
â2
kλ̂

2
K+1

σ3λ̂2
k(â

T
I âI)

1
2

≤ â2
k

σ3(âTI âI)
1
2

= oa.s.(1).

Similarly, the absolute value of the second term satisfies

â2
k

λ̂2
k(σ

2âTI Λ̂−2
I âI)

1
2

≤ â2
kλ̂K+1

σλ̂2
k(â

T
I âI)

1
2

≤ â2
k

σλ̂k(âTI âI)
1
2

= oa.s.(1).

It thus follows that SR′Ek(0)
a.s.−−→ 0 for k = 1, 2, . . . , K. For k = K + 1, K + 2, . . . , N ,

define a random variable

X
(N)∗
k = − â2

kâ
T
I Λ̂−1

I âI

λ̂2
k(σ

2âTI Λ̂−2
I âI)

3
2

(
σ2

λ̂k
− σ2âTI Λ̂−2

I âI

âTI Λ̂−1
I âI

)
.

Since
âTI Λ̂−2

I âI

âTI Λ̂−1
I âI
∈
(

1

λ̂K+1
, 1

λ̂N

)
with probability 1, there exists a K∗ ∈ {K+2, . . . , N−1},

such that with probability 1, X
(N)∗
k > 0 for any K + 1 ≤ k < K∗ and X

(N)∗
k < 0 for

any K∗ < k ≤ N . We complete the proof by letting X
(N)
k = sign(X

(N)∗
k )X

(N)∗
k .

(b) When V takes the form of Ek+ and as N, T go to infinity with the relative rate being
T � N1+c (c > 0), for any k ∈ {1, 2, . . . , N}, the first term inside the bracket in eq.
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(2.6) can be expanded as follows:

−µTS−1ΣÛΛ̂−2Λ̂aEk+ÛTµ = −âT Λ̂−1ÛTΣÛΛ̂−2Λ̂aEk+ â

=

{
−σ2âTI Λ̂−3+a

I âI(1 + oa.s.(1)) k ≤ K

−σ2âTI Λ̂−3+a
I E(k−K)+ âI(1 + oa.s.(1)) k > K

= −σ2âTI Λ̂−3+a
I Emax{k−K,1}+ âI(1 + oa.s.(1)).

The second term inside the bracket in eq. (2.6) can be written as:

µT ÛΛ̂−2Λ̂aEk+ÛTµ
µTS−1ΣS−1µ

µTS−1µ
= âTI Λ̂−2+a

I Emax{k−K,1}+ âI
σ2âTI Λ̂−2

I âI

âT Λ̂−1
I âI

(1+oa.s.(1)).

Let

Y
(N)
k =

σ2µTS−1µâTI Λ̂−2+a
I Emax{k−K,1}+ âI

(µTS−1ΣS−1µ)
3
2

(
âTI Λ̂−3+a

I Emax{k−K,1}+ âI

âTI Λ̂−2+a
I Emax{k−K,1}+ âI

− âTI Λ̂−2
I âI

âT Λ̂−1
I âI

)
.

Then, under the high-dimensional asymptotics,
SR′
−Λ̂aE

k+
(0)

Y
(N)
k

a.s.−−→ 1. It is easy to

obtain:
âTI Λ̂−2

I âI

âT Λ̂−1
I âI

≤
âTI Λ̂−2

I Emax{k−K,1}+ âI

âT Λ̂−1
I Emax{k−K,1}+ âI

, k = 1, 2, . . . , N.

When a < 1, with probability 1, we have:

âTI Λ̂−3+a
I Emax{k−K,1}+ âI

âT Λ̂−2+a
I Emax{k−K,1}+ âI

>
âTI Λ̂−2

I Emax{k−K,1}+ âI

âT Λ̂−1
I Emax{k−K,1}+ âI

, k = 1, 2, . . . , N.

Thus, Y
(N)
k > 0 with probability 1 for any N and k ∈ {1, 2, . . . , N}.

Proof of Theorem 2.2.3. With the additional assumption that Σ = µµT 1
s2h

+σ2I, the terms

inside the bracket in eq. (2.6) become:

∆ ≡ µTS−1(µµT 1

s2
h

+ σ2I)ÛΛ̂−2VÛTµ− µT ÛΛ̂−2VÛTµ
µTS−1(µµT 1

s2h
+ σ2I)S−1µ

µTS−1µ

= σ2

(
µT ÛΛ̂−3VÛTµ− µT ÛΛ̂−2VÛTµ

µTS−2µ

µTS−1µ

)
.

Next, we prove the two conclusions one-by-one.
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(a) We can find the lower bound of µTS−2µ
µTS−1µ

through the following inequality:

µTS−2µ

µTS−1µ
=

µT ÛΛ̂−2ÛTµ

µT ÛΛ̂−1ÛTµ
≥ λ̂−1

1 µT ÛΛ̂−1ÛTµ

µT ÛΛ̂−1ÛTµ
=

1

λ̂1

.

The equality is attained only when λ̂1 = · · · = λ̂N or when ÛTµ = 0. Thus,
µTS−2µ
µTS−1µ

> 1

λ̂1
with probability 1. Similarly, we can show that µTS−2µ

µTS−1µ
< 1

λ̂N
with

probability 1. When V takes the form of Ek for some k ∈ {1, . . . , N}, the expression
for ∆ can be further simplified:

∆ =
σ2(ûTkµ)2

λ̂2
k

(
1

λ̂k
− µTS−2µ

µTS−1µ

)
.

Thus, the expression for SR′Ek(0) becomes:

SR′Ek(0) = − σ2(ûTkµ)2µTS−1µ

λ̂2
k(µ

TS−1ΣS−1µ)
3
2

(
1

λ̂k
− µTS−2µ

µTS−1µ

)
.

Since the sequence {1/λ̂k}k=1,...,N increases in k and µTS−2µ
µTS−1µ

∈
(

1

λ̂1
, 1

λ̂N

)
with proba-

bility 1, there exists a K ∈ {2, 3, . . . , N − 1}, such that for all k < K, SR′Ek(0) > 0,
and for all k > K, SR′Ek(0) < 0, or equivalently, SR′−Ek

(0) > 0, with probability 1.

(b) When V takes the form of −Λ̂aEk+ , the marginal effect random variable becomes:

SR′−Λ̂aEk+
(0) =

σ2µTS−1µµT ÛΛ̂−2+aEk+ÛTµ

(µTS−1ΣS−1µ)
3
2

(
µT ÛΛ̂−3+aEk+ÛTµ

µT ÛΛ̂−2+aEk+ÛTµ
− µTS−2µ

µTS−1µ

)
.

(A.11)
The terms inside the bracket in eq. (A.11), denoted as ∆, can be further simplified
as:

∆ =
µT ÛΛ̂−3+aEk+ÛTµ

µT ÛΛ̂−2+aEk+ÛTµ
− µT ÛΛ̂−2ÛTµ

µT ÛΛ̂−1ÛTµ

≥ µT ÛΛ̂−3+aEk+ÛTµ

µT ÛΛ̂−2+aEk+ÛTµ
− µT ÛΛ̂−2Ek+ÛTµ

µT ÛΛ̂−1Ek+ÛTµ
.

∆ is positive with probability 1 only when |3−a−1| > |2−a−2|, which is equivalent
to a < 1. Therefore, SR′−Λ̂aEk+

(0) > 0 with probability 1, for any a < 1 and any

k ∈ {1, 2, . . . , N}.
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A.2 Proof of Propositions in Chapter 3

Proof of Proposition 3.2.1. To prove this proposition, we need to first verify that the global
minimum-variance portfolio has a positive expected return and then plug in the vector of
expected returns into eq. (3.2) and see whether the resulting MSR portfolio matches the
corresponding eigen portfolio.

Let µ = aui, a ∈ {a 6= 0 : a1Tui > 0}, then the expected return of the global
minimum-variance portfolio wmv is

µmv = wT
mvµ =

1TΣ−1µ

1TΣ−11
=
a1TΣ−1ui
1TΣ−11

=
a1TUΛ−1UTui

1TΣ−11

=
a1TUΛ−1(0, . . . , 0,

ith

1 , 0, . . . , 0)T

1TΣ−11
=

1
λi
a1Tui

1TΣ−11
> 0.

Since it is verified that the global minimum-variance portfolio has a positive expected
return, it follows that the MSR portfolio is determined by eq. (3.2):

wmsr =
aΣ−1ui
a1TΣ−1ui

=
UΛ−1UTui

1TUΛ−1UTui

=
UΛ−1(0, . . . , 0,

ith

1 , 0, . . . , 0)T

1TUΛ−1(0, . . . , 0, 1
ith
, 0, . . . , 0)T

=
1
λi

ui
1
λi

1Tui
= zi.

Thus we have shown that the MSR portfolio is exactly the ith eigen portfolio.

Proof of Proposition 3.2.2. We first verify the existence of the MSR portfolio. The ex-
pected return of the minimum-variance portfolio is:

µmv = wT
mvµ =

1TΣ−1µ

1TΣ−11
> 0.

Therefore, the weight of the MSR portfolio is:

wmsr =
Σ−1

∑N
i=1 aiui

1TΣ−1
∑N

i=1 aiui
=

∑N
i=1

ai
λi

ui∑N
i=1

ai
λi

1Tui
=

N∑
i=1

ai1
Tui
λi∑N

i=1
ai1Tui
λi

zi.
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Proof of Proposition 3.3.2. Before proving the convergence, we introduce a few new nota-
tions. We let UK = (u1,u2, . . . ,uK) denote the matrix of the first K population eigenvec-
tors and let ΛK = diag{λ1, λ2, . . . , λK} denote the diagonal matrix of the firstK population
eigenvalues. With the new notations, µK can be written as µK = UKUT

Kµ. In the argu-
ment of equivalence, we show that the spectral cut-off method with parameter K leads to
a weight vector which is expressed as

ŵcut(K) =
Σ̂−1
K µ

1T Σ̂−1
K µ

.

Similarly, we can show that the distorted MSR portfolio can be written as

wcut(K) =
Σ−1
K µ

1TΣ−1
K µ

.

Next, we prove the convergence of ŵcut(K) by appealing to some results on the limiting
behavior of sample eigenvalues and eigenvectors. According to Theorem 1 in [98], under
Assumptions 3.3.1 and 3.3.2, the first K sample eigenvalues and eigenvectors have such

a limiting behavior that
λ̂j

λ
(T )
j

a.s.−→ 1 and 〈ûj,uj〉
a.s.−→ 1, j = 1, 2, . . . , K, as T → ∞ and

N(T )/T → c ∈ (0, 1). Therefore, we obtain:

< ŵcut(K),wcut(K) >

‖ŵcut(K)‖‖wcut(K)‖
=

µT Σ̂−1
K Σ−1

K µ

‖Σ̂−1
K µ‖‖Σ−1

K µ‖
a.s.−→ 1

as T →∞ and N(T )/T → c ∈ (0, 1).

Proof of Proposition 3.3.3. It is straightforward to check that the solution to the least
square problem in eq. (3.7) is âls = (âls1 , . . . , â

ls
N)T = (ÛT Û)−1ÛTµ = ÛTµ. Next, we

solve the optimization problem in eq. (3.14). Let a = (a1, . . . , aN)T denote the decision

vector and define another vector b = (b1, . . . , bN)T := Λ̂−ca. Then, the optimization
problem can be rewritten in terms of b:

min
b

1

2
(µ− ÛΛ̂cb)T (µ− ÛΛ̂cb) + γ‖b‖1.

Here, ‖b‖1 is the L1 norm of b. Expanding out the first term we get 1
2
µTµ− µT ÛΛ̂cb +

1
2
bT Λ̂2cb and since µTµ does not contain the variable of interest, we can discard it and

consider an equivalent problem:

min
b
−µT ÛΛ̂cb +

1

2
bT Λ̂2cb + γ‖b‖1.
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Since âls = ÛTµ, the following problem can be written as:

min
b

N∑
i=1

−âlsi λ̂cibi +
1

2
λ̂2c
i b

2
i + γ|bi|.

Our objective function is now a sum of objectives, each corresponding to a separate variable
bi, so they may each be solved individually. Fix a certain i. Then, we minimize

Li = −âlsi λ̂cibi +
1

2
λ̂2c
i b

2
i + γ|bi|.

If âlsi > 0, then we must have bi ≥ 0 since otherwise we could flip its sign and get a lower
value for the objective function. Likewise if âlsi < 0, then we must choose bi < 0.

Case 1: âlsi > 0. Since bi ≥ 0, Li = −âlsi λ̂cibi+ 1
2
λ̂2c
i b

2
i+γbi. Differentiating with respect to bi

and setting equal to zero, bi = λ̂−ci (âlsi −γλ̂−ci ) and this is only feasible if the right-hand side

is non-negative, so the actual solution is bi = λ̂−ci (âlsi −γλ̂−ci )+ = sign(âlsi )λ̂−ci (|âlsi |−γλ̂−ci )+.
Thus, in this case we obtain:

âseli = λ̂cibi = sign(âlsi )(|âlsi | − γλ̂−ci )+.

Case 2: âlsi ≤ 0. This implies we must have bi ≤ 0 and so Li = −âlsi λ̂cibi + 1
2
λ̂2c
i b

2
i −

γbi. Differentiating with respect to bi and setting equal to zero, bi = λ̂−ci (âlsi + γλ̂−ci ) =

sign(âlsi )λ̂−ci (|âlsi | − γλ̂−ci ). Again, the solution is only feasible if the right-hand side is non-

positive, so the actual solution is bi = sign(âlsi )λ̂−ci (|âlsi | − γλ̂−ci )+. Thus, in this case we
also obtain:

âseli = λ̂cibi = sign(âlsi )(|âlsi | − γλ̂−ci )+.

Obtaining the same solution in both cases completes the proof.

A.3 Proof of Propositions in Chapter 4

Proof of Proposition 4.3.1. Let ε = 1
T

∑T
t=1 εt and Ω̂T = 1

T−1

∑T
t=1(εT − ε)(εT − ε)ᵀ. We

have

µ̂T = R =
1

T

T∑
t=1

Rt = βRm + ε = µT + ε
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and

Σ̂T =
1

T − 1

T∑
t=1

(Rt −R)(Rt −R)ᵀ = ΣT + 2β
1

T − 1

T∑
t=1

(Rmt −Rm)(εt − ε)ᵀ + Ω̂T − σ2I.

It follows that

‖Σ̂T1‖ ≤ ‖ΣT1‖+ 2
1

T − 1

T∑
t=1

(Rmt −Rm)(εᵀt1− εᵀ1)‖β‖+ ‖(Ω̂T − σ2I)1‖.

We further let the elements in εt be εt = (εt1, εt2, . . . , εtN)ᵀ and those in ε be ε =

(ε1, ε2, . . . , εN)ᵀ. To derive the order of ‖Σ̂T1‖, we examine the terms on the RHS of
the equation above.

1

T − 1

T∑
t=1

(Rmt −Rm)(εᵀt1− εᵀ1)‖β‖ =
√
N‖β‖ 1

T − 1

T∑
t=1

(Rmt −Rm)

(
εᵀt1√
N
− εᵀ1√

N

)
=
√
N‖β‖Op

(
1√
T

)
= Op

(
N√
T

)
.

The second last equality in the equation above is a direct application of the result on the
convergence rate of sample covariance. The last equality holds because ‖β‖ = O(

√
N).

Since εt
iid∼ N(0, σ2I), for each element εj, j = 1, 2, . . . , N , we have

√
Tεj = Op(1), i.e.,

εj = Op(T
− 1

2 ). Therefore,

‖ε‖ =

√√√√ N∑
j=1

ε2j = Op

(√
N

T

)
.

‖(Ω̂T − σ2I)1‖ =

√√√√ N∑
k=1

[
N∑
j=1

1

T − 1

T∑
t=1

(εtk − εk)(εtj − εj)− σ2

]2

=

√√√√ N∑
k=1

[
1

T − 1

T∑
t=1

(εtk − εk)
( N∑

j=1

εtj −
N∑
j=1

εj

)
− σ2

]2

.
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Let independent random variables Xt and Wt denote Xt = εtk and Wt =
∑

j 6=k εtj. Let

Yt = Xt + Wt =
∑N

j=1 εtj. It is straightforward to show that E[X1Y1] = σ2. The variance
of X1Y1 is:

Var(X1Y1) = E[X2
1Y

2
1 ]− {E[X1Y1]}2

= E[X2
1 (X1 +W1)2]− σ4

= E[X4
1 + 2X3

1W1 +X2
1W

2
1 ]− σ4

= 3σ4 + (N − 1)σ4 − σ4

= (N + 1)σ4.

According to the Central Limit Theorem, we have:

1
T

∑T
t=1XtYt − σ2√

(N+1)σ4

T

D→ Z ∼ N(0, 1).

Therefore, we obtain:

1

T

T∑
t=1

XtYt = σ2 +Op

(√
N

T

)
.

In addition, X = 1
T

∑T
t=1Xt and Y = 1

T

∑T
t=1 Yt have rate Op(

1√
T

) and Op(
√

N
T

) respec-

tively. According to these results, we have:

1

T

T∑
t=1

(εtk − εk)
( N∑

j=1

εtj −
N∑
j=1

εj

)
=

1

T

T∑
t=1

εtk

N∑
j=1

εtj − εk
N∑
j=1

εj

=
1

T

T∑
t=1

XtYt −XY

= σ2 +Op

(√
N

T

)
.

Plugging this result into the expression for ‖(Ω̂T − σ2I)1‖, we obtain:

‖(Ω̂T − σ2I)1‖ = Op

(
N√
T

)
.
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Therefore, the denominator of the observed 1/N favorability index is:

‖µ̂T‖‖Σ̂T1‖ =

(
‖µT‖+Op

(√
N

T

))(
‖ΣT1‖+Op

(
N√
T

))

= ‖µT‖‖ΣT1‖+ ‖µT‖Op

(
N√
T

)
+ ‖ΣT1‖Op

(√
N

T

)
+Op

(
N

3
2

T

)
.

(A.12)

Now, we look at the numerator of the observed 1/N favorability index. Since ‖β‖ =
O(
√
N) and cos(β,1) is bounded away from 0 as N → ∞, we have ‖µT‖ = O(

√
N) and

‖ΣT1‖ = O(N
3
2 ). The second conclusion comes from the relationship

(βᵀ1)‖β‖ 1

T − 1

T∑
t=1

(Rmt −Rm)2 ≤ ‖ΣT1‖ ≤ (βᵀ1)‖β‖ 1

T − 1

T∑
t=1

(Rmt −Rm)2 + σ2
√
N

and the rate
βᵀ1 = cos(β,1)‖β‖‖1‖ = O(N).

These results are used in analyzing the rate of the numerator of the observed 1/N favora-
bility index.

〈µ̂T , Σ̂T1〉 = (µT + ε)ᵀ

[
ΣT1 +

2
√
N

T − 1

T∑
t=1

(Rmt −Rm)

(
εᵀt1√
N
− εᵀ1√

N

)
β + (Ω̂T − σ2I)1

]

= µᵀ
TΣT1 +

2Rm

√
N‖β‖2

T − 1

T∑
t=1

(Rmt −Rm)

(
εᵀt1√
N
− εᵀ1√

N

)
+ µᵀ

T (Ω̂T − σ2I)1

+ εᵀΣT1 +
2
√
Nεᵀβ

T − 1

T∑
t=1

(Rmt −Rm)

(
εᵀt1√
N
− εᵀ1√

N

)
+ εᵀ(Ω̂T − σ2I)1

= µᵀ
TΣT1 +Op

(
N

3
2

√
T

)
+ ‖µT‖Op

(
N√
T

)

+ ‖ΣT1‖Op

(√
N

T

)
+Op

(
N

3
2

T

)
+Op

(
N

3
2

T

)

= µᵀ
TΣT1 +Op

(
N2

√
T

)
. (A.13)
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Therefore, under the asymptotic that N, T → ∞ with a relative rate of N
T

= O(1),
the last three terms in eq. (A.12) are all of a lower order compared with ‖µT‖‖ΣT1‖.
The absolute value of the first term in the expression for the numerator is |µᵀ

TΣT1| ≥
cos(β,1)‖µT‖‖ΣT1‖ = O(N2). As a result, µᵀ

TΣT1 is the dominating term in eq. (A.13)
as T increases to infinity. Thus, we have:

cos(µ̂T , Σ̂T1)− cos(µT ,ΣT1)
p→ 0

as N, T →∞ with the relative rate of N
T

= O(1).

A.4 Auxiliary Results for Chapter 5

A.4.1 Main Results Based on Data from July 1926 to December
1976

Figure A.1 presents the profile of stock population over the period from 1927 to 1976. A
comparison between Figure A.1 and Figure 5.1 further justifies the need of analyzing the
earlier 50-year period and the more recent 40-year period separately. There is a marked
difference in the activity level of the market, in terms of number of listed stocks and
frequency of enters and exits, between the two periods. Further the CRSP database went
through drastic changes in 1962 due to the inclusion of AMEX stocks and in 1972 due to
the inclusion of Nasdaq stocks. The stock population is much more stable in the more
recent 40 years.

Figure A.2 and Table 3(b) contain similar information as Figure 5.2 and Table 5.3
except that the time range of the data used here is from July 1926 to December 1976.
As in Table 5.3, we can see a clear increasing trend in the average age in the rebalanced
portfolio from decade to decade. In addition, there is an increasing age gap between the
bootstrapped and rebalanced portfolios. This is unsurprising because the age gap comes
from the mechanism of portfolio construction and should not depend on the data period.
As long as there are listings and delistings in the market, we should be able to see such
an age gap. The average age in bootstrapped portfolios can be viewed as a proxy for the
average age of all available stocks. According to Table 3(b), the average age of bootstrapped
portfolios varies substantially from decade to decade, compared with the much more stable
average age reported in Table 5.3. The volatile average age across time again implies that
the stock universe prior to 1977 is highly unstable.
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Figure A.1: Population of stocks in the CRSP database: existing stocks and new listings. The figure
shows the change in the stock population in the CRSP database from 1927 to 1976. The red portion in
each bar represents the number of stocks that enter the universe in the indicated calendar year. The blue
portion represents the number of stocks that have existed in the universe by the beginning of the indicated
calendar year.

Table 4(b) reports the estimation and hypothesis testing results of the time effects
model in equation (5.1). The model is fitted with stock-month data from July 1939 to
December 1976. We use July 1939 as the starting time because prior to this month, the
first quartile, median, and third quartile of the cross-sectional age distribution are not
three distinct numbers so that we have difficulty in assigning stocks to the four age groups.

Regression over the full dataset yields a significant and positive coefficient that rep-
resents the age effect. However, compared with the coefficient estimate of 0.001 in Table
5.4, the magnitude of the age effect over the earlier years is much smaller. In addition, the
t-test is much less significant according to the p-value. As for model fitting within each
age group, the age effect is significant and positive in three out of the four age groups, but
the p-values are relatively high compared with those in Table 5.4.
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Table 3(b): Average age of 100-stock bootstrapped and rebalanced portfolios over different time periods.
The average ages are calculated based on age of components of one thousand 100-stock bootstrapped and
rebalanced portfolios held over the period from July 1926 to December 1976. We report the average age
in both portfolios over each decade in the horizon of around 50 years.

Portfolio Type 1926 - 1936 1937 - 1946 1947 - 1956 1957 - 1966 1967 - 1976

Bootstrapped 4.49 11.98 17.20 17.54 11.98
Rebalanced 5.16 15.25 24.80 32.31 31.38

Table 4(b): Estimation and testing result of time effects model: July 1939 - December 1976. In the first
row, the estimate, standard error, t-statistics, and the associated p-value for the overall time effects model
are reported. In each month, the age group each stock belongs to is determined based on the cross-sectional
ranking of the stock’s current age. The breakpoints between age groups are the first quartile, median, and
third quartile of the cross-sectional age distribution. All stock-month observations are divided into four
age groups in this way. In each of the second to fifth rows, model fitting results for the indicated age group
are reported.

Age Group Estimate Std. Error t-value p-value

All ages 0.0003 0.0001 2.5544 0.0106

Child 0.0036 0.0017 2.1480 0.0317
Youth -0.0025 0.0018 -1.3851 0.1660
Adult 0.0020 0.0009 2.3186 0.0204
Senior 0.0007 0.0003 2.1954 0.0281
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Figure A.2: Age distribution in 100-stock bootstrapped and rebalanced portfolios over different time
periods. The distributions are based on age of components of one thousand 100-stock bootstrapped and
rebalanced portfolios held over the period from July 1926 to December 1976. We report the empirical age
distribution in both portfolios over each decade in the horizon of about 50 years.

Table 5(b) is a replicate of Table 5.5 with data over the earlier years. Again, the starting
time of the period over which portfolio returns are calculated is July 1939 because there
are overlappings in the first quartile, median, and third quartile of the cross-sectional age
distribution prior to this month. We can see how strong the small firm effect was during the
earlier years in this table. Regardless of the age group, the Tiny group always outperforms
the other three size groups in terms of return. Compared with the notable size effect the
age effect is less visible. Among the four Tiny portfolios, the Youth-Tiny portfolio achieves
the highest return, closely followed by Adult and Senior. Among the four Small portfolios
or the four Medium portfolios, the Senior age group always has the best return. Among
the four Big portfolios, the Adult group performs the best. Although the more senior
age groups in general perform better the return difference between a more senior group
and a less senior one is quite small compared with the return different between the Tiny
portfolios and the rest ones.

Table 6(b) provides a decade-by-decade breakdown of the performance of the sixteen
doubly sorted factor portfolios discussed earlier. To better visualize the magnitude of the
age and size effects as well as the change in the magnitude across time, we perform the
same merging procedure as what we did in Section 5.3. The decade-by-decade returns on
these merged groups, as well as return differences between merged groups, are summarized
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Table 5(b): Performance of sixteen doubly sorted equally weighted portfolios formed on age and size.
Starting from July 1939, at the beginning of each month each available stock is assigned to one of sixteen
factor portfolios based on its cross-sectional ranking of age and size. The breakpoints between adjacent
age/size groups are the first quartile, median, and third quartile of the age/size distribution. Return on
equally weighted portfolio of all stocks in each factor portfolio is calculated. All factor portfolios are held
until December 1976. The annualized return, standard deviation, and Sharpe ratio of all sixteen portfolios
are reported.

Age Group Size Group Return Std Dev Sharpe

Child

Tiny 18.60% 25.15% 0.74
Small 12.42% 20.46% 0.61

Medium 11.78% 18.34% 0.64
Big 11.64% 15.56% 0.75

Youth

Tiny 20.82% 27.10% 0.77
Small 15.10% 21.86% 0.69

Medium 13.83% 18.77% 0.74
Big 11.51% 15.92% 0.72

Adult

Tiny 20.60% 29.02% 0.71
Small 13.93% 21.47% 0.65

Medium 14.17% 19.23% 0.74
Big 12.33% 15.53% 0.79

Senior

Tiny 20.31% 29.51% 0.69
Small 16.02% 22.28% 0.72

Medium 14.39% 19.48% 0.74
Big 12.29% 15.47% 0.79

Table 6(b): Returns of sixteen doubly sorted equally weighted portfolios: by decade. Starting from
July 1939, at the beginning of each month each available stock is assigned to one of sixteen factor portfolios
based on its cross-sectional ranking of age and size. The breakpoints between adjacent age/size groups
are the first quartile, median, and third quartile of the age/size distribution. Return on equally weighted
portfolio of all stocks in each factor portfolio is calculated. All factor portfolios are held until December
1976. Annualized returns over the four non-overlapping decades of each factor portfolio are reported.

Jul 1939 - Dec 1946 Jan 1947 - Dec 1956

Tiny Small Medium Big Tiny Small Medium Big

Child 37.66% 22.47% 18.76% 14.08% Child 14.74% 13.74% 14.63% 14.53%
Youth 40.90% 25.02% 19.69% 14.69% Youth 13.74% 15.53% 15.59% 15.34%
Adult 36.30% 20.61% 18.99% 42.97% Adult 14.16% 13.01% 15.12% 18.10%
Senior 42.97% 26.13% 20.06% 14.13% Senior 14.28% 15.00% 14.62% 15.15%

Jan 1957 - Dec 1966 Jan 1967 - Dec 1976

Tiny Small Medium Big Tiny Small Medium Big

Child 11.44% 9.70% 8.59% 9.79% Child 16.78% 6.42% 6.92% 7.35%
Youth 18.45% 12.16% 12.82% 10.37% Youth 18.94% 10.15% 8.83% 6.36%
Adult 15.97% 13.11% 12.30% 10.56% Adult 18.69% 11.65% 11.96% 7.04%
Senior 12.16% 12.39% 11.26% 10.24% Senior 18.63% 13.08% 12.78% 10.11%
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in Table 7(b). The SMJ return characterizes the magnitude of age effect, and the SMB
return represents the size effect.

The average SMJ return over sixteen combinations of four size groups and four decades
is 1.02%, much lower than the average SMJ return over the recent 40 years. The positive
age effect despite its magnitude provides additional robustness to our main findings in
Chapter 5. In contrast, the average SMB return over sixteen combinations of four age
groups and four decades is 4.44%, much greater than that over the recent 40 years. The
size effect clearly dominates the age effect in the earlier years.

It is comforting to see that in the decade from 1967 to 1976, the average SMJ across
the four size groups is higher than that in the earlier three decades. This decade can be
viewed as a period of transition after which the age effect becomes dominant. In addition,
even in the earlier decades when the age effect is weak, the sign of SMJ is always positive.
In contrast, the size effect peaks with an average SMB of 11.09% in the earliest period
from 1939 to 1946 and becomes much weaker or even negative in the subsequent decades.
Combining the results in Table 5.7 and Table 7(b), we conclude that the size effect is
vanishing and highly variable, while the age effect is gradually become more dominating
and robust with respect to time period.

161



T
ab

le
7(

b
):

R
et

u
rn

d
iff

er
en

ce
b

et
w

ee
n

p
o
rt

fo
li

o
s

fo
rm

ed
o
n

a
g
e

a
n

d
si

ze
:

b
y

d
ec

a
d

e.
T

h
e

si
x
te

en
fa

ct
o
r

p
o
rt

fo
li

o
s

a
re

re
-o

rg
an

iz
ed

in
to

ei
gh

t
b
y

m
er

gi
n

g
th

e
yo

u
n

ge
st

(s
m

a
ll

es
t)

tw
o

a
g
e

(s
iz

e)
g
ro

u
p

s
a
n

d
th

e
o
ld

es
t

(b
ig

g
es

t)
tw

o
a
g
e

(s
iz

e)
g
ro

u
p

s
w

it
h

eq
u

al
w

ei
gh

ts
fo

r
ea

ch
of

th
e

fo
u

r
si

ze
(a

g
e)

g
ro

u
p

s.
A

n
n
u

a
li

ze
d

re
tu

rn
s

o
f

th
e

m
er

g
ed

p
o
rt

fo
li

o
s

ov
er

ea
ch

d
ec

a
d
e

b
et

w
ee

n
J
u

ly
19

39
an

d
D

ec
em

b
er

19
76

ar
e

re
p

or
te

d
.

C
o
n

fo
u

n
d

in
g

th
e

si
ze

g
ro

u
p

,
th

e
re

tu
rn

d
iff

er
en

ce
s

b
et

w
ee

n
th

e
tw

o
m

er
g
ed

a
g
e

gr
ou

p
s

ar
e

re
p

or
te

d
as

S
M

J
.
C

on
fo

u
n

d
in

g
th

e
a
g
e

g
ro

u
p

,
th

e
re

tu
rn

d
iff

er
en

ce
s

b
et

w
ee

n
th

e
tw

o
m

er
g
ed

si
ze

g
ro

u
p

s
a
re

re
p

o
rt

ed
as

S
M

B
.

J
u

ly
1
9
3
9

-
D

ec
em

b
er

1
9
4
6

A
g
e

g
ro

u
p

T
in

y
S

m
a
ll

M
ed

iu
m

B
ig

A
v
er

a
g
e

S
iz

e
G

ro
u

p
C

h
il
d

Y
o
u

th
A

d
u

lt
S

en
io

r
A

v
er

a
g
e

C
h

il
d

+
Y

o
u
th

3
9
.2

8
%

2
3
.7

5
%

1
9
.2

2
%

1
4
.3

8
%

T
in

y
+

S
m

a
ll

3
0
.0

6
%

3
2
.9

6
%

2
8
.4

5
%

3
4
.5

5
%

A
d

u
lt

+
S

en
io

r
3
9
.6

3
%

2
3
.3

7
%

1
9
.5

3
%

2
8
.5

5
%

M
ed

iu
m

+
B

ig
1
6
.4

2
%

1
7
.1

9
%

3
0
.9

8
%

1
7
.1

0
%

S
M

J
0
.3

5
%

-0
.3

8
%

0
.3

0
%

1
4
.1

7
%

3
.6

1
%

S
M

B
1
3
.6

4
%

1
5
.7

8
%

-2
.5

3
%

1
7
.4

5
%

1
1
.0

9
%

J
a
n
u

a
ry

1
9
4
7

-
D

ec
em

b
er

1
9
5
6

A
g
e

g
ro

u
p

T
in

y
S

m
a
ll

M
ed

iu
m

B
ig

A
v
er

a
g
e

S
iz

e
G

ro
u

p
C

h
il
d

Y
o
u

th
A

d
u

lt
S

en
io

r
A

v
er

a
g
e

C
h

il
d

+
Y

o
u
th

1
4
.2

4
%

1
4
.6

3
%

1
5
.1

1
%

1
4
.9

3
%

T
in

y
+

S
m

a
ll

1
4
.2

4
%

1
4
.6

4
%

1
3
.5

8
%

1
4
.6

4
%

A
d

u
lt

+
S

en
io

r
1
4
.2

2
%

1
4
.0

0
%

1
4
.8

7
%

1
6
.6

3
%

M
ed

iu
m

+
B

ig
1
4
.5

8
%

1
5
.4

6
%

1
6
.6

1
%

1
4
.8

9
%

S
M

J
-0

.0
2
%

-0
.6

3
%

-0
.2

4
%

1
.7

0
%

0
.2

0
%

S
M

B
-0

.3
4
%

-0
.8

3
%

-3
.0

3
%

-0
.2

4
%

-1
.1

1
%

J
a
n
u

a
ry

1
9
5
7

-
D

ec
em

b
er

1
9
6
6

A
g
e

g
ro

u
p

T
in

y
S

m
a
ll

M
ed

iu
m

B
ig

A
v
er

a
g
e

S
iz

e
G

ro
u

p
C

h
il
d

Y
o
u

th
A

d
u

lt
S

en
io

r
A

v
er

a
g
e

C
h

il
d

+
Y

o
u
th

1
4
.9

4
%

1
0
.9

3
%

1
0
.7

1
%

1
0
.0

8
%

T
in

y
+

S
m

a
ll

1
0
.5

7
%

1
5
.3

0
%

1
4
.5

4
%

1
2
.2

8
%

A
d

u
lt

+
S

en
io

r
1
4
.0

7
%

1
2
.7

5
%

1
1
.7

8
%

1
0
.4

0
%

M
ed

iu
m

+
B

ig
9
.1

9
%

1
1
.6

0
%

1
1
.4

3
%

1
0
.7

5
%

S
M

J
-0

.8
8
%

1
.8

2
%

1
.0

7
%

0
.3

2
%

0
.5

8
%

S
M

B
1
.3

8
%

3
.7

1
%

3
.1

1
%

1
.5

3
%

2
.4

3
%

J
a
n
u

a
ry

1
9
6
7

-
D

ec
em

b
er

1
9
7
6

A
g
e

g
ro

u
p

T
in

y
S

m
a
ll

M
ed

iu
m

B
ig

A
v
er

a
g
e

S
iz

e
G

ro
u

p
C

h
il
d

Y
o
u

th
A

d
u

lt
S

en
io

r
A

v
er

a
g
e

C
h

il
d

+
Y

o
u
th

1
7
.8

6
%

8
.2

8
%

7
.8

8
%

6
.8

5
%

T
in

y
+

S
m

a
ll

1
1
.6

0
%

1
4
.5

4
%

1
5
.1

7
%

1
5
.8

5
%

A
d

u
lt

+
S

en
io

r
1
8
.6

6
%

1
2
.3

6
%

1
2
.3

7
%

8
.5

8
%

M
ed

iu
m

+
B

ig
7
.1

4
%

7
.6

0
%

9
.5

0
%

1
1
.4

5
%

S
M

J
0
.8

0
%

4
.0

8
%

4
.4

9
%

1
.7

2
%

2
.7

7
%

S
M

B
4
.4

6
%

6
.9

5
%

5
.6

7
%

4
.4

1
%

5
.3

7
%

A
v
er

a
g
e

1
.7

9
%

4
.4

4
%

162



A.4.2 Portfolio Performance in Presence of Negative Serial Cor-
relation

In this section we suppose that monthly stock returns have negative serial correlation and
examine the effects of this return dynamic on the expected return of the bootstrapped and
rebalanced portfolios. We assume an AR(1) model to reflect the negative serial correlation
in stock returns. Let rit denote the simple rate of return of stock i over the tth month.
The following AR(1) model with negative values of φi is able to capture the negative serial
correlation.

(rit − µi) = φi(ri(t−1) − µi) + εit, (A.14)

where |φi| < 1 and εit’s are i.i.d. normal residuals with mean 0 and variance σ2
i . Next

we consider a fixed stock universe case where there are no new listings and delistings at
all since the portfolio construction time as well as a dynamic stock universe case where
in each month there are an equal number of new listings and delistings. We show that in
both cases the negative serial correlation does not lead to outperformance of rebalanced
portfolios (RP) over bootstrapped portfolios (BP).

Case 1: Fixed universe

Consider a fixed stock universe (no listings and delistings) of M stocks and a holding period
of T months. The log holding period returns of our N -stock bootstrapped and rebalanced
portfolios are:

T∑
t=1

log

{
1 +

1

N

M∑
i=1

I{i in BP in tth month}rit

}
(A.15)

and
T∑
t=1

log

{
1 +

1

N

M∑
i=1

I{i in RP in tth month}rit

}
(A.16)

respectively, where I{A} is an indicator function valued at 1 if event A occurs and 0 other-
wise. To show that the dynamic of rit does not lead to a difference in expected portfolio
returns, it suffices to show that for each t = 1, 2, . . . , T ,

E log

{
1 +

1

N

M∑
i=1

I{i in BP in tth month}rit

}
= E log

{
1 +

1

N

M∑
i=1

I{i in RP in tth month}rit

}
.

(A.17)
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Since the stock picking is completely random, the random variables
∑M

i=1 I{i in BP in tth month}rit
and

∑M
i=1 I{i in RP in tth month}rit are identically distributed for t = 1, 2, . . . , T . Therefore

equation (A.17) must hold, which means that negative serial correlation in stock return
time series does not lead to any difference in the expected portfolio returns. Actually what
is affected by the stock return dynamic is the variance of the portfolios returns.

Case 2: Dynamic universe

Now we move to the dynamic stock universe case. We assume for the sake of simplicity
that there are always M available stocks in the investment universe. We further assume
that at the beginning of each month K(> N) out the M stocks are delisted from the
market and the same number of new stocks are immediately added to the stock universe.
In addition in each month all available stocks have an equal probability of being delisted.
Let Mt denote the set of available stocks at the beginning of the tth month. The log
holding period returns of the two portfolios are:

T∑
t=1

log

{
1 +

1

N

∑
i∈Mt

I{i in BP in tth month}rit

}
(A.18)

and
T∑
t=1

log

{
1 +

1

N

∑
i∈Mt

I{i in RP in tth month}rit

}
(A.19)

respectively. If the rebalanced portfolio seeks to exploit the negative serial correlation in
stock return time series, it should pick stocks in a way such that E[I{i in RP in tth month}] is
higher for a lower ri(t−1) and vice versa.

We examine the probability that a stock from the available stock pool at the beginning
of the tth month is a component of the rebalanced portfolio over the tth month, i.e.
E[I{i in RP in tth month}] for some i ∈ Mt. If the stock i has been in the market before the
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portfolio construction date, i.e. i ∈
⋂t
k=1Mk,

E

[
I{i in RP in tth month}

∣∣∣∣i ∈ t⋂
k=1

Mk

]
= 1− Pr{i not in RP in tth month}
= 1− Pr{i not in RP in 1st month}
× Pr{i not in RP in 2nd month|i not in RP in 1st month} × . . .
× Pr{i not in RP in tth month|i not in RP in (t− 1)th month}

= 1− M −N
M

pt−1,

where

p =
N∑
k=0

(
K
k

)(
M−1−K
N−k

)(
M−1
N

) M −N
M −N + k

. (A.20)

Note that p is the conditional probability that a stock is not included in the rebalanced
portfolio in the current month given that it was not in the rebalanced portfolio in the
previous month. The k involved in the expression for p represents the number of delisted
stocks within the rebalanced portfolio.

If the stock i first appears in the investment universe at the beginning of the sth month
(s > 1), i.e., i /∈

⋃s−1
k=1Mk and i ∈

⋂t
k=sMk,

E

[
I{i in RP in tth month}

∣∣∣∣i /∈ s−1⋃
k=1

Mk, i ∈
t⋂

k=s

Mk

]
= 1− Pr{i not in RP in tth month}
= 1− Pr{i not in RP in sth month|i not in RP in (s− 1)st month} × . . .
× Pr{i not in RP in tth month|i not in RP in (t− 1)th month}

= 1− pt−s+1

where p is given in equation (A.20).

In summary we have

E[I{i in RP in tth month}|i was listed at s] =

{
1− M−N

M
pt−1 , if s = 1

1− pt−s+1 , if 1 < s ≤ t
. (A.21)
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It is easy to check that M−N
M

< p. Therefore 1−M−N
M

pt−1 > 1−pt and E[I{i in RP in tth month}]
is decreasing in s (increasing in age of stock i). In contrast E[I{i in BP in tth month}] is equal
to N

M
for ∀i ∈ Mt. This leads us to conclude that the difference in stock picking scheme

between the bootstrapped and rebalanced portfolios only comes through the age factor.
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