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Oil recovery from naturally fractured reservoirs with low permeability rock remains a challenge. To provide a better
understanding of spontaneous imbibition, a key oil recovery mechanism in the fractured reservoir rocks, a pore-scale
computational study of the water imbibition into an artificially generated dual-permeability porous matrix with a frac-
ture attached on top is conducted using a recently improved lattice Boltzmann color-gradient model. Several factors
affecting the dynamic counter-current imbibition processes and the resulting oil recovery have been analyzed, including
the water injection velocity, the geometry configuration of the dual permeability zones, interfacial tension, viscosity ra-
tio of water to oil phases, and fracture spacing if there are multiple fractures. Depending on the water injection velocity
and interfacial tension, three different imbibition regimes have been identified: the squeezing regime, the jetting regime
and the dripping regime, each with a distinctively different expelled oil morphology in the fracture. The geometry con-
figuration of the high and low permeability zones affects the amount of oil that can be recovered by the counter-current
imbibition in a fracture-matrix system through transition of the different regimes. In the squeezing regime, which oc-
curs at low water injection velocity, the build-up squeezing pressure upstream in the fracture enables more water to
imbibe into the permeability zone closer to the fracture inlet thus increasing the oil recovery factor. A larger interfacial
tension or a lower water-to-oil viscosity ratio is favorable for enhancing oil recovery and new insights into the effect of
viscosity ratio are provided. Introducing an extra parallel fracture can effectively increase the oil recovery factor and
there is an optimal fracture spacing between the two adjacent horizontal fractures to maximize the oil recovery. These
findings can aid the optimal design of water-injecting oil extraction in fractured rocks in reservoirs like oil shale.

I. INTRODUCTION

Fractured petroleum reservoirs typically represent over
20% of the world’s oil reserves1. Such reservoirs are poorly
understood and oil recovery from fractured reservoirs is typ-
ically lower than that from conventional reservoirs. For con-
ventional reservoirs, water flooding is one of the primary tech-
niques to enhance oil recovery (EOR), in which water is in-
jected to displace oil from the porous matrix under the pres-
sure difference. However, for the low permeable fractured
reservoirs, the water-flooding displacement is often not pro-
ductive because the limited connectivity among the pores can-
not guide effectively the flow of the expelled oil along the
pressure gradient2.

Yet still, in many naturally fractured reservoirs, the spon-
taneous imbibition (also known as capillary imbibition) pro-
vides a special mechanism for oil recovery from the matrix
which does not rely on the imposed pressure gradient. In the
spontaneous imbibition, the wetting fluid is imbibed into the
porous rock matrix due to the capillary pressure without any
external driving force. The oil in the rock matrix is expelled
and flows into the fractures due to the spontaneous imbibition
of water into the matrix from the fractures. The spontaneous
imbibition can be either co-current and counter-current, de-
pending on whether the water and oil transport in the same
(co-current) or opposite (counter-current) directions3, as il-
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FIG. 1. Schematic of the (a) co-current imbibition: the expelled oil
and the imbibing water (see arrows in the same color) flow in the
same direction, and (b) counter-current imbibition: the expelled oil
and the imbibing water (black arrows) flow in the opposite directions.

lustrated in Fig. 1. In this work, we focus on the counter-
current imbibition [Fig. 1(b)], where the wetting phase and
non-wetting phase flow in/out of the matrix at the same side,
and enclosed (by wall) matrix is necessary for such flow to
occur. The counter-current imbibition occurs more often al-
though it is less effective in terms of oil recovery. The spon-
taneous imbibition is known to be affected by many factors
including the wettability4, the porosity, permeability and het-
erogeneity of the matrix5–11, the viscosity ratio of the wetting
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to non-wetting fluids12,13 and their interfacial tension14,15, as
well as initial saturation and boundary conditions10,14,16, etc.

The spontaneous imbibition in conventional porous media
has been extensively studied17–20 due to its wide existence in
various disciplines such as oil recovery, polymer composite
manufacturing, soil science and subsurface hydrology. For
the fractured porous medium, however, it has not been fully
understood and starts to attract research attention. Rangel-
German and Kovscek21 experimentally investigated the un-
derlying flow physics of the counter-current imbibition in var-
ious fracture apertures using an X-ray computerized tomog-
raphy (CT) scanner. By changing the water injection rates
through the fractures, they have identified two spontaneous
imbibition regimes, i.e., the “filling fracture" and the “in-
stantly filled fracture" regimes which correspond to signifi-
cantly different imbibition behaviors. Later, they further veri-
fied such a finding by micromodel experiments with the aid of
pore-scale imaging techniques. Jafari et al.22 studied the ef-
fect of fracture network topology, pore sizes distribution and
structure of matrix and injection rate on the spontaneous im-
bibition using a glass micromodel.

In addition to experimental studies, pore-scale numerical
simulations have also been exploited to understand sponta-
neous imbibition. Pore-scale simulations allow easy access
to a wide range of parameters and the imbibition process can
be readily visualized so that its underlying mechanism can be
analyzed accordingly in a more controllable manner. More-
over, numerical simulations are superior to theoretical anal-
ysis when it comes to geometrically complex problems with
nonlinearity9. Rokhforouz and Amiri4 used the phase-field
method to study the effect of wettability, interfacial tension,
and viscosity ratio during counter-current imbibition process.
Jafari et al9 also used the phase-field method to investigate
the effects of water injection velocity, fracture aperture, and
grain shape during counter-current spontaneous imbibition. In
these pore-scale simulations, the solid grains in the matrix are
generally idealized as simple circular4,9 or square cylinders23.
However, the pore structures in natural rock matrix are ex-
tremely complex and irregular. In this work, we conduct the
pore-scale study of the counter-current imbibition in a matrix-
fracture system using a recently improved lattice Boltzmann
(LB) color-gradient model24. Among various multiphase LB
models (see the reviews by Huang et al.25 and Liu et al.26), the
color-gradient model has its own advantages such as high nu-
merical accuracy, strict mass conservation for each fluid and
numerical stability for a broad range of viscosity ratios24. Es-
pecially, it produces relatively thin interface and is able to con-
trol the interfacial diffusion and adjust the interfacial tension
and viscosity independently to facilitate the numerical investi-
gation27. Therefore, the color-gradient model has been exten-
sively used for modeling immiscible two phase flow in porous
media, e.g. Tolke et al.28, Huang et al.29, Chen et al.30, Gu et
al.27 and Xu et al.31.

Here, the matrix is constructed using a Voronoi tessellation
technique where the pore structure is simplified as randomly
connected throats. The throat widths are specified according
to the log-normal distribution, which was found to be a good
geometric approximation to natural porous media in statis-

tics32. Also, the matrix is constructed with two different per-
meability zones along the fracture as commonly encountered
in multiplayer geological formations33. The effect of water
injection velocity, geometry configuration of the dual perme-
ability zones, interfacial tension, viscosity ratio, and fracture
spacing (only when multiple fractures are present) is system-
atically studied, and the sensitivity analysis is performed to
find the optimal parameters that maximise the oil recovery.

II. NUMERICAL METHOD

The LB color-gradient model is employed to solve the
counter-current spontaneous imbibition processes in this
work. It is based on the work of Halliday et al.34–36 and incor-
porates the improvements given by Xu et al.24 and Yu et al.37.
The indicator or color function ρN is used to distinguish one
fluid from the other, and it is defined as

ρ
N(x, t) =

ρR(x, t)−ρB(x, t)
ρR(x, t)+ρB(x, t)

, (1)

where ρR and ρB are the densities of the red and blue fluids,
respectively; x is the position and t is the time. With this
definition, ρN = 1 and −1 represent the red fluid (oil) and the
blue fluid (water), respectively, and −1 < ρN < 1 represents
the diffuse interface where red and blue fluids coexist. For the
two-dimensional 9-velocity (D2Q9) model used in this work,
the lattice velocity vector is given by

ci =


(0,0), i = 0,
(±1,0)c,(0,±1)c, i = 1,2,3,4,
(±1,±1)c, i = 5,6,7,8.

(2)

where c = δx/δt is the lattice speed with δx being the lattice
length and δt being the time step. To allow for unequal vis-
cosities of the two fluids and at the same time to ensure the
continuity of viscosity flux across the interface38, the follow-
ing harmonic mean is employed to determine the viscosity of
the fluid mixture:

1
η

=
1+ρN

2ηR +
1−ρN

2ηB , (3)

where ηk (k = R or B) is the dynamic viscosity of fluid k,
which is related to the dimensionless relaxation time τk by
ηk = c2

s ρk(τk− 0.5)δt . Here cs = c/
√

3 is the lattice sound
speed. The distribution functions f R

i and f B
i are introduced to

represent the red and blue fluids. The total distribution func-
tion is defined as fi = f R

i + f B
i . Each colored distribution func-

tion undergoes the collision and streaming steps as follows:

f k
i (x+ciδt , t +δt) = f k

i (x, t)+Ω
k
i ( f k

i (x, t)), (4)

where i denotes the discrete velocity directions, and Ωk
i is the

collision operator. The collision operator consists of three
parts, and it is written as Ωk

i = (Ωk
i )

(3)
((Ωk

i )
(1)

+ (Ωk
i )

(2)
),

where (Ωk
i )

(1) is the single-phase collision operator, (Ωk
i )

(2)
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is the perturbation operator which generates an interfacial ten-
sion, and (Ωk

i )
(3) is the recoloring operator.

Compared to the Bhatnagar-Gross-Krook (BGK) approx-
imation, the multiple relaxation time (MRT) model39–41 of-
fers significant advantages such as reduced spurious veloc-
ities and enhanced numerical stability at low viscosities42.
As a special MRT model with only two relaxation rates,
the two-relaxation-time (TRT) model can produce viscosity-
independent wall locations even with a relatively coarse grid
resolution and is thus often used in the simulation of flows
through porous media43–45. Note that the single-phase col-
lision operator and the perturbation operator can be imple-
mented by means of total distribution function. With the TRT
model, the single-phase collision operator is expressed as

(Ωi)
(1) =−(M−1SM)i j( f j− f eq

j ), (5)

where the equilibrium distribution function f eq
i (x, t) is given

by:

f eq
i (ρ,u) = ρWi

[
1+

ci ·u
c2

s
+

(ci ·u)2

2c4
s
− u2

2c2
s

]
. (6)

Herein, ρ = ρR +ρB is the total density, u is the local fluid
velocity and the weight coefficients are W0 = 4/9, W1−4 = 1/9
and W5−8 = 1/36.

The transformation matrix M is used to transform the dis-
tributions fi from the discrete velocity space into the moment
space, and it is given by46

M =



1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2
4 −2 −2 −2 −2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0
0 0 0 0 0 1 −1 1 −1


. (7)

The resulting moments m=Mf are written as

m= (ρ,e,ε, jx,qx, jy,qy, pxx, pxy)
T , (8)

where e is related to the total energy, ε is related to energy
square, j = ρ(ux,uy) are the x and y components of the mo-
mentum, and pxx, pxy correspond to the diagonal and off-
diagonal component of the deviatoric stress tensor46, which
is the traceless part of the original stress tensor. Similarly, the
equilibrium distribution function meq is obtained by

meq =Mf eq = ρ(1,−2+3u2,1−3u2,

ux,−ux,uy,−uy,u2
x−u2

y ,uxuy)
T , (9)

where ux and uy are the x and y components of the fluid ve-
locity u. The diagonal relaxation matrix S is defined as

S = (1,se,sε ,1,sq,1,sq,sν ,sν). (10)

The first, fourth and sixth relaxation rates correspond to den-
sity ρ and momentum j, they can take any values since con-
served quantities do not change during collision. se and sν

are related to bulk and shear viscosities, and sε and sq are
free parameters. Following the recommendation of Ref.47,
these relaxation rates are taken as se = sε = sν = 1/τ and
sq = 8(2− sν)/(8− sν).

Based on the continuum surface force (CSF)48 model, the
interfacial tension can be conveniently imposed as a body
force term, and it reads as

Fs =
1
2

σK∇ρ
N , (11)

where σ is the interfacial tension coefficient, and K is the local
interface curvature calculated by48

K =−∇s ·n, (12)

where ∇s = (I−nn) ·∇ is the surface gradient operator, I is
the second-order identity tensor and n=∇ρN/

∣∣∇ρN
∣∣ is the

unit normal vector. In 2D case, the interface curvature can be
further written as

K = nxny(
∂

∂y
nx +

∂

∂x
ny)−n2

y
∂

∂x
nx−n2

x
∂

∂y
ny, (13)

where nx and ny are the components of n in the x and y direc-
tions. In Eqs. 11 and 13, the partial derivatives are calculated
using a fourth-order isotropic finite difference for minimizing
the discretization errors, for example, for a variable ψ , its par-
tial derivatives can be calculated by

∇ψ(x, t) =
1
c2

s
∑

i
Wiψ(x+ciδt , t)ci. (14)

The perturbation operator (Ωi)
(2) is given as

(Ωi)
(2) = M−1(I− 1

2
S)F (15)

with

F (x, t) = [0, 6(uxFsx +uyFsy),

−6(uxFsx +uyFsy), Fsx, −Fsx, Fsy, −Fsy

2(uxFsx−uyFsy), uxFsy +uyFsx]
T ,

(16)

in which Fsx and Fsy are the components of the body force Fs.
To correctly recover the Navier-Stokes (N-S) equations in the
interfacial region where two fluids coexist the fluid velocity
should be defined as49

ρu= ∑
i

fici +
1
2
Fsδt . (17)

Although the perturbation operator generates the interfacial
tension, the immiscibility of two fluids is not guaranteed. The
recoloring step is therefore applied to promote phase segrega-
tion and maintain a sharp interface50, and is given as

(ΩR
i )

(3)( f R
i ) =

ρR

ρ
f ∗i +β

ρRρB

ρ2 f eq
i (ρ,u= 0)cos(ϕi) |ci| ,

(18)
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(ΩB
i )

(3)( f B
i ) =

ρB

ρ
f ∗i −β

ρRρB

ρ2 f eq
i (ρ,u= 0)cos(ϕi) |ci| ,

(19)
where f ∗i represents the total distribution function along the
i-th discrete velocity direction after the perturbation and be-
fore the segregation. β is a parameter related to the interface
thickness, and can take any value between 0 and 1 to ensure
positive distributions. As β increases, the interface thickness
decreases. It is chosen to be 0.7 here for numerical stability
and model accuracy36. ϕi is the angle between the indicator
function gradient ∇ρN and the lattice velocity ci, given by

cos(ϕi) =
ci ·∇ρN

|ci||∇ρN |
. (20)

III. RESULTS AND DISCUSSION

In this section, we will analyze the effect of various fac-
tors on the counter-current spontaneous imbibition in matrix-
fracture systems, which include the water injection velocity,
interfacial tension, viscosity ratio, geometry configuration of
the dual permeability zones and fracture spacing. In the fol-
lowing, we first present a detailed description of the problem,
including the simulated geometries, boundary conditions, and
the parameter setting. Figure 2 illustrates the primary geom-

FIG. 2. Schematic of the simulated geometry used for counter-
current displacement of oil from a porous matrix by the wetting
water. White color indicates the solid grains. The inlet and outlet
are specified with arrows, and the matrix is initially saturated with
oil (red color) and the fracture with water (blue color).

etry investigated in this study. It is composed of a rectangular
porous matrix and a single fracture with the same length at-
tached on its top side. The matrix is constructed by randomly
placed throats. The throat positions are generated by applying
the Voronoi tessellation technique with randomly placed sites.
Details of this algorithm are described in Debnath et al.51. To
introduce the heterogeneity in the matrix, the sites population
density (or the number of throats) in the right-half domain
is twice of that in the left-half domain. The pore diameter
and throat width in both half-domains follow a truncated log-
normal distribution with Lognormal(µ,σ2) (µ = 0,σ = 0.5),
where the variation range is specified by the minimum and
maximum values52. The common statistic approximation for

FIG. 3. Final fluid distribution in (a) the coarse grid and (b) the fine
grid for λ = 1, σ = 30 mN/m and uin j = 5.6 mm/s. The minimum
throat width in the coarse grid is 4 lattices while in the fine grid it is
8 lattices. Note that the water and the oil are shown in blue and red
respectively.

the throat widths in natural fractured porous media is the
log-normal distribution32. The statistic average of the pore
throat width in the left half of the domain is twice of that
in the right half, yielding a dual-permeability porous matrix
with high and low permeability zones. The resultant matrix
porosity is 0.26. The length and width of the computing do-
main is L = 13.44 mm and H = 7.2 mm, which are divided
into 1680 and 900 cells, respectively. The fracture width is
h = 0.6 mm (75 lattices) and the minimum width of the pore
throats is 32µm (4 lattices).

To obtain statistically meaningful results, we should apply
sufficient number of lattices for the thinnest throat and simu-
late as many as possible pores and throats. With the restric-
tion of the high-performance computer we can access to, we
need to strike a balance on the computational efficiency and
accuracy. Thus, it is important to minimize the grid number
while necessary physics can be retained. Here we provide
a test to examine the dependence of numerical results on the
grid resolution. In order to minimize the computing resources,
we take a slice of 6.888×3.600 mm2 which incorporates the
thinnest throats from the middle upper side of the primary ge-
ometry, i.e., "left-wide matrix" shown in Fig. 2. The simu-
lation parameters are chosen as λ = 1, σ = 30 mN/m and
uin j = 5.6 mm/s (see later for the matrix configuration and pa-
rameter setting). Fig. 3(a) shows the final fluid distribution in
the coarse grid with the thinnest throat width of 4 lattices and
(b) shows the final fluid distribution in the fine grid with the
thinnest throat width of 8 lattices. It is observed that the grid
refinement only slightly affects the numerical results. The fi-
nal oil saturation in the matrix varies from 0.114 in the coarse
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grid to 0.113 in the fine grid, with a difference of 0.88%. This
verifies that the coarse grid simulation with the thinnest throat
width of 4 lattices can offer acceptable computational accu-
racy.

Initially, the fracture and the matrix are saturated with wa-
ter and oil (denoted by blue and red in Fig. 2), respectively.
Then water is continuously injected from the left inlet of the
fracture with a constant velocity of uinj, and the outlet pres-
sure is set to be zero. Both water and the expelled oil flow
out at the right end of the fracture. All the sides of the matrix
are assumed to be solid walls, except for the top side, which
is connected to the fracture. At the solid surfaces, no-slip
boundary condition is imposed by using the half-way bounce-
back scheme53 and the desired contact angle is achieved by
using the wetting boundary condition proposed by Xu et al.24,
which modifies the direction of the colour gradient ∇ρN at
the boundary to match the specified contact angle θ . These
boundary conditions are to maintain a counter-current imbi-
bition environment in which the oil in the matrix can only
flow into the fracture that supplies water, which have been
widely adopted in the previous numerical and experimental
studies of counter-current imbibition4,9,23,54. Among various
factors that influence the capillary imbibition, surface wetta-
bility is of vital importance for both imbibition rate and ulti-
mate oil recovery, and its effect has been thoroughly investi-
gated by Rokhforouz and Amiri4. They found that, when the
contact angle θ (measured from the water side) is greater than
π/4, the oil recovery is negligible, but both the imbibition rate
and the oil recovery drastically increase with decreasing con-
tact angle when θ < π/4. Similar findings are also demon-
strated by the present simulations and the simulation results
are shown in Appendix B, where the effect of surface wet-
tability is studied for the contact angles varying from π/10
to π/4. Therefore, the porous matrix is considered strongly
water-wet with θ = π/10 in the following study.

For most pore-scale studies, the ratio of gravity to capil-
lary forces is very small and thus the effects of density dif-
ference can be neglected55. In the LB simulations, the densi-
ties of both fluids are set to unity for the sake of simplicity.
Five different water-oil viscosity ratios are considered, i.e.
λ = 0.1,0.5,1,5 and 10, and six different interface tensions
are used, i.e. σ =5, 10, 15, 30, 45 and 60 mN/m. The water
injection velocity at the inlet ranges from uinj = 0.075 mm/s
to 44.4 mm/s. Unless otherwise stated, the simulation param-
eters are chosen as λ = 1, σ = 30 mN/m and uinj = 5.6 mm/s.
For each case, the simulation was run until the saturation of
water in the matrix reached a constant value.

Apart from the primary geometry setup as illustrated in
Fig. 2, we also consider several different geometries that are
derived from it to study the effect of matrix heterogeneity
and the interplay between imbibition and fluid transport in the
fractures. The first variant is the mirrored one by reversing
the matrix from left to right. The second variant is the two-
fracture system by adding an additional horizontal fracture at
various positions.

A. Effect of water injection velocity

The interaction of water with the matrix is strongly related
to the rate of water injection56 as the expelled oil accumulates
and transports in the fracture. In order to investigate the effect
of water injection velocity, eight numerical experiments with
the injection velocities of 0.075, 0.11, 0.56, 1.11, 4.44, 5.56,
22.22 and 44.44 mm/s are conducted.

Figure 4 shows snapshots of the fluid distributions for var-
ious injection velocities. It is observed that regardless of the
water injection velocity, the oil selects the widest matrix throat
connecting with the fracture to flow into the fracture, while
water in the fracture imbibes into the matrix from the other
narrower matrix throats. This is because the wider throat cor-
responding to the lower capillary pressure makes the water
imbibition more difficult. Such a pattern was also observed
by Gunde et al.23 when they analyzed the counter-current im-
bibition in a fracture-matrix system where the porous matrix
is composed of randomly placed square solid grains.

As more oil comes out of the matrix from the widest chan-
nel continuously, the oil accumulates locally to form either
piston-like plug, elongated liquid thread, or isolated drops, de-
pending on the water injection velocity. The water imbibition
characteristics including the preferential path and the imbibi-
tion depth also change significantly with the injection velocity.
We will later discuss these differences from the perspective of
different regimes.

When the oil cannot further move out from the matrix, we
assume the imbibition has reached the steady state. The fluid
distributions at the steady state for the eight different injection
velocities are presented in Fig. 5. It shows the oil recovery
factor and the imbibition depth overall increase as the water
injection velocity decreases. For the present geometry, one
would expect that the wetting fluid (water) will preferentially
enter the narrowest neighboring throat due to its highest cap-
illary pressure57. Such a trend is observed in the early stage,
while in the late stage, the water front could invade the ma-
trix further in the left-half region where the throat width is
larger [see Fig. 5(c)-(f)]. Again, this will be discussed in more
details later.

Based on the different morphologies of the expelled oil in
the fracture, as shown in Fig. 4, we identified three different
regimes: the squeezing regime when the expelled oil forms a
piston-like plug and grows in the fracture [Fig. 4 (a) - (d)]; the
dripping regime when the expelled oil forms isolated drops
in the fracture [Fig. 4 (g) and (h)]; and the jetting regime
where the expelled oil develops into a thin and elongated oil
thread [Fig. 4 (e) and (f)]. It is noted that a similar regime
classification was also performed in the studies of droplet for-
mation using a microfluidic T-junction58–60. These three dif-
ferent regimes are analyzed below individually.

First, when the water injection velocity is small (typically
varying from 0.075 mm/s to 1.11 mm/s), the squeezing
regime occurs, where the expelled oil blobs form a continu-
ally growing plug in the fracture [Fig. 4 (a) - (d)]. The oil
plug is big enough to entirely block water flowing through the
fracture. As a result, the pressure builds up at the upstream
of the oil plug as observed in the simulations. The increased
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FIG. 4. Snapshots of fluid distributions during imbibition for different injection velocities: (a) uinj = 0.075 mm/s; (b) uinj = 0.11 mm/s;
(c) uinj = 0.56 mm/s; (d) uinj = 1.11 mm/s; (e) uinj = 4.44 mm/s; (f) uinj = 5.56 mm/s; (g) uinj = 22.22 mm/s and (h) uinj = 44.44 mm/s.
Note that the water and the oil are shown in blue and red respectively.
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FIG. 5. Fluid distributions at steady-state for different injection velocities: (a) uinj = 0.075 mm/s; (b) uinj = 0.11 mm/s; (c) uinj = 0.56 mm/s;
(d) uinj = 1.11 mm/s; (e) uinj = 4.44 mm/s; (f) uinj = 5.56 mm/s; (g) uinj = 22.22 mm/s and (h) uinj = 44.44 mm/s. Note that the water and
the oil are shown in blue and red respectively.
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FIG. 6. (a) Time evolution of the oil recovery factor for different injection velocities of 0.075 mm/s, 0.11 mm/s, 0.56 mm/s, 1.11 mm/s,
4.44 mm/s, 5.56 mm/s, 22.22 mm/s and 44.44 mm/s; (b) The magnified illustration of the oil recovery factor evolution in the dripping
regime.

pressure at the upstream forces water to advance into the left-
half region of the matrix gradually from the upstream. At the
same time, as the plug length increases, it blocks the imbibi-
tion of water into the narrower throats in the right-half region
of the matrix. This mechanism explains why we observe the
counterintuitive phenomenon that water advances further in
the left-half region of the matrix which has wider throats, as
shown in Fig. 5(c) and (d). For the extremely low water in-
jection rate, e.g. uinj ≤ 0.11 mm/s, we can clearly see from
Fig. 5(a) and (b) that water progresses with three distinctive
capillary fingers into the matrix. In the squeezing regime,
thanks to the blocking effect from the oil plug, more water
imbibes into the matrix and thus a relatively large amount of
oil is expelled from the matrix into the fracture. This sug-
gests a higher oil recovery factor at steady state as shown in
Fig. 6(a).

As the water injection velocity increases further, e.g., uinj =
4.44 mm/s and 5.56 mm/s, the jetting regime occurs where
the expelled oil exhibits a shape different from the one in the
squeezing regime. Due to the higher water injection velocity

in the fracture, the oil droplet is stretched into a long thread by
the incoming water, with its root attached to the widest matrix
channel that supplies the expelled oil [Fig. 4 (e) and (f)]. Af-
ter the oil thread gets pinched off at its root, it quickly retracts
to a dumbbell shape. During the early stage of the oil thread
spreading towards the right end of the fracture, the imbibi-
tion of water into the right-half region of the matrix is quickly
blocked, which explains why the final oil recovery factor is
much less than that in the squeezing regime [see Fig. 6(a)].
The dumbbell-shaped oil thread eventually flows out of the
fracture, which can be seen from Fig. 5 (e) and (f).

As the rate of water injection continues to increase, the ex-
pelled oil enters the fracture as isolated drops [Fig. 4 (g) and
(h)], which is known as the dripping regime. The higher in-
jection velocity results in a larger shear force acting on the
expelled oil drop, leading to an earlier pinch-off before it can
grow longer. The size of the drop decreases with increas-
ing water injection rate. These drops are transported quickly
along the fracture by the injected water. Since the water is able
to freely flow out through the fracture and no blocking effect
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FIG. 7. Time evolution of the pressure difference (which is scaled against the water injection velocity uin j) between the upstream and outlet
in the fracture for three typical regimes. Blue lines with solid circles correspond to the case shown in Fig. 4(d) (the squeezing regime), the
dashed red and magenta lines correspond to Fig. 4(e) and (f) (the jetting regime), and the green and black lines with open triangles correspond
to Fig. 4(g) and (h) (the dripping regime). The black squares labelled I, II and III correspond to the three snapshots shown in Fig. 4(d), while
IV represents the instant at which the widest matrix throat connected with the fracture being invaded by water. The dimensionless time T is
defined by T = t/ts where ts is the time of reaching the steady state. The values of ts are 12.96s, 7.2s, 6.48s, 5.04s and 2.59s for Fig. 4(d)-(h).

FIG. 8. The distributions of pressure (difference to the outlet pres-
sure) at the times of (a) t=0.72s; (b) t=3.46s and (c) t=5.33s, which
correspond to the three snapshots shown in Fig. 4(d).

exists, overall imbibition depth is much shallower than that in
the other two regimes. Accordingly, the oil recovery factor in
this regime is the lowest among all the three regimes, typically
lower than 8% as observed in Fig. 6(a). On the other hand, the
water infiltration path into the matrix is less selective than the
other two regimes, as can been seen from Fig. 5 (g) and (h)
where the imbibition front progresses almost uniformly down
into the matrix. This regime resembles the “instantly filled
fracture" regime identified experimentally by Rangel-German
et al.21, in which water is mainly pumped through the frac-
ture and little water is imbibed into the matrix. In addition,
the water saturation in the matrix in this regime scales lin-
early (correlation coefficient of 0.99) with the square root of
time before reaching the steady state [see Fig. 6(b)], which is
consistent with the experimental finding of Rangel-German et
al.56.

Among the above three regimes, the squeezing regime has
the highest oil recovery factor and takes a relatively long time
to reach the steady state. Specifically, the maximum oil re-
covery factor rf = 0.25 is reached at uinj = 0.56 mm/s in the
squeezing regime. On the contrary, in the dripping regime, the
imbibition reaches the steady state almost instantly, and the
final oil recovery factor is extremely low. We also record the
pressure differences between the upstream and outlet in the
fracture during the displacement for the three typical regimes,
and the results are shown in Fig. 7. Among these three
regimes, the pressure build-up is the most significant in the
squeezing regime. For the squeezing regime, the pressure
upstream keeps at a high level before reaching IV, although
sudden drop occurs when more wetting fluid is imbibed into
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FIG. 9. Snapshots of fluid distributions during imbibition in the right-wide matrix for different injection velocities: (a) uinj = 0.075 mm/s;
(b) uinj = 0.11 mm/s; (c) uinj = 0.56 mm/s; (d) uinj = 1.11 mm/s; (e) uinj = 4.44 mm/s; (f) uinj = 5.56 mm/s; (g) uinj = 22.22 mm/s and
(h) uinj = 44.44 mm/s. Note that the water and the oil are shown in blue and red respectively.
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FIG. 10. Steady-state fluid distributions in the right-wide matrix for different injection velocities: (a) uinj = 0.075 mm/s; (b) uinj = 0.11 mm/s;
(c) uinj = 0.56 mm/s; (d) uinj = 1.11 mm/s; (e) uinj = 4.44 mm/s; (f) uinj = 5.56 mm/s; (g) uinj = 22.22 mm/s and (h) uinj = 44.44 mm/s.
Note that the water and the oil are shown in blue and red respectively.

FIG. 11. Ultimate oil recovery factor as a function of injection ve-
locity uinj for both the left-wide and the right-wide matrixes.

the matrix. The pressure build-up process in the squeezing
regime can be also seen from the pressure distributions plotted
in Fig. 8. As the oil plug grows, the pressure upstream in the
fracture increases while the pressure of the non-wetting fluid
in the matrix decreases [Fig. 8(a)-(c)]. For the jetting regime,
a certain level of pressure build-up is also observed, which is
consistent with the fluid distributions in Fig. 4(e) and (f). In
contrast, the pressure upstream maintains at a rather low level
throughout the displacement process for the dripping regime.

B. Effect of geometry configuration of the dual permeability
zones

The porous matrix in the primary geometry is intentionally
constructed as two different regions, where the mean channel
width in the left-half region of the matrix is twice of that in
the right-half region. Such an geometry configuration of the
matrix is expected to significantly influence the water imbibi-
tion process due to the interplay of the water imbibition into

the matrix and oil accumulation and transport in the fracture.
As previously shown in Fig. 4, the oil blobs prefer flowing
through the widest throat into the fracture and accumulate lo-
cally in the fracture towards the downstream direction. In the
squeezing and jetting regimes, the oil plug or thread would
entirely or partially block the matrix entrances downstream.
Thus, it is important whether the high permeability zone is
located upstream or downstream of the fracture.

In this subsection, we investigate how the geometry con-
figuration of the high and low permeability zones affects the
imbibition process and the oil recovery factor. By reversing
the matrix in the primary geometry (Fig. 2) from left to right,
we create another geometry with wide throats distributed in
the right-half region of the matrix and the water is still injected
from the left end of the fracture. The new set-up is tantamount
to reversing the water injection direction in Fig. 2. We now
distinguish the two matrixes by calling the original one “left-
wide matrix" and the new one “right-wide matrix”, respec-
tively. The left-wide matrix corresponds to the geometry con-
figuration that the high permeability zone is located upstream
and the low permeability zone downstream. By contrast, the
right-wide matrix has the high permeability zone downstream
and the low permeability zone upstream.

Fig. 9 shows the water imbibition process in the right-wide
matrix and the dynamics of expelled oil blobs in the frac-
ture for eight different injection velocities. Note that the cor-
responding results regarding the left-wide matrix have been
shown in Fig. 4. Different from the results in Fig. 4, it is
seen in Fig. 9 that the squeezing regime [Fig. 9(a-d)] changes
to the dripping regime [Fig. 9(e-h)] directly without undergo-
ing the jetting regime, as the oil shape in the fracture changes
from plug to small drop by increasing injection velocity. The
regime alteration process is seen clearly from row (d) to (e)
in Fig. 9, as the location of the high permeability zone is
downstream near the outlet of the fracture, the expelled oil
blobs from the widest throat are snapped off easily and car-
ried away quickly as the injection velocity increases. Thus the
elongation of the oil thread is less likely to happen. In ad-
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dition, we also notice that water advances almost exclusively
into the matrix from the left-half region, i.e. low permeabil-
ity zone [also see the steady-state fluid distributions in Fig. 10
(a)-(d)], whereas in the left-wide matrix, water invades mostly
into the high permeability zone. This difference lies in that in
the right-wide matrix, the preference of water imbibition into
the narrower throats is attributed not only to the larger capil-
lary pressure, but also to the build-up squeezing pressure.

Figure 11 plots the final oil recovery factor as a function of
water injection velocity for both the left-wide matrix and the
right-wide matrix. It reveals that the oil recovery factor is high
(around 0.22 ∼ 0.26) at low injection velocity (uinj ≤ 0.78
mm/s) in both geometry configurations. Upon increasing uinj
from 1.11 mm/s, the oil recovery factor decreases and reaches
its minimum value of 0.04 at the highest injection velocity in
both matrix geometries. It is seen in Fig. 11 that there exists
a critical velocity (around 0.78 mm/s) above which the left-
wide matrix has a higher oil recovery factor, but below which,
the right-wide matrix has a higher oil recovery factor. In the
left-wide geometry, water is found to advance further into the
left-half region (high permeability zone) which is connected
to the upstream of the fracture. This counters our intuition
that wider throats corresponding to smaller capillary pressure
unfavor the imbibition of water into the matrix. We speculate
that this is due to the build-up squeezing pressure upstream
when the oil blobs accumulate at the downstream of the frac-
ture and block the fracture channel. By flipping the geome-
try from “left-wide matrix” to “right-wide matrix”, we again
observe that water invades deeper into the left-half region of
the matrix (low permeability zone) that is adjacent to the up-
stream of the fracture, which confirms our speculation. To
conclude, the geometry configuration of the dual permeability
zones plays a significant role in the oil recovery by counter-
current imbibition in a fracture-matrix system.

C. Effect of interfacial tension

As spontaneous imbibition is a result of capillary pressure,
the dynamic imbibition process and the final recovery factor
are significantly affected by the interfacial tension between
two fluids61. To investigate the impact of the interfacial ten-
sion on the oil recovery process in a fracture-matrix system,
six different simulations with the interfacial tension values of
σ = 5, 10, 15, 30, 45 and 60 mN/m are carried out. All the
other parameters are chosen as the default values mentioned
before, and the primary geometry, i.e. the left-wide matrix is
used as an illustration.

According to the Young-Laplace equation, the capillary in-
trusion of water into the matrix is weakened with the decrease
of interfacial tension σ . This is confirmed by the imbibition
depths in Fig. 12, which shows the dynamic imbibition pro-
cesses at different values of σ . It is also observed that with
the interfacial tension decreasing from 30 mN/m to 5 mN/m,
the flow regime for the expelled oil changes from the jetting
regime [Fig. 12 (a) and (b)] to the dripping regime [Fig. 12
(c)]. In this regard, decreasing interfacial tension has a simi-
lar effect to increasing water injection velocity, which can be

explained by the competition between the viscous shear force
exerted on the expelled oil blobs and the capillary force resist-
ing the interface deformation. However, the imbibition behav-
ior in the matrix cannot be described by the capillary number
(Ca). The capillary number is often used to characterize the
forced displacement, in which the characteristic velocity, as a
measure of viscous force, is defined as the injection velocity
or the imposed pressure difference. In the spontaneous imbi-
bition, the imbibition rate is not determined by the injection
velocity of water into the fracture but by the interfacial ten-
sion, suggesting that it is more appropriate to use the interfa-
cial tension rather than the capillary number defined through
the injection velocity of water for our discussion.

Figure 13 presents the steady-state oil-water distribution for
different interfacial tensions. It shows that with larger interfa-
cial tension, the water imbibes deeper into the left-half matrix
with high permeability. This is because the elongated expelled
oil in the jetting regime can block the fracture channel to some
extent, leading to an increased upstream pressure that drives
more water into the high permeability zone. In addition, in-
creasing σ will increase the capillary pressure, which acts as
the only driving force for spontaneous imbibition of water into
the matrix, leading to more water imbibed into the matrix and
enhancing the oil recovery.

Figure 14 displays the oil recovery factor as a function of
the square root of time for different interfacial tensions. It
is found that a larger interfacial tension leads to a higher im-
bibition rate and usually a higher ultimate oil recovery fac-
tor. These trends are consistent with the previous findings by
Rokhforouz and Amiri4 who studied the imbibition of water
from a fracture into a porous media composed of randomly
distributed cylinders using the phase-field method. In addi-
tion, Fig. 14 shows that in the dripping regime, the linear re-
lationship between the oil recovery factor and the square root
of time is still valid.

D. Effect of viscosity ratio

The effect of viscosity ratio, defined as λ = µwater/µoil , is
investigated for λ = 0.1, 0.5, 1, 5 and 10. Different values of
viscosity ratio are achieved by adjusting the viscosity of oil
while keeping the viscosity of water unchanged.

Fig. 15(a) shows snapshots of the fluid distributions for
the viscosity ratios of 0.1, 1 and 10. It is found in the frac-
ture that the expelled oil morphology changes from jetting
regime to the dripping regime with increasing viscosity ra-
tio. In the jetting regime, see Fig. 15 [row (a)], water pro-
gresses more in the high permeability zone because the long
oil thread blocks the water passage into the low permeability
zone. Fig. 15(b) shows a combination of the jetting and drip-
ping regimes. Clearly, water advances into the matrix within
a very limited depth because of high viscous force between
oil and the matrix wall. When the viscosity ratio is increased
to 10, see Fig. 15(c), the oil blob occupies the whole cross-
section of the fracture, and the squeezing regime seemingly
occurs. However, the squeezing pressure upstream is not built
up because the oil plugs in the fracture are driven by water
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FIG. 12. Snapshots of fluid distributions during imbibition for different interfacial tensions: (a) σ = 30 mN/m; (b) σ = 15 mN/m and
(c) σ = 5 mN/m. Note that the water and the oil are shown in blue and red respectively.

FIG. 13. Fluid distributions at steady-state for different interfacial tensions: (a) σ = 30 mN/m; (b) σ = 15 mN/m and (c) σ = 5 mN/m. Note
that the water and the oil are shown in blue and red respectively.
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FIG. 14. Time evolution of oil recovery factor for various water-oil
interfacial tensions. The solid and dashed lines are the linear fits to
the data of σ = 10 mN/m and σ = 5 mN/m, respectively, which are
given by r f = 0.03524× t0.5 and r f = 0.02699× t0.5.

towards the outlet quickly. Note that the formed oil plugs
move more easily towards the outlet in the fracture when the
oil phase is of lower viscosity. In this case, the water front
advances evenly into the left and right regions of the matrix –
like in the dripping regime. Figure 16 displays the oil recov-
ery factor as a function of the square root of time for various
viscosity ratios. It is clear that the highest oil recovery factor
is reached when λ = 0.5, different from the previous finding
of Rokhforouz and Amiri4, who found the highest oil recov-
ery factor occurring at the viscosity ratio of unity. In addition,
the imbibition rate increases with the viscosity ratio, and the
linear relationship between oil recovery factor and the square
root of time is interestingly observed for λ = 5 and λ = 10,
also like in the dripping regime.
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FIG. 15. Snapshots of the fluid distributions during imbibition for different viscosity ratios: (a) λ = 1; (b) λ = 0.1 and (c) λ = 10. Note that
the water and the oil are shown in blue and red respectively.
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FIG. 16. Time evolution of the oil recovery factor for the viscosity
ratios of 0.1, 0.5, 1, 5 and 10. Note that the solid and dashed lines
represent the linear fits to the data of λ = 5 and λ = 10, respectively,
which are given by r f = 0.10439× t0.5 and r f = 0.12858× t0.5.

E. Effect of fracture spacing

In standard “water-flooding” oil recovery, the fracture spac-
ing is an important characteristic of natural fractured rock62–65

that affects the water supply, the transport of expelled oil and
thus the amount of recoverable oil. It is also important in arti-
ficially created fracture network during unconventional gas &
oil extraction to optimize the production rate and reduce the
economic costs66–69. To investigate the effect of fracture spac-
ing on the counter-current imbibition, we add another horizon-
tal fracture in the primary geometry. By varying the spacing
between the added fracture with the original one, we can ob-

serve the effect of fracture spacing on the dynamic imbibition
process and the ultimate oil recovery factor. Eight different
fracture spacings are considered, where the fracture spacings
normalized by the matrix height are δ = 0.167, 0.333, 0.5,
0.667, 0.74, 0.81, 0.833 and 0.88, respectively.

Figure 17 shows the steady-state fluid distributions for dif-
ferent fracture spacings where the result of the primary ge-
ometry with a single fracture is also shown for comparison.
From this figure, it can be seen that the interaction between
the water fronts from different fractures is greatly affected by
the fracture spacing. Specifically, when two fractures are very
close to each other [Fig. 17(b)], the oil in the porous matrix
located between two fractures is quickly expelled out, and
thus only the lower fracture supplies water for further imbi-
bition into the lower porous region. By increasing the frac-
ture spacing, the water fronts from two fractures have more
space to develop, and thus more oil is expelled into the frac-
ture [Fig. 17(c) - (d)]. This explains why the oil recovery fac-
tor overall increases with the fracture spacing, which is shown
in Fig. 18. However, when the fracture spacing δ is increased
from 0.667 to 0.88, the oil recovery factor does not increase
but decrease instead (Fig. 18). This is because the lower frac-
ture is too close to the matrix downside boundary, leading to
dead throats in the lower porous region and thus restricting the
development of water fronts, for example, at δ = 0.833 [see
Fig. 17(f)].

IV. CONCLUSIONS

A lattice Boltzmann color-gradient model is used for pore-
scale simulation of the counter-current water-oil imbibition in
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FIG. 17. Fluid distributions at steady-state for different fracture spacing: (a) δ = 0; (b) δ = 0.167; (c) δ = 0.333; (d) δ = 0.5; (e) δ = 0.667
and (f) δ = 0.833. Note that δ = 0 corresponds to the primary geometry with only one fracture. Note that the water and the oil are shown in
blue and red respectively.

FIG. 18. Ultimate oil recovery factor as a function of the fracture
spacing, which is normalized by the matrix height.

a strongly water-wet fracture-matrix system. The effects of
water injection velocity into the fracture (uinj), geometry con-
figuration of the high and low permeability zones, interfacial
tension (σ ), viscosity ratio (λ ) of water to oil and the fracture
spacing (δ ) (if there are multiple fractures) on the dynamic
imbibition process and the ultimate oil recovery factor are sys-
tematically analyzed. The main findings are summarized as
follows.

The morphology of the expelled oil in the fracture changes
with the water injection velocity and the interfacial tension.
Depending on the relative strength of the viscous shear force
and capillary force, the expelled oil in the fracture appears as
either plugs or long threads or isolated drops. Accordingly,
they are classified into three regimes, i.e. squeezing, jetting
and dripping.

In the primary geometry, i.e. the one with left-wide porous

matrix, we observe the counter-intuitive phenomenon that
more water invades into the left-half region of the matrix (high
permeability zone), which is due to that the oil plug entirely
blocks the downstream fracture channel. The build-up pres-
sure upstream facilitates water to invade the wider throats
which improves the oil recovery factor. The ultimate oil re-
covery factor is not significantly affected by the injection ve-
locity and is generally high in the squeezing regime; whereas
in the jetting regime, it decreases gradually with the increase
of injection velocity. In the dripping regime, the ultimate oil
recovery factor is extremely low and we find that the amount
of oil expelled out from the matrix scales with the square root
of time, consistent with the previous experimental result56.

The geometry configuration of the high and low permeabil-
ity zones affects the amount of oil that can be recovered by the
counter-current imbibition in a fracture-matrix system. There
exists a critical injection velocity above which water is prefer-
ably injected from the fracture end adjacent to the high per-
meability zone.

Decreasing interfacial tension favors reduction of the oil re-
covery as the oil morphology in the fracture shifts to the drip-
ping regime. Increasing water-to-oil viscosity ratio leads to a
higher water imbibition rate and the highest oil recovery fac-
tor is achieved at λ = 0.5. Finally, introducing a second hor-
izontal fracture is found to significantly enhance oil recovery.
Increasing fracture spacing first leads to an increasing trend of
the oil recovery factor, and then the highest oil recovery factor
is reached when the fracture spacing is large enough to allow
the water imbibition fronts from different fractures to develop
independently. A further increase of the fracture spacing de-
creases the oil recovery factor as the lower fracture becomes
too close to the matrix downside boundary.
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Appendix A: Conversion between the lattice and physical units

In the LB simulation, the physical quantities are repre-
sented in lattice units, for example, the time step δt is 1,
and the lattice spacing δx is also 1. Considering that the
typical size of pores and throats in the natural porous me-
dia of interest is on the order of 10− 100 µm70, the follow-
ing reference values are chosen to match the parameters in
lattice units towards their physical values: the length scale
l0 = 8×10−6 m, the mass scale m0 = 5.12×10−13 kg, and
the time scale t0 = 7.2×10−7 s. Thus the physical length is
obtained by lphy = l0l, the density by ρ phy = ρm0/l03, and the
interfacial tension by σ phy = σm0/t02.

FIG. 19. Final fluid distributions for different contact angles: (a) θ =
π/4; (b) θ = π/6; (c) θ = π/8 and (d) θ = π/10. Note that the water
and the oil are shown in blue and red, respectively.

Appendix B: The effect of wettability

To investigate the effect of wettability on the fluid displace-
ment during the imbibition process, four preliminary tests
have been carried out for the primary geometry with contact
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FIG. 20. The oil recovery factor as a function of time for the contact
angles of π/4, π/6, π/8 and π/10.

angles of π/10, π/8, π/6 and π/4. The other parameters
are chosen as the default values. Figure 19 shows the final
fluid distributions for different contact angles. It can be
observed that as the contact angle decreases from π/4 to
π/10, the amount of water that can be imbibed into the matrix
keeps increasing. Fig. 20 plots the time evolution of the oil
recovery factor. It is seen that both the imbibition rate and the
ultimate oil recovery increase as the contact angle decreases,
consistent with the previous numerical results4.
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