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Learning Human Activities through Wi-Fi Channel
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Member, IEEE

Abstract—Wi-Fi channel state information (CSI) provides
adequate information for recognizing and analyzing human
activities. Because of the short distance and low transmit power
of Wi-Fi communications, people usually deploy multiple access
points (APs) in a small area. Traditional Wi-Fi CSI based human
activity recognition methods adopt Wi-Fi CSI from a single AP,
which is not so appropriate for a high-density Wi-Fi environment.
In this paper, we propose a learning method that analyzes the
CSI of multiple APs in a small area to detect and recognize
human activities. We introduce a deep learning model to process
complex and large CSI information from multiple APs. From
extensive experiment results, our method performs better than
other solutions in a given environment where multiple Wi-Fi APs
exist.

Index Terms—Wi-Fi Channel State Information (CSI), Deep
Learning, Human Activity Recognition

I. INTRODUCTION

Human activity recognition is important to many appli-
cations, such as crowdsensing, social networks, and recom-
mendation systems [1]. In recent years, recognizing human
activities through Wi-Fi channel state information (CSI) has
become an emerging technology for activity recognition [2].
As human body may reflect or absorb Wi-Fi signals in a small
area, human activities will change the Wi-Fi CSI during Wi-Fi
communications. Many works attempt to use the information
of Wi-Fi signals to find out various human activities such as
walking, sitting and micro activities [3].

Usually, there are several ways to recognize human activities
with Wi-Fi CSI. A typical way is to build a signal transmit
model to calculate the human movement through the infor-
mation of Wi-Fi signals [2]. This method is efficient for a
simple Wi-Fi environment with a single access point (AP) and
given barriers. Unfortunately, as people have to deploy a large
number of Wi-Fi APs to cover the communication area, the
Wi-Fi environment is very dense and complex. It is very hard
to formulate existing Wi-Fi environment through an intuitive
mathematical model.

Learning is another way to find out valuable information
from complex and large datasets [4]. In Wi-Fi CSI, signal
strength is usually visualized into figures, which can be
analyzed by many state-of-the-art artificial intelligence tech-
niques. Among all the existing learning methods, deep learning
is preferred on the image tasks due to its strong ability of
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extracting features from a large amount of data. In human
activity recognition, deep learning is also considered as a
suitable method to find out different human activities from
various sensing data. Therefore, we introduce deep learning
model for recognizing human activities from Wi-Fi CSI data.

First, we develop a system to capture the Wi-Fi CSI data
from all connectable APs. In our work, the data collection is
performed in an indoor environment where multiple APs exist.
During this process, the corresponding human activities are
also recorded to label the CSI data. Then, we design a data
structure to encode and storage the collected data. In order
to analyze the relationship between CSI and human activity,
we design and implement a multi-layer convolutional neural
network (CNN) model. In experiments, we train our deep
learning network with labeled Wi-Fi CSI datasets and test its
actual recognition performance. We also compare our method
with a support vector machine (SVM) based learning method.

The main contributions of this paper are summarized as
follows.

• We first study the human activity recognition problem
with Wi-Fi CSI in environment where multiple APs exist.
To the best of our knowledge, this is the first work to
recognize human activities with multiple APs.

• We then introduce a deep learning model to recognize
human activities from complex and large Wi-Fi CSI
datasets. We design an appropriate input data structure
and a multi-layer CNN for activity recognition.

• We take the performance evaluation of the deep learning
based method with extensive experiments in a given
environment. We also compare our recognition method
with a traditional SVM based learning method.

The remainder of this paper can be outlined as follows.
Section II introduces human activity recognition with Wi-
Fi CSI and deep learning technologies in human activity
recognition. Section III introduces the scenario of human ac-
tivity recognition with Wi-Fi CSI in a multi-AP environment.
Section IV describes the input data structure and the deep
learning network. Section V presents the evaluation results of
the deep learning based human activity recognition through
extensive experiments, followed by the conclusions drawn in
Section VI.

II. RELATED WORK

In this section, we first introduce some previous works
in CSI-based human activity recognition, then discuss deep
learning in human activity recognition.
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A. Human activity recognition with Wi-Fi CSI

Radio based human activity recognition is a method to
detect the changing of radio information as human body will
reflex or absorb radio waves. As there are many methods for
radio based human activity recognition, Wi-Fi radio based
activity recognition is an emerging solution that uses existing
network infrastructure. In most recent research works, people
can use pre-installed wireless network adapters to retrieve
enough information from Wi-Fi APs for activity recognition.

In Wi-Fi radio based activity recognition, earlier works
usually use received signal strength indication (RSSI), which
is considered as a single amplitude measurement of signal
information [5]. Comparatively, Wi-Fi CSI provides phase
information as well as amplitude measurement for each sub-
carrier, which provides higher accuracy than RSSI based
methods. Wang et al. [2] first introduced fine-grained Wi-Fi
CSI to recognize human activities in home environments. For
recognizing home activities, they collected Wi-Fi CSI data
from a given AP and modeled the radio transferring with
human activities.

Wi-Fi CSI based recognition is also able to detect human
activities behind the walls. Adib et al. [6] proposed a recogni-
tion solution through the interference nulling in multiple input
multiple output (MIMO) Wi-Fi system to find out the human
activity behind walls. The recognition method adopts a single
AP with two antennas and measures nulled signals to find
out the reflections off in transmitting. An interesting idea in
the recognition method is a technique named inverse synthetic
aperture radar is introduced to track moving objects.

Signal preprocessing can improve the accuracy of activity
recognition through Wi-Fi CSI. Pu et al. [7] presented a signal
preprocessing that transforms received signals into narrowband
pulse to detect a Doppler shift in small-scale human activities
such as hand gestures. The authors repeated the orthogonal fre-
quency division multiplexing (OFDM) symbol in the received
signal than performed fast Fourier transform (FFT).

These works focused on the simple Wi-Fi environment
in which there is only one AP transferring signals without
references. In a high-density Wi-Fi environment, as Wi-Fi CSI
is interfered by complex wireless radios, the accuracy of these
methods will also be influenced.

B. Deep learning in human activity recognition

Human activity recognition is an emerging application of
deep learning technologies. Many works focus on activity
recognition with different deep learning models. In human
activity recognition, there are two categories of methods
including unimodal methods and multimodal methods. Uni-
modal methods recognize human activities from single modal-
ity data while multimodal recognize activities from multiple
modality data. Deep learning is adopted in both unimodal and
multimodal methods for human activity recognition. As one
of the unimodal methods, Rahmani et al. [8] proposed a deep
learning based action recognition from multiple camera views.
The authors introduced learning model to find out semantic
relationships from images of multiple camera views and map
images into a single view.

AP

AP
AP

Human

Human

PC

PC

Room

Fig. 1. Wi-Fi CSI based human activity recognition with multiple APs

As one type of unimodal methods, shape-based methods first
model the motion of human body parts then efficiently recog-
nize human activities. In a shape-based method, deep learning
is usually used for estimating human poses from multisource
data. Toshev et al. [9] adopted deep neural networks (DNN)
regression for pose estimates in a holistic manner.

Deep learning plays an important role in multimodal meth-
ods. Martinez et al. [10] adopted deep learning to explore the
most informative features for recognition of human affective
states. Deep learning performs efficiently for activity recogni-
tion based on social networking.

Kim et al. [11] introduced deep belief networks (DBM) to
recognize human emotions from audio datasets. They adopted
DBM in both supervised and unsupervised models to acknowl-
edge non-linear relationships. Shao et al. [12] applied deep
learning to combine different modalities such as appearance
and motion features collected from social networks. Gan et
al. [13] proposed an approach for recognizing human events
in videos by introducing deep learning to identify the most
important frames in video sequences.

Deep learning is an efficient way to recognize human
activities in complex information, which is also appropriate
for exploring complex Wi-Fi information data from multiple
APs.

III. WI-FI CSI BASED HUMAN ACTIVITY RECOGNITION
WITH MULTIPLE APS

In this section, we will discuss a typical scenario of the
human activity recognition with multi-AP CSI. We first use an
example to introduce the scenario, then address the problems
for human activity recognition.

People often use many Wi-Fi APs for better signal quality
and network performance. Thus, in multiple Wi-Fi environ-
ments, there are more than one APs near to the computers
or devices. As shown in Fig.1, there are five APs and two
personal computers. All computers can receive signals from
all five APs. We assume all computers can record the Wi-Fi
CSI from each AP, and the interferences from human activities
can be sensed.
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Fig. 2. Structure of Wi-Fi CSI based human activity recognition system with
multiple APs

In the scenario, two people absorb and reflect a part of Wi-Fi
radio from APs to computers. When a people moves its body,
Wi-Fi CSI will be influenced since the absorbed or reflected
radio is changed. Wi-Fi CSI based activity recognition mean-
s recognizing different Wi-Fi CSI changing during human
activities. As there have been several tools for recording
CSI data in general Wi-Fi hardware, it is possible to sense
Wi-Fi CSI data for activity recognition. For a single AP
environment, the problem is to find an efficient way for
recognizing activities in Wi-Fi CSI information. In a multiple
APs environment, sensing Wi-Fi CSI data from a single AP
will be interfered by other Wi-Fi communications. Fortunately,
network adapters can also sense additional information from
other APs. Therefore, to improve the recognition accuracy in
the scenario, we design an activity recognition system that
obtains Wi-Fi CSI from multiple APs, and based on that,
recognizes the corresponding human activities. As shown in
Fig. 2, we add an OFDM receiver in the signal processing
module for receiving Wi-Fi CSI from multiple active APs. In
our system, we combine the multiple Wi-Fi CSI data into the
input data structure for training our deep learning model. We
will introduce the input data structure in next section.

There are two phases in deep learning based recognition,
namely, the training phase and inference phase. For training
phase, we collect the Wi-Fi CSI data and label them with the
corresponding human activities. For example, if we record the
Wi-Fi CSI data during a person stands up, the label of this
combined dataset will be set as “Standup”. We maintain a
knowledge dataset for all labeled data. In the training phase,
the system will load the combined data from the Wi-Fi CSI
dataset and train the learning network. In the inference phase,
the system will recognize different human activities from the
input Wi-Fi CSI information using the learning network.

IV. LEARNING MODEL

In this section, we first present the data structure in the
training phase, then introduce the proposed learning model.

There are different Wi-Fi CSI data from multiple APs. We
have to combine them into one data structure for network

Label:  Standup 

CSI of APs 

Fig. 3. Labeled Wi-Fi CSI data with multiple APs during a people stands
up

training. A Wi-Fi CSI record includes tens of subcarriers with
amplitudes in thousands of time slots. For example, if we can
receive signals from multiple APs, we can choose a multiple-
tuples data structure to combine these multiple records. We
use an example to show a typical data structure shown in Fig.
3, in which we record Wi-Fi CSI data from multiple different
APs.

We first transform the values in each record into heatmaps.
For the Wi-Fi CSI record, the x-axis is set to the packet index,
the y-axis is set as subcarrier index, and the colors mean the
amplitude values. We use a time window to clip the Wi-Fi CSI
data during human activities. In the collection of our training
data, we use a camera to recode the human activities in the
same timeline of Wi-Fi CSI records. Then, from the video
record, we label all Wi-Fi CSI data in the time windows. Then,
we combine multiple heatmaps and the label as the input data
structure for training the deep learning network.

With the input data from multiple APs, we design a learning
network with multiple inputs and one output. As shown in
4, we design a CNN-based learning network. There are six
layers in the learning network and multiple branches for
multiple input data. The Wi-Fi CSI records provide fine-
grain amplitude values of all subcarriers, which contain many
features. Therefore, we use three convolutional layers for
extracting features in Wi-Fi CSI data. After feature extraction
in convolutional layers, we use two fully connected layers as
training layers. Finally, we use a softmax loss function as the
classifier for the output of the neural network.

In the training phase, training records will be sliced into
multiple parts including all Wi-Fi CSI Input. We have set
several different activities to label the CSI data, including
standing up, sitting down, hand raising, hand moving, and the
default label. The default label is used for any other activities
which we have not defined in our work, including no activity
of course. Related labels will be put into the softmax classifier.

In the inference phase, we use the sliding window to clip a
part of the input Wi-Fi CSI data. The CNN-based network will
learn the features of the input data and recognize the label. If
the target perform any static activities or some activities not
considered in the training stage, the proposed CNN model
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Fig. 4. Learning network in Wi-Fi CSI based human activity recognition system with multiple APs

AP2

AP9 AP6PC

Human 1
PC

PC AP4

AP5

AP3AP1

AP7AP8

(a) One people

AP2

AP9 AP6PC

Human 1
PC

PC AP4

AP5

AP3AP1

AP7AP8

Human 2

(b) Two people

Fig. 5. Recognition accuracy with different number of people in the same
room

will output the default label. Then, the recognition system
continues moving the sliding window with a time interval and
recognizes the rest of Wi-Fi CSI data. With the sliding window,
the recognition system also supports recognize human activ-
ities from the streaming Wi-Fi CSI data. By this means, this
CNN model can correctly recognize the pre-defined activities
without a detection model.

V. EVALUATION

In this section, we present the evaluation results of our
activity recognition system. We first introduce setting of the
experiments and the data collection in our laboratory. Then,
we discuss the accuracy of our system and compare it with a
traditional SVM based activity recognition method.

We use the Linux 802.11n CSI Tool [14] to record the Wi-
Fi CSI data from Wi-Fi network adapters. We use three Dell
E6230 laptop computers which have three Mini PCI Express
slots as the receiver and install three Intel Wi-Fi Link 5300
AGN network adapters in the receiver. We put nine Wi-Fi
routers denoted by “AP1”, “AP2”, ..., and “AP9” in the same
room and connect each network adapter to one router. We use
Ubuntu 14.04 with Linux Kernel 4.10 as the operating system
of the computer.

For our activity recognition system, we use a workstation
computer from G-Tune, a high-performance computer manu-
facturer in Japan. The computer equips a Nvidia GeForce GTX
1080 graphics card, an Intel Core i7-7700K processor, 32 GB
memory and a 8 TB hard disk. We install Ubuntu 16.04.2 LTS
as the operating system and adopt Keras and TensorFlow as
the development framework. As shown in Fig. 5, for testing
the recognition performance with different number of people,
we use two different settings in our experiments, which are
denoted by “One people” and “Two people”, shown in 5(b)
and 5(a), respectively.

Data collection is very important to our experiments. We
use a camera to record the activity of the people in the room
and recode the CSI with the same timeline. Then, we choose
several activity types for testing, and find out the time periods
and activity types according to the video. We choose standing
up, sitting down, hand raising, and hand moving as the activity
types, which are denoted by “ACT1”, “ACT2”, “ACT3”, and
“ACT4”, respectively.

We first record the training data, which consists of 180 times
of standing up and sitting down, 300 times of hand raising,
and 900 times of hand moving. We set the period of the time
window as 1 second. For evaluation, we first choose three-
fourths of the entire records as training data and the rest one-
fourth data as the testing data. We also test the accuracy of
our recognition system with only AP1. Meanwhile, for per-
formance comparison, we also test a SVM-based recognition
method [15] in the experiments. All experiments are executed
20 times, and we record the mean value and errors.

We conduct another test for keystroke recognition, also as
a comparison with an existing method [3]. The difference is,
in this test, we use an automatic key record program to label
the captured CSI data, instead of the former adopted video
analysis approach. Therefore, the dataset size is significantly
increased due to the high labeling efficiency. We recorded 4000
times per each alphabetic key and three-fourths of the entire
records as training data and the rest one-fourth data as the
testing data.
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Fig. 6. Accuracy with different receiver positions and methods

As shown in Fig. 6(a), we first test the recognition accuracy
with different number of APs. It can be seen that the recog-
nition system achieves different accuracy when recognizing
different activities. Since the Wi-Fi CSI varies obviously with
body movements, the recognition system performs much better
in these scenarios than recognizing the hand movements.
Meanwhile, changing the number of APs will influence the
accuracy of activity recognition. From the experiment results,
we can see that the recognition accuracy with 9 APs is better
than the accuracy with a single AP.

We also test the recognition accuracy with different number
of people in the room. As shown in Fig. 6(b), the recognition
system achieves different accuracy with different number of
people in the room. An increasing number of people will
decrease the accuracy of activity recognition because another
people will reflect or absorb Wi-Fi signals. From the exper-
iment results, we can see that the recognition accuracy with
two people is worse than the accuracy w1ith one people.

We compare the performance of our method with a SVM-
based recognition method. We choose the settings of one
people in the comparison experiment. We use “CSI (Nine
APs)” and “SVM” to denote our solution with multiple APs
and the SVM based recognition, respectively. As shown in
Fig.6(c), two solutions achieve different accuracy of recogniz-
ing four activity types. Our solution outperforms the SVM-
based method in recognizing large scale body movements.
In recognizing hand movements, our solution has a similar
performance with the SVM-based recognition. Meanwhile,
with more Wi-Fi CSI data from multiple APs, the recognition
accuracy of our solution improves obviously. The results
demonstrate that, a well-designed CNN model, which is based
on the CSI data of multiple APs, can be an efficient approach
to recognize human activities in complicated wireless environ-
ments.

We compare the performance of our method with WiKey,
a previous work on keystroke recognition. We choose the set-
tings of one people in this experiment. As shown in Fig. 6(d),
two solutions have different recognition accuracy for each
alphabetic key. Our solution achieves an average recognition
accuracy of 83.98% with 26 alphabetic keys, which is a little
better than WiKey’s with an average accuracy of 83.46%.
Meanwhile, the accuracy of keystroke recognition is higher
than small-scale human activity recognition, which means our
solution performs better with bigger training dataset.

VI. CONCLUSION

In the paper, we propose a human activity recognition
method using multiple APs’ CSI data. Instead of complex
mathematical models and analysis approaches, we adopt the
state-of-the-art deep learning method in our research. We
transform the Wi-Fi CSI data into heatmaps, and regard them
as the input of our specially-designed deep network. Due to its
strong abilities of feature extraction, the proposed CNN model
is very suited to the CSI-based human activity recognition
task. In addition, GPU acceleration also gives a huge boost to
the learning and inference process, which is of great help for
the actual application of the proposed system. The experiment
results show that our solution is accurate and efficient in
recognizing human activities, especially the large-scale body
movements. Future work includes implementing a streaming
based method to recognize real-time human activities. We also
plan to introduce our system in a cloud environment to provide
cloud service for human activity recognition.
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