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Using large system sizes with extensive statistical sampling, we analyze the scaling properties of crack
roughness and damage profiles in the three-dimensional random fuse model. The analysis of damage profiles
indicates that damage accumulates in a diffusive manner up to the peak load, and localization sets in abruptly
at the peak load, starting from a uniform damage landscape. The global crack width scales as W~ L% and is
consistent with the scaling of localization length &~ L% used in the data collapse of damage profiles in the
postpeak regime. This consistency between the global crack roughness exponent and the postpeak damage
profile localization length supports the idea that the postpeak damage profile is predominantly due to the
localization produced by the catastrophic failure, which at the same time results in the formation of the final
crack. Finally, the crack width distributions can be collapsed for different system sizes and follow a log-normal

distribution.
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I. INTRODUCTION

Understanding the scaling properties of fracture in disor-
dered media represents an intriguing theoretical problem
with some technological implications [1]. Experiments have
shown that in several materials under different loading con-
ditions the fracture surface is self-affine [2,3], and the out of
plane roughness exponent, {, displays a universal value of
{=0.8 irrespective of the material studied [4]. In particular,
experiments have been done in metals [5], glass [6], rocks
[7], and ceramics [8], covering both ductile and brittle mate-
rials. However, the current understanding that has emerged is
that crack roughness displays a universal value of {=0.8
only at larger scales and at higher crack speeds, whereas
another roughness exponent in the range of 0.4-0.6 is ob-
served at smaller length scales under quasistatic or slow
crack propagation [4].

It was later shown that the roughness exponent conven-
tionally measured describes only the local properties, while
the fracture surface instead exhibits anomalous scaling [9]:
the global exponent describing the scaling of the crack width
with the sample size is larger than the local exponent mea-
sured on a single sample [10,11]. Tt is thus necessary to de-
fine two roughness exponents: a global one ({) and a local
one ({,.). Only the latter appears to be universal, with a
value of {,.=0.8 [4] that is independent of the material
tested.

The theoretical understanding of the origin and universal-
ity of crack surface roughness is often investigated by dis-
crete lattice (fuse, central-force, and beam) models. In these
models the elastic medium is described by a network of dis-
crete elements such as springs and beams with random fail-
ure thresholds. In the simplest approximation of a scalar dis-
placement, one recovers the random fuse model (RFM),
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where a lattice of fuses with random threshold are subject to
an increasing external voltage [12-18]. Using two-
dimensional RFM, the estimated crack surface roughness ex-
ponents are ¢=0.7+£0.07 [19], ¢,.=2/3 [20], and ¢
=0.74+0.02 [21]. Recently, using large system sizes (up to
L=1024) with extensive sample averaging, we found that the
crack roughness exhibits anomalous scaling [22] similar to
the recent experimental observations [9,23]. In particular, the
local and global roughness exponents estimated using two
different lattice topologies are {,,=0.72+0.02 and
{=0.84+0.03. In comparison, the roughness exponents ob-
tained from experiments on quasi- two-dimensional materi-
als are £=0.73+0.07 for collapsible cylindrical straws [24],
£1,=0.6820.04 in thin wood planks [25], and ;,,~0.73 for
crack lines in wet paper [26]. The numerical results obtained
using two-dimensional RFM are in reasonable agreement
with the above quasi two-dimensional experimental results.
However, there exists a huge discrepancy between the nu-
merically computed roughness exponents using the three-
dimensional (3D) RFM [27-29] and the experimentally ob-
served universal value of =0.8. The roughness exponent was
estimated to be {=0.62+0.05 in Ref. [27], whereas a much
smaller exponent of {=0.41+0.02 was estimated in Refs.
[28,29]. The measured roughness exponents in Refs. [28,29]
are similar to the ones describing a minimum energy surface
(or a directed polymer in d=2), which would imply that
crack formation occurs by an optimization process, but the
issue is still controversial [27,29]. For the purpose of this
paper, it is also worth noting that a roughness exponent of
£=0.5[30] is obtained using three-dimensional Born models.

II. MODEL

In the random thresholds fuse model, the lattice is initially
fully intact with bonds having the same conductance, but the
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bond breaking thresholds, ¢, are randomly distributed based
on a thresholds probability distribution, p(z). The burning of
a fuse occurs irreversibly, whenever the electrical current in
the fuse exceeds the breaking threshold current value, ¢, of
the fuse. Periodic boundary conditions are imposed in both
of the horizontal directions (x and y directions) to simulate
an infinite system, and a constant voltage difference, V, is
applied between the top and the bottom of the lattice system
bus bars.

Numerically, a unit voltage difference, V=1, is set be-
tween the bus bars (in the z direction) and the Kirchhoff
equations are solved to determine the current flowing in each
of the fuses. Subsequently, for each fuse j, the ratio between
the current i and the breaking threshold L is evaluated, and
the bond j. having the largest value, maxj%, is irreversibly
removed (burnt). The current is redistributed instantaneously
after a fuse is burnt, implying that the current relaxation in
the lattice system is much faster than the breaking of a fuse.
Each time a fuse is burnt, it is necessary to recalculate the
current redistribution in the lattice to determine the subse-
quent breaking of a bond. The process of breaking of a bond,
one at a time, is repeated until the lattice system falls apart.
In this work, we assume that the bond breaking thresholds
are distributed based on a uniform probability distribution,
which is constant between 0 and 1.

The failure response of the random fuse network is, how-
ever, well known to be highly sensitive to the choice of the
threshold distribution [31]. However, as mentioned in [27],
although some failure properties and exponents depend on
the choice of thresholds distribution, others, notably the
roughness exponents, appear to be universal and not depend
on the choice of thresholds distribution. Since the primary
focus of this work is to estimate the crack surface roughness
using the 3D random fuse models, the results presented in
this work based on uniform thresholds distribution are rep-
resentative of earlier works [27,29], but with large system
sizes and extensive statistical sampling.

Numerical simulation of fracture using large fuse net-
works is often hampered due to the high computational cost
associated with solving a new large set of linear equations
every time a new lattice bond is broken. Although the sparse
direct solvers presented in [32] are superior to iterative solv-
ers in two-dimensional (2D) lattice systems, for 3D lattice
systems, the memory demands brought about by the amount
of fill-in during the sparse Cholesky factorization favor itera-
tive solvers. Hence, iterative solvers are in common use for
large scale 3D lattice simulations. The authors have devel-
oped an algorithm based on a block-circulant preconditioned
conjugate gradient (CG) iterative scheme [33] for simulating
3D random fuse networks. The block-circulant precondi-
tioner was shown to be superior compared with the optimal
point-circulant preconditioner for simulating 3D random fuse
networks [33]. Since the block-circulant and optimal point-
circulant preconditioners achieve favorable clustering of ei-
genvalues (in general, the more clustered the eigenvalues are,
the faster the convergence rate is), these algorithms signifi-
cantly reduced the computational time required for solving
large lattice systems in comparison with the Fourier acceler-
ated iterative schemes used for modeling lattice breakdown
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TABLE I. A summary of the main results of the 3D RFM simu-
lations for uniform thresholds distribution, including the number of
configurations used to average the results for each system size. n,
and ny denote the mean fraction of broken bonds in a lattice system
of size L at the peak load and at failure, respectively. Similarly, A,
and A denote the standard deviation of fraction of broken bonds at

the peak load and at failure, respectively.

L Neonfig Cubic

p A, ny Ay
10 50 000 563 57 726 59
16 20 000 2108 147 2572 152
24 2512 6692 354 7882 337
32 1200 15329 705 17691 649
48 400 49 495 1582 55768 1523
64 11 114 243 5704 127 040 5378

[27,34,35]. Using this numerical algorithm, we investigated
fracture of large 3D cubic (L X LX L) lattice systems (e.g.,
L=064), which is so far the largest lattice system considered.
For many lattice system sizes, the number of sample
configurations, N, used are extremely large to reduce
the statistical error in the numerical results. In particular, we
used N yppi,=50 000,20 000,2512,1200,400, and 11 for
L=10, 16, 24, 32, 48, and 64, respectively (see Table I).

III. DAMAGE PROFILES

In the case of strong disorder, damage is diffusive in the
initial stages of loading up to almost the peak load. Around
the peak load, the damage starts to localize and ultimately
leads to failure (see Fig. 1). Since the final breakdown event
is very different from the initial precursors up to the peak
load, we analyze the accumulated damage in the pre- and
postpeak regimes. Figure 2 presents the average damage pro-
files p(z) for different system sizes. The damage profile p(z)
is defined as the number of broken bonds n,(z) in each of
the segments along the z direction and is computed as
p(z)=n,(2)/[(BL+2)(L+1)] for each of the sample configu-
rations. The averaging of the damage profiles is obtained by
first shifting the damage profiles by the center of mass of the
damage and then averaging over different samples. The re-
sults presented in Fig. 2 indicate that although the average
damage profiles at smaller lattice system sizes are not com-
pletely flat, they flatten considerably as the lattice system
size is increased. We tend thus to attribute the apparent pro-
file to size effects. Indeed, for large system sizes, the results
clearly show that there is no localization at the peak load.
Consequently, the localization of damage is mostly due to the
damage accumulated between the peak load and failure, i.e.,
the final catastrophic breakdown event. The damage profiles
at the peak load exhibit similar behavior even in the 2D RFM
[36] and random spring model [37]. A quadratic form of
damage profiles was proposed in Refs. [34,35]; however,
such apparent nonlinearity of damage profiles in Refs.
[34,35] may be attributed to results based on small system
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sizes (only systems up to L=24 were considered in [34,35])
and the method employed for averaging the damage profiles
(see Ref. [36] for a detailed discussion).

Figure 3 presents the data collapse of the average damage
profiles for the damage accumulated between the peak load
and failure using a power law scaling. An excellent collapse
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FIG. 2. (Color online) Average damage profiles at peak load
obtained by first centering the data around the center of mass of the
damage and then averaging over different samples.
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FIG. 1. (Color) Snapshots of damage in a
typical cubic lattice system of size L=64.
Number of broken bonds at the peak load and at
failure are 114 845 and 126 577, respectively.
(a)-(1) Snapshots of damage after breaking n,
number of bonds. The coloring scheme is such
that in each snapshot, the bonds broken in the
early stages are colored blue, then green, fol-
lowed by yellow, and finally the last stage of
broken bonds are colored red. (a) n,=50 000, (b)
n,=100 000, (c) n,=114 845 (peak load), (d) n,
=117 000, (e) n,=119 000, (f) n,=121000, (g)
n,=123000, (h) n,=125000, and (i) n,
=126 577 (failure).
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FIG. 3. (Color online) Data collapse of the average profiles for
the damage accumulated between peak load and failure using a
power law scaling. The profiles show exponential tails. Data col-
lapse was not achieved using a linear scaling for the localization
length. The inset shows the unscaled data of the average profiles,
wherein the average has been performed after shifting by the center
of mass.
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FIG. 4. (Color online) The damage width at peak load and at
failure are basically the same. The linear scaling is expected for a
uniform distribution and is not due to localization. On the other
hand, localization can be observed for postpeak damage, and the
width scales as a power law.

of the data is achieved using the scaling form
(Ap(z,L)KAp(0)) = f(|z - L12[/8), (1)

where the damage peak scales as (Ap(0))=L"""> and the
localization length scales as &~ L%, with «=0.50. The dam-
age profiles decay exponentially at large system sizes. We
have also tried a simple linear scaling of the form
(Ap(z,L))/{Ap(0))=f[(z—L/2)/L], but the collapse of the
data is not very good. Similar results have been obtained in
the two-dimensional RFM. The postpeak damage profiles
display exponential tails; however, the localization length
scales as £~ L8 [36].

The diffusive and localization behavior of accumulated
damage in the pre- and postpeak regimes can also be inferred
from an analysis of the widths of the damage cloud in the
pre- and postpeak regimes. The width of the damage cloud is

defined as W=[{(z,—z,)*)]"/?, where z,, is the z coordinate of
a broken bond and the average is taken over different real-
izations. The measured width of damage cloud at peak load
scales as W~ L (see Fig. 4). This result is consistent with the
hypothesis that the damage is uniformly distributed (diffu-
sive) at the peak load and localization occurs in the postpeak
regime. The uniform distribution of dan,ﬁge at the peak load
results in a scaling of the form W==L/y12~0.288L that is in
excellent agreement with the numerical data (see Fig. 4).
The width of damage cloud in the postpeak regime scales as
W~ L7, and this nontrivial scaling exponent indicates that
the damage profiles exhibit a localized behavior in the post-
peak regime.

Another interesting quantity to study is the scaling of the
final crack width. Figure 4 indicates that the final crack width
scales as W~ L%, which is consistent with the scaling of
localization length £~ L% used in the data collapse of dam-
age profiles in the postpeak regime. The center of mass shift-
ing of the damage profiles for the purpose of averaging the
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FIG. 5. (Color online) Crack surface in a typical cubic lattice
system of size L=64.

damage profiles makes this consistency between the final
crack width and the localization length & of the damage pro-
files self-evident. In addition, this consistency supports the
idea that the postpeak damage profile is predominantly due
to the localization produced by the catastrophic failure,
which at the same time results in the formation of the final
crack. Similar behavior is observed in two-dimensional
RFM; namely, the width of the damage cloud in the prepeak
regime is consistent with the uniform damage profile, and
that the scaling of final crack width (~L%8!, see Fig. 11 of
Ref. [36]) is consistent with the scaling of localization length
E~L°3 (see Fig. 9 of Ref. [36]) of the postpeak damage
profiles. Interestingly, the same consistency in scaling be-
tween the final crack width and the localization length of the
postpeak damage profiles is observed in the random spring
models as well. The final crack width scales as W~ L% (see
Ref. [38]), and the localization length £ of the postpeak dam-
age profiles scales as £~ L% (see Fig. 6 of Ref. [37]).

IV. CRACK SURFACE ROUGHNESS

Once the complete fracture of the lattice system has oc-
curred, we identify the final crack by removing the dangling
ends and overhangs as shown in Fig. 5. The crack surface is
represented by a single valued height function z(x,y) in the
x—y reference plane, where x € [0,L] and y € [0,L]. Several
methods have been devised to characterize the roughness of
an interface and their reliability has been tested against syn-
thetic data [39]. If the interface is self-affine, all the methods
should yield the same result in the limit of large samples. For
instance, consider the local crack width of a crack line
z(x,y=c). The local width using the variable bandwidth
method is computed as w(€)=(Z[z,—(1/€)Zyzx])"?,
where the sums are restricted to windows of length € along
the x direction and the average (- ) is taken over all possible
origins of the windows along the profile, and over different
realizations. The self-affine scaling properties of crack sur-
faces results in a scaling law of form w(€£)~ €¢ for £ <L
that saturates to a value W=w(L)~L¢ corresponding to
the global width. A more precise value of the exponents is
obtained from the power spectrum, which is expected to

026105-4



CRACK SURFACE ROUGHNESS IN THREE-...

10 —-— L=10 1
= L=16
. L=24
107 5 L=32 3 1
— L=48
10—0-1_+L=64 ]
--. (=052 o
= | 02
— 107°F |
2
107%° 1
10—0.4 i
10—05 B
10° 10’ / 10°
1&174+-L= '
—-— L=
0 L=
100 5 L=
— L=48
01| —a— L=64
100 =052
= 2
—10 1
107°° ]
107 1
107%° 1
100 1 2

10 | 10

FIG. 6. (Color online) The local width w([) of the crack in the x
and y directions for different lattice sizes in log-log scale. The crack
width scaling in x and y directions is identical. The global width
yields a scaling exponent {=0.52.

yield more precise estimates [39]. The power spectrum or the
structure factor is computed as S(k)=(Z,Z_;)/L, where
2, =3 z, exp(2mixk/L), and decays as S(k) ~ k=&,

We estimate the crack surface roughness in the x and y
directions by considering number of slices along each direc-
tion. For instance, the crack roughness in the x direction is
computed by considering the roughness of L+1 number of
slices, each with z(x,y=c), where c is a constant that takes
on values c=1,2,...,L+1. Once the crack line roughness of
each of these L+1 lines with z(x,y=c) is computed, the
crack surface roughness in the x direction is estimated as the
average roughness of these L+1 crack lines, which is then
averaged over different realizations. Similarly, the crack sur-
face roughness in the y direction is computed as the average
roughness of the L+1 crack lines z(x=c,y), where ¢ is a
constant that takes on values ¢c=1,2,...,L+1 for each of the
L+1 slices, respectively.

Figure 6 presents the scaling of local crack width in
the x and y directions for different lattice system sizes. The
results presented in Figs. 6(a) and 6(b) indicate that the
crack width scaling in the x and y directions is identical.
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FIG. 7. (Color online) The collapse of the local crack widths in
the x direction with {=0.52. The collapse of the data, however, is
not very good. The scenario for the collapse of local crack widths in
y direction is similar.

A reference line, obtained by fitting the scaling of the global
width with L, indicates a roughness exponent (=0.52.
We have obtained the same scaling exponents in both
x and y directions. It should be noted that the exponent
{=0.52 differs slightly from the global crack width exponent
of {=0.5 presented in Fig. 4. The reason for this discrepancy
is that the crack width exponent in Fig. 4 is calculated as
W=(Z(z—2)*"? for the entire crack surface z(x,y), whereas
the global width exponent in Fig. 6 is averaged over L+1
crack lines of z(x,y=c) with ¢=1,2,...,L+1. It should also
be noted that the exponent {=0.52 differs considerably from
the exponent {=0.62+0.05 proposed in [27,34,35] and that
of {=0.41£0.02 proposed in [29]. However, the difference
may be due to the fewer number of statistical samples
considered in these earlier studies.

A direct fit of the local width based on Figs. 6(a) and 6(b)
would not be reliable due to the very small scaling regime.
Thus, in Fig. 7 we present the collapse of the local crack
width data using the scaling form w(€)~ €¢4f(€/L) and the
result is not very good.

In two-dimensional RFM, our data with improved statis-
tics and large system sizes [22] indicated that the crack
roughness scaling is anomalous [9]. In previous measure-
ments on two-dimensional RFM, anomalous scaling could
not be detected since the data was available only for smaller
system sizes. Anomalous scaling has been observed not only
in various growth models [9] but also in fracture surfaces in
granite [10] and wood samples [11]. Anomalous scaling im-
plies that the exponent describing the system size depen-
dence of the surface differs from the local exponent mea-
sured for a fixed system size L. In particular, the local width
scales as w(€)~ €ocL54oc 5o that the global roughness W
scales as L¢ with {>{,,.. Consequently, the power spectrum
scales as S(k) ~ k™ 24octD[2~God)  The upward shift of the
w(€) presented in Figs. 6(a) and 6(b) for different system
sizes is a fingerprint of anomalous scaling, since such a shift
indicates that w(€) grows with L. This is a key feature of
anomalous scaling that can be spotted by just looking at the
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FIG. 8. (Color online) The power spectrum of the crack S(k,L)
in x direction for different lattice sizes in log-log scale. (a) Uncol-
lapsed power spectrum data. The collapse of the data is not perfect,
and the slope of the spectra is equal to —1.80. A line with a slope of
—(2£+1)=-2.0 is provided for reference. (b) The spectra for all of
the different lattice sizes can be collapsed by normalizing S(k,L)
with L2¢~4ee), where ({—£;,.)=0.1. The slope defines the local ex-
ponent as —(2{,.+1) and is equal to —1.80, implying that
{10e=0.4 and {=0.5. Identical exponents are obtained using the
power spectrum data in y direction.

local roughness amplitudes. In order to further check the
presence of anomalous scaling in three dimensions, we re-
port in Figs. 8(a) and 8(b) the x-direction data collapse of the
power spectra for different system sizes. Identical results are
obtained using the power-spectrum data in the y direction.
Figure 8(a) presents the uncollapsed power spectrum data
and two reference lines with slopes of —(2¢,,.+1)=-1.8 and
—(2¢+1)==2.0. Clearly, the collapse of the data in Fig. 8(a)
is not perfect; there appear to be small but systematic shifts
in the data with system sizes. Also, the reference line with a
slope of —(2{+1)=-2.0 (corresponding to a global rough-
ness exponent of {=0.5) is not a good fit, which suggests the
presence of anomalous scaling. On the other hand, a perfect
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FIG. 9. (Color online) Crack width distributions for different
lattice sizes. (a) Deviations are observed from the scaling form

P(W?)=P(W2/{W?)). (b) The collapsed distribution of crack widths
In(W?)—7y2

obtained using the reduced variable &y2= o

data collapse is obtained in Fig. 8(b) using the anomalous
scaling form S(k) ~ k™ 2éoctD[ 200 with ¢-{;,.=0.1. A
straight line fit of the power law decay of the spectrum
yields an estimate for the local roughness exponent equal to
{1oc=0.4, which implies a global roughness exponent of
{=0.5, since {-{;,.=0.1. Clearly, the global roughness ex-
ponents obtained using the variable bandwidth method (0.52)
and the power spectrum method (0.5) are in excellent agree-
ment, and the small difference can be attributed to the bias
associated to the methods employed [39]. Although the value
of {—-{,. as estimated using the power spectrum method is
small, it is significantly larger than zero and it may even
correspond to a logarithmic growth. However, based on
our numerical results, which included lattice system sizes
up to L=64 with extensive statistical sampling, it is not
possible to conclude with certainty whether anomalous
scaling of crack surface roughness is present in three-
dimensional RFM or not. Simulations on much larger lattice
systems are anticipated to clarify this.
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FIG. 10. (Color online) The collapse of the crack width distri-
bution data onto a straight line suggests that it follows a lognormal
distribution. The inset shows that a Gaussian distribution is not an
adequate fit for the crack width distribution.

V. CRACK WIDTH DISTRIBUTION

We have analyzed the probability density distribution
p(W?) of the global crack width. This distribution has been
measured for various interfaces in models and experiments
and typically rescales as [40]

p(W?) = p(WHWA) W), (2)

where (W2)~ L% is the average global width. Equation (2)
implies that the corresponding cumulative distribution P(W?)
of crack global width scales as P(W?)=P(W?/{W?)). Figure
9(a) shows that a reasonable collapse of the crack global
width distributions for different lattice system sizes may
be achieved using Eq. (2). However, the data collapse is
not perfect, and deviations from the scaling
P(W?)=P(W?/{W?)) are evident. Alternatively, an excellent

collapse of the data is obtained in Fig. 9(b) using the reduced
_ In(W?)—7y2
log-normal coordinate &y2= TW, where 2 and {y2 de-

note the mean and standard deviation of logarithm of W2, In
Fig. 10, a reparametrized form of the log-normal distribution
is presented. The collapse of the data onto a straight line
indicates that the log-normal distribution represents an excel-
lent fit to the distribution of crack global widths. We have
also tried a Gaussian fit for the distribution of crack global
widths. The inset of Fig. 10 presents a Gaussian fit for the
crack global widths distribution wherein significant curva-
ture in the collapsed plots can be observed. This suggests
that the normal distribution is not as good a fit as the log-
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normal distribution for the crack global width distribution.
Finally, in Ref. [22], it is shown that the crack width distri-
butions in the two-dimensional RFM are also well fit by a
log-normal distribution for both diamond and triangular lat-
tices of different system sizes. The data collapse and log-
normality of crack width distributions in three-dimensional
RFM as well as in two-dimensional RFM for different lattice
topologies suggests universality of crack width distributions.

VI. CONCLUSIONS

In this paper we have analyzed the localization properties
of fracture in the three-dimensional random fuse model using
an improved statistical sampling and larger lattices than what
was previously done in the past. We have analyzed the
roughness of the final crack and found a local exponent
{10e=0.4, which is slightly different from the global rough-
ness exponent {=0.52. A similar difference between local
and global exponents was also found in two-dimensional
simulations for both triangular and diamond lattices [22],
suggesting that anomalous scaling is a generic feature of the
fracture of disordered media, as already found in fracture
experiments [10]. The numerical value of the exponents is,
however, quite far from the three-dimensional experimental
results, indicating that additional physical mechanisms
should probably be taken into account. We have also evalu-
ated the width distribution [40] that can be collapsed into a
single curve for different lattice sizes and it appears to be
well fit by a lognormal distribution. Finally, the analysis of
damage profiles indicates that the localization process occurs
abruptly after peak load.

In summary, the present results seem to indicate that the
RFM provides only a qualitative description of the fracture
surface morphology found in experiments. The quantitative
differences may be attributed to the strong simplifications
present in the model such as its scalar nature, the quasistatic
dynamics, and the absence of a pre-existing notch; although
a roughness exponent of {=0.5 [30] is obtained using three-
dimensional Born model as well. On the other hand, the
initial phase of damage accumulation leading to localization
and failure in a strongly disordered sample are well captured
by the RFM model, but further work is needed to clarify
these issues.
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