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Samenvatting

Belastingen door golfoverslag op verticale wanden geplaatst op een dijk met
een ondiep en licht hellend voorland zijn een recente onderzoeksinteresse geworden.
Typisch zijn deze verticale wanden een stormmuur die bovenop de dijk is gebouwd
om overstroming van het achterland te vermijden of de muren van een gebouw
aan het einde van promenade langs de zee. Deze locatie van de verticale wanden
creëert een situatie waarbij de golf verschillende transformatieprocessen ondergaat
voordat uiteindelijk de impactbelasting tegen de verticale wand wordt gegenereerd.
Deze processen zijn breken in ondiepe wateren, aanloop en overslag over de dijk,
een (lopende) hydraulische sprong of turbulente “bore” vorming, propagatie langs
de promenade en uiteindelijk bore-gëınduceerde belasting van de verticale wand.

Echter, bestaande benaderingen om de belasting in te schatten werden vaak
afgeleid voor een situatie met de verticale wand zonder een ondiep voorland, onder
directe golfbelasting. Verder is de gemiddelde golfoverslag uitgebreid bestudeerd
om de hoeveelheid water die over de structuur stroomt te beperken. De gemid-
delde golfoverslag is echter ongeschikt als (rechtstreeks) invoergegeven voor de
structurele stabiliteitsanalyse van een ontwerp tegen bore-gëınduceerde belastin-
gen. Vandaar dat ontwerprichtlijnen, die rekening houden met de impactbelastin-
gen voor de structurele stabiliteitsanalyse van dergelijke verticale wand, schaars zijn.
De bore transformatieprocessen voorafgaand aan de impact hebben nog steeds een
grondig onderzoek nodig om de belastingen op een meest fysisch zinvolle manier
te voorspellen. Parallelle metingen van golfparameters aan de teen van de dijk,
gemiddelde golfoverslag, de golfoverslagstroomdikte en -snelheid langs de prom-
enade en de uiteindelijke belastingen op de muur zijn beperkt en de link tussen
deze processen moet verder worden onderzocht. Bovendien vereist het door de
bore-gëınduceerde belastingproces zelf nader onderzocht te worden om het sterk
stochastische gedrag ervan beter te verklaren en er rekening mee te houden.

Daarom was het doel van dit onderzoek de voorbereiding van experimentele
proeven voor een bepaalde modelgeometrie met een licht hellend en ondiep voor-
land, dijk, promenade en muur. De geometrische en hydraulische opstelling leek
het meest op een doorsnede langs de Belgische kust. De parameters voorland-
shelling cot(θ), dijkhelling cot(α), dijkhoogte d, waterdiepte offshore en aan de
dijkteen, evenals de promenadebreedte en hun effect op de gemeten belastingen
werden onderzocht. De resulterende golfbreking werd bestudeerd met behulp van
de spectrale golfparameters offshore en aan de dijkteen. De gemiddelde golfover-
slag q werd gemeten over de dijkkruin en de stromingsvorming en -transformatie
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bestudeerd in termen van golfoverslagdikte en snelheid op de promenade. Ten slotte
werden de belastingen aan de muur gemeten in termen van kracht en druk. Voor
de nabewerking van de druk- en krachtsignalen is een “Impact-Analysis-Toolbox”
(IAT) gemaakt in een Matlab-omgeving, met een drie-staps nabewerkingsproce-
dure. Eerst werden de druk- en krachtsignalen gefilterd in het frequentiedomein,
waarbij laagdoorlaat-, hoogdoorlaat- en bandfilters ongewenste ruis verwijderden
en een trendlijncorrectie werd toegepast om drift uit de signalen te verwijderen. In
een tweede stap werd een totale horizontale kracht per meter breedte berekend door
de individuele druksignalen over de hoogte te integreren of de som van de kracht
signalen te nemen die op dezelfde meetplaat waren bevestigd. In een derde stap
werd een piekdetectiemethode ontwikkeld om de maximale kracht te onderschei-
den voor elke afzonderlijke impactgebeurtenis. In totaal werden vier modelproeven
uitgevoerd, waarbij 3 kleinschalige (Froude verschaling met een lengteschaal van
1-to-25) en één grootschalige (Froude verschaling met een lengteschaal van 1-to-
4.3) modelopbouw. De modellen werden respectievelijk ’UGent1’ - ’UGent3’ en
’DeltaFlume’ genoemd. De gegevens van deze modellen werden verder gebruikt
om de bore interactieprocessen voorafgaand aan de impact te bestuderen en om
drie verschillende impacttypen te onderscheiden (’Impulsief’, ’Dynamisch’, ’Quasi-
statisch’). Het doel was ook om het voorspellend vermogen van de bestaande semi-
empirische formules voor de totale horizontale impactkracht (deels uit Tsunami-
gerelateerd onderzoek) verder uit te werken en daarbij een analytische benadering
te ontwikkelen om de totale horizontale impactkrachtsignaalvorm van individuele
impactgebeurtenissen te beschrijven. Ten slotte leidden de gecombineerde resul-
taten van de processtudie en beoordeling van bestaande semi-empirische voor-
spellingsformules tot de ontwikkeling van een statistisch voorspellingsinstrument
dat rekening houdt met het stochastische gedrag bij bore-gëınduceerde belasting-
metingen. Een onderzoek naar de verwachte onzekerheden die voortkomen uit
niet-herhaalbaarheidsproblemen, schaal- en modeleffecten bij metingen van de be-
lasting in het laboratorium, ronden dit onderzoek af.

De complexe interactie van korte duur bores als gevolg van onregelmatig ge-
broken golven in extreem ondiepe wateren werden bestudeerd met behulp van hoge
ruimtelijke resolutie wateroppervlak metingen van een laser profiler, gëınstalleerd
5 m boven de dijkteen. Dit resulteerde in een Field-of-View (FoV) van ongeveer
21 m in de richting van de gootlengteas. Twee hydrodynamische condities met
onregelmatige offshore golfparameters vergelijkbaar met stormen met een terug-
keerperiode van 1,000 en 17,000 jaar voor de Belgische kust werden gebruikt voor
deze studie (Veale et al., 2012; Verwaest et al., 2009). De twee proeven wer-
den uitgevoerd in het grootschalige ’DeltaFlume’-experiment en bestonden elk uit
ongeveer 1,000 golven. In totaal was de studie gericht op 30 bores die de 30 groot-
ste belastingen in de twee proeven veroorzaakten, resulterend in 60 onderzochte
gebeurtenissen. Vijf bore interactiepatronen werden gëıdentificeerd: (1) gewone
bore-patroon (EN: regular bore pattern), met een enkele bore overloop en geen
zichtbare interactie met eerdere gereflecteerde bores; (2) botsende bore-patroon
(EN: collision bore pattern), met botsing van inkomende en gereflecteerde bores.
De reflectie vond plaats op de dijk of aan de muur op de promenade; (3) overslaande
bore-patroon (EN: plunging bore pattern), waarbij de bore in de buurt van de muur
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overslaand breekt, met insluiting van een luchtkussen; (4) opeenvolgende bore-
patroon (EN: sequential overtopping bore pattern ), waarbij de inkomende bore
over een resterende waterlaag bovenop de promenade schuift, met een verminderde
wrijving en dus hogere impactsnelheden; (5) inhalende bore-patroon (EN: Catch-up
bore pattern), met een snellere tweede bore die een langzamere eerste bore inhaalt
en een cumulatieve inslag op de wand genereert. Verder werd het opeenvolgend
overslagmechanisme (EN: sequential overtopping mechanism) gëıdentificeerd als
een belangrijk proces. Wanneer een eerder gebroken golf op de dijk resulteerde
in een lokaal verhoogd waterniveau, kon de volgende inkomende bore soepel over
de dijk slaan zonder tegen de dijk te breken. Voor dit mechanisme werd verwacht
dat dit resulteerde in hogere energetische belastingen. De overgeslagen stroming
laagdikte en snelheden bovenop de promenade werden gemeten met behulp van
respectievelijk resistieve golfhoogtemeters en schoepenwielen. Deze metingen wer-
den telkens grotendeels vertroebeld door één van de eerder beschreven bore inter-
actiepatronen en er kon geen duidelijke relatie gevonden worden, bijvoorbeeld met
de totale horizontale kracht op de muur.

Het belastingproces werd bestudeerd met behulp van het totale horizontale
krachtsignaal en de verdeling van de drukken langsheen de muurhoogte, samen
met de berekende hydrostatische kracht op basis van de oploophoogte van de
bore aan de muur. De oploophoogte van de bore werd verkregen met behulp van
videobeelden van voor- en zijaanzichtcamera’s aan de wand. Voor elk inslag van
een bore tegen de muur werd een dubbele piekvorm waargenomen voor het hor-
izontale krachtsignaal, met vergelijkbare grootte voor de twee pieken. De eerste
piek vond plaats bij de eerste inslag van de bore tegen de muur. De stroming werd
verder naar boven afgebogen tot het moment van maximale oploop waarbij een
daling van het totale inslagkrachtsignaal werd waargenomen. De tweede piek vond
plaats na maximale oploop, waarbij de watermassa naar beneden viel en weer naar
buiten werd gereflecteerd. Er werd een classificatiemethode ontwikkeld op basis van
de verhouding tussen de eerste F1 en de tweede F2 krachtspiek en de snelheid van
stijging in het krachtsignaal of stijgtijd tr. Drie belastingstypen werden onderschei-
den: (1) impulsieve impact type (EN: impulsive impact type), met een dominante
eerste piek (F1/F2 > 1,2) en een stijgtijd kleiner dan 10−2 s; (2) Dynamische im-
pact type (EN: dynamic impact type), met een dominante eerste piek (F1/F2 >
1,2) en een stijgtijd groter dan 10−2 s; (3) quasi-statische impact type (EN: quasi-
static impact type), met een dominante tweede piek (F1/F2 < 1,2). De meeste
impacten en de impact met de grootste kracht bestonden uit quasi-statische impact
types. Op basis van deze resultaten werd voorgesteld een maximale krachtschatting
af te leiden voor de structurele ontwerprichtlijnen voor de quasi-statische impact
types. Er werd verwacht dat de opgeschaalde quasi-statische impact types minder
werden bëınvloed door schaaleffecten vanwege het bijna hydrostatische gedrag van
het water voor de muur op het ogenblik van de tweede piek F2. Dit was echter
alleen strikt mogelijk indien er geen dynamische effecten (voor de eerste dynamische
impact F1) vanwege de resonantieperiode van de structuur tn die binnen het bereik
van de snelheid van de stijging tr lag, in aanmerking moesten genomen worden voor
de structurele analyse. Een koppeling tussen de vijf gëıdentificeerde bore-patronen
en de drie gëıdentificeerde impacttypen werd besproken en alleen het overslaande
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bore-patroon bleek in ieder geval tot dynamische/impulsieve impact types te leiden.
Het botsende bore patroon was het meest voorkomend (46% van alle interacties
werd gëıdentificeerd als botsende bore patroon) en resulteerde in het merendeel
van de gevallen in quasi-statische impact types. Een zeer praktische conclusie was
dat de maximaal gemeten horizontale kracht voor een extreem ondiep en licht hel-
lend voorland, samen met golfomstandigheden vergelijkbaar met een storm met een
terugkeerperiode van 1,000 jaar aan de Belgische kust, Fmax=19 kN/m (prototype
waarde) bedraagt. Deze gebeurtenis werd voorafgegaan door een gewoon bore
patroon zonder efficiënt overslag mechanisme. De gebeurtenis werd geclassificeerd
als een quasi-statisch impact type met een gemeten (prototype) stroomlaagdikte
ηmax=0.56 m, maximale stroomsnelheid umax=4.67 m/s en maximale oploop aan
de wand Rmax=2.49 m.

Vervolgens werden dezelfde 60 impactgebeurtenissen en bijbehorende stroom-
laagdikten, snelheden en oploop gebruikt om bestaande semi-empirische voor-
spellingsformules voor de totale horizontale impactkracht toe te passen. Op basis
daarvan, werd de voorspellende capaciteit van de bestaande formules beoordeeld.
De formules werden onderscheiden of ze eerder de dynamische eerste impact van
de bore tegen de muur beschrijven (gerelateerd aan inkomende momentumflux,
laagdikten en snelheden) of de bijna hydrostatische situatie na maximale oploop
van de watermassa (gerelateerd aan de oploop aan de muur of de laagdikte dicht-
bij de muur). Slechts een beperkt aantal voorspellingsformules voor individuele
bore belastingen op muren, als gevolg van gebroken golven in ondiepe wateren,
waren beschikbaar en de studie werd uitgebreid met formules voor voorspelling
van Tsunami belastingen. Het belangrijkste verschil is dat Tsunami belastingen
van langere duur zijn en vaak als stroming rond de structuur worden beschouwd,
aangezien de breedte van de bore kruin tot de breedte van het gebouw erg groot
is. De dynamische eerste piek F1 werd het best beschreven met vergelijking 2.11
(Robertson et al., 2011) (met een standaard afwijking van 8.6 kN/m in prototype
en MAPE = 0.9614). De eenvoudige momentumflux theorie (zie vergelijking 6.5)
aangepast aan de gegevens toonde een vergelijkbare voorspellingsnauwkeurigheid.
De bijna hydrostatische tweede piek F2 werd het best beschreven met de hydro-
statische krachtschatting gepast aan de gegevens (standaard afwijking=3.23kN/m
in prototype en MAPE=0.9993) en met gebruik van de maximale oploop van water
aan de wand (zie vergelijking 6.8). Bij de passing werd een coëfficiënt C1=0.32
verkregen, zeer dicht bij de coëfficiënt van C1=0.33 (gevonden door Chen et al.
(2012) in kleinschalige experimenten voor regelmatige golven). Dit leverde de prak-
tische conclusie dat slechts ∼80% van de maximale oploop effectief de kracht op
de muur veroorzaakte. Het gevolg voor de berekening van het kantelmoment was,
dat de hefboomarm met ∼20% kan worden verminderd voor het ontwerp van deze
structuren. Deze waarneming werd verklaard door het lichtere waterlichaam voor
de muur als gevolg van opwaartse versnelling, opspattend water en een kleine of
losgeraakte oplooptong in het bovenste deel van het water aan de muur. Verder
werd een theoretisch model voorgesteld, gebaseerd op de verticale versnelling van
de watermassa vóór de muur, om het volledige tijdsverloop van het horizontale
krachtsignaal te voorspellen. Omdat het model alleen rekening houdt met de ver-
ticale versnelling, en niet met de horizontale versnellingen, werd voornamelijk het
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eerste deel van het krachtsignaal niet goed voorspeld. Desalniettemin reduceert
het model, nadat de inkomende stroming in verticale richting is gebracht, de over-
schatting aanzienlijk, als gevolg van de schatting met de hydrostatische kracht. De
verticale versnellingen voor de muur werden numeriek afgeleid uit een gevalideerd
OpenFOAM-model, dat werd gebruikt om een test uit de ’DeltaFlume’ dataset te
modelleren.

Voor beiden, de best passende voorspellingsformules voor de dynamische eerste
F1 en quasi-statische tweede piek F2, was de voorspellingsnauwkeurigheid laag.
Er werd geargumenteerd dat bore interactieprocessen voorafgaand aan de impact,
niet-uniformiteit van het bore front (3D-effecten), meesleuren van lucht in de bore
en zelfs kleine fluctuaties en turbulentie in de bore verschillende bore impactpro-
cessen veroorzaakten, resulterend in het stochastische gedrag van de gemeten to-
tale horizontale kracht. Daarom werd een statistische methode onderzocht om
de totale horizontale kracht te voorspellen. Voor dit doel werden de impacten
van de datasets ’UGent1’-’UGent3’ en ’DeltaFlume’ gecombineerd in één grote
dataset. Het toepassingsbereik van de dataset ’UGent1’-’UGent3’, ’DeltaFlume’
lag in het bereik van een eerder afgeleide dataset (Chen et al., 2016), met een uit-
breiding naar grotere relatieve promenade-breedten Gc/Lt en extreem ondiep water
ht/Hm0,o <0.3 (volgens Hofland et al. (2017)). Met dit groot aantal gegevens wer-
den problemen als gevolg van te weinig gegevenspunten voor een robuuste statis-
tische analyse overwonnen. De onderverdeling in monsters werd gedaan op basis
van een nieuw empirisch verband tussen de dimensieloze maximale impact F ∗max
en de dimensieloze gemiddelde golfoverslag q∗. De grenzen van deze steekproef
werden vastgesteld op basis van voorgestelde waarden in Eurotop (2016). Vijf
datamonsters S1-S5 werden onderscheiden en een gevoeligheidsanalyse naar de
steekproefomvang toonde aan dat ongeveer 50 krachtpieken nodig waren voor een
robuuste passing van de statistische verdeling aan de krachtpieken. Verder werd
een gevoeligheidsanalyse van de passingsdrempel uitgevoerd en werd een waarde
van 15% geselecteerd. Alleen krachtpieken boven deze drempelwaarde werden ge-
bruikt om de gelineariseerde Weibull-verdeling aan elk monster te passen en de
bijhorende vorm- en schaalparameter werden afgeleid. De vorm- en schaalparame-
ter wordt opgedragen over de dimensieloze gemiddelde golfoverslag q∗ voor de vijf
steekproeven. De best passende lijn voor vorm- en schaalparameter werd berekend
en vertoonde een zeer stabiel gedrag (R2=0.9873 voor vorm- en R2=0.925 voor
schaalparameter). Ten slotte werd een zes-stappen voorspellingsmethodologie on-
twikkeld, die de empirische en statistische methodes combineert: een maximale
verwachte impactkracht Fmax werd empirisch bepaald samen met zijn statistische
overschrijdingskans Pm. De overschrijdingskans Pm kan worden gëınterpreteerd als
de kans dat Fmax wordt overschreden gedurende een storm met 13,000 offshore
golven en hydraulische randvoorwaarden (ht, Hm0,t, Tm−1,0,t, q) gespecifieerd
samen met de geometrische informatie (Ac, Gc) in de invoerparameters .

Ten slotte werden de niet-herhaalbaarheidsproblemen, model- en schaaleffecten
voor laboratoriumbelastingmetingen onderzocht, die werden opgewekt door de im-
pact van bores op dijk-gemonteerde muren. Dit werd gedaan om de nauwkeurigheid
van de voorspelling van de impactkracht, verkregen uit laboratoriumexperimenten,
beter te beoordelen. Eerst werd een basisonzekerheid vastgesteld door eenvoudig-
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weg dezelfde tijdreeks van golven 14 keer te reproduceren en de impactkrachten
aan de muur te meten. Deze zogenaamde niet-herhaalbaarheid van impactkrachten
werd gekwantificeerd met behulp van de variatiecoëfficiënt en lag in de orde van
10% (in extreme gevallen tot 20%) voor Fmax, F1/250. De schaaleffecten werden
onderzocht door de proeven te vergelijken van laboratoriumtesten op verschillende
schaal met een Froude-lengteschaalverhouding van 1-to-5.81. Een vergelijkbare ge-
ometrie en dezelfde tijdreeks van golven werd in beide experimenten gebruikt. Er
werd geconcludeerd dat wanneer de minimale waterdiepte aan de dijkteen, evenals
de dikte en snelheid van de golfoverslagstroming werden behouden, de schaalgerela-
teerde fouten in de impactkrachtmeting verdwijnen binnen de onzekerheden met be-
trekking tot niet-herhaalbaarheid en modeleffecten. Deze bevinding leek in tegen-
spraak met de algemene veronderstelling dat krachtmetingen in het kleinschalige
model significant hoger zijn dan prototypemetingen. Deze tegenstrijdigheid werd
voornamelijk verklaard door de kenmerken van de turbulente, beluchte en gebroken
bore-inslagen, resulterend in een samendrukbaar en minder gewelddadig impactpro-
ces voor de dynamische eerste piek F1 (merk op dat dit impactgedrag heel anders
was in vergelijking met gewelddadige brekende golfimpacten op zeeweringen die in
de breekzone waren gebouwd). Eerder werd beschreven dat een meerderheid en
de grootste impacts bestonden uit quasi-statische impact types, de tweede piek
F2 in het dubble piek kracht signal, veroorzaakt door een bijna hydrostatische wa-
terlaag vlak voor de muur, kort na de maximale oploop. Voor de quasi-statische
impact types werden daarom geen schaalgerelateerde effecten verwacht. Er werd
echter een kleine systematische schaalgerelateerde verschuiving naar hogere im-
pactkrachten waargenomen van grootteorde van respectievelijk 4%, 9%, 8%, 13%,
16% voor Fmax, F1/250, F10, F20, F30, in het kleine schaalmodel. Bovendien
was het aantal impacten lager in het kleinschalige model (424) in vergelijking met
het grootschalige model (549). Verschillen gerelateerd aan modeleffecten werden
meestal waargenomen in de golfgeneratie en absorptie in het kleinschalige model
en veranderende zand bathymetrie in het grootschalige model. Dit resulteerde
gemiddeld in een verschil van 10% in spectrale golfparameters op de locatie van
de dijkteen tussen de twee schaalmodellen.

Het wordt verder aanbevolen om de studies van bore transformatieparameters
op de promenade te bevorderen, zoals de helling van het bore-front in de buurt
van de muur. Dit zou het inzicht vergroten, vooral van de impulsieve en dynamis-
che impact types. Gevalideerde numerieke modellering kan een optie zijn om deze
vorm te bestuderen. De vorming van het stromingsveld in termen van bore-dikte
en -snelheid op de promenade en de transformatie van het stromingsveld langs de
promenade moet verder worden onderzocht om hun verandering langs de prome-
nade te bestuderen.

Voor de voorgestelde combinatie van empirische en statistische impactkrachtvoor-
spellingsmethodologie wordt een voorbeeldberekening uitgevoerd met behulp van
de invoerparameters van een andere laboratoriumschaalmodeltest (Chen et al.,
2016). Dit diende als een eerste aanwijzing dat de gepresenteerde voorspellingsmethod-
iek niet buiten bereik was. Ondanks deze eerste bevestiging is verdere validatie van
de voorspellingsmethode vereist, idealiter met prototypemetingen.

Voor toekomstige studies over schaaleffecten in verband met bore belasting
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op muren op een dijk met een zeer ondiep voorland, werd het aanbevolen om
de golfgeneratie en golfabsorptie in het kleinschalige model aan te passen om de
kenmerken van de lange golven beter te reproduceren. Bovendien zouden metingen
van de luchtbellen in beide schalen, op een locatie dicht bij de wand waar de
kracht optreedt, nuttig zijn om de ongelijkheden van de meegevoerde lucht tussen
verschillende schaalmodellen te beoordelen. Het gebruik van druksensoren in beide
schaalmodellen wordt aanbevolen om de invloed van de schaal op de piekdruk
te bestuderen. Bovendien kunnen extra middelgrote schaalmodellen of prototype
metingen gebruikt worden om te beoordelen of de bore inslagen lineair verschalen
en om het relatieve schaalverschil te vergroten.
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Summary

Overtopping bore-induced loads on dike mounted vertical walls in shallow water
and mildly sloping foreshore conditions have recently become an important research
topic. Typically, these vertical walls are either a storm wall constructed on top of the
dike to prevent flooding of the hinterland or residential building walls constructed at
the end of sea-facing promenades. The onshore location of the vertical walls creates
a situation where the bore undergoes several processes before finally generating
the impact load against the vertical wall. These processes include breaking in
shallow waters, run-up and overtopping over the dike crest, bore formation and
transformation along the promenade and final bore-induced loading of the vertical
wall.

However, approaches to estimate the impact load were often derived for a
situation with the vertical wall offshore of the coastline, under direct wave loading.
Furthermore, the average overtopping discharge has been extensively studied to
design for a limited amount of water flowing over the structure. The average
overtopping discharge is unsuitable as input for any structural stability analysis to
design against bore-induced loads and design guidance for a vertical wall onshore
taking into account the impact loads for structural stability analysis is scarce. The
bore transformation processes prior to impact still need thorough investigation to
predict the impact loads in a most meaningful way. Parallel measurements of wave
parameters at the dike toe, average overtopping discharge, flow thickness and
velocity along the promenade and final impact loads at the wall are limited and
the link between these processes needs to be further investigated. Additionally, the
bore-induced loading process itself requires further investigation, to better explain
and account for its highly stochastic behaviour.

Therefore, it was the objective of this research study to prepare laboratory
model testing for a particular model geometry with mildly sloping foreshore, shallow
waters, dike, promenade and wall. The geometrical and hydraulic set-up was most
similar to a cross-section along the Belgian coast. The parameters foreshore slope
cot(θ), dike slope cot(α), dike height d, water depth offshore ho and at the dike
toe ht, as well as the promenade width Gc and their effect on the measured impact
loads was investigated. The resulting wave breaking was studied using the spectral
wave parameters offshore and at the dike toe. The average overtopping discharge
q was measured over the dike crest and the flow formation and transformation
studied in terms of overtopping flow thickness and velocity on the promenade.
Finally, the impact loads at the wall were measured in terms of impact force F and
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pressure p. For the post-processing of the pressure and force signals an Impact-
Analysis-Toolbox (IAT) was created in a Matlab environment, involving a 3-step
post-processing procedure. First, the pressure and force signals were filtered in
frequency domain introducing low-pass, high-pass, bandwidth filters and a trend-
line correction to remove drift from the signals. In a second step a total horizontal
force per meter width value was obtained by integrating the individual pressure
signals over the height or taking the sum of load cell signals attached to the same
measurement plate. Finally, a peak detection method was developed to distinguish
the maximum force for each individual impact event. In total 4 laboratory model
tests were conducted, involving 3 small-scale (Froude similarity and length-scale
factor 1-to-25) and one large-scale (Froude similarity and length-scale factor 1-to-
4.3) model set-up. The models were termed ’UGent1’-’UGent3’ and ’DeltaFlume’
respectively. The data from these models was further used to study the bore
interaction processes prior to impact and to distinguish 3 different impact types
(Impulsive, Dynamic and Quasi-Static). Furthermore, we aimed to elaborate on
the predictive capability of existing semi-empirical formulas (partly from Tsunami
related research) to predict the total horizontal impact force and to derive an
analytical approach to describe the total horizontal impact force signal shape of
individual impact events. Finally, the combined evidence from the process study
and review of existing semi-empirical prediction formulas led to the development of
a statistical prediction tool accounting for the stochastic behaviour in overtopping
bore-induced impact load measurements. A study of the expected uncertainties
arising from non-repeatability issues, scale- and model effects in laboratory impact
load measurements rounded off this study.

The complex interaction of short-duration bores resulting from irregular bro-
ken waves in extremely shallow waters was studied using high spatial resolution
water surface measurements from a laser profiler installed 5 m above the dike toe
location. This resulted in a Field-of-View (FoV) of approximately 21 m in flume
length direction. Two tests with irregular offshore wave parameters similar to a
storm with an annual recurrence interval of 1,000 and 17,000 years for the Belgian
coast were used for this study (Veale et al., 2012; Verwaest et al., 2009). The two
tests were conducted in the large-scale ’DeltaFlume’ experiment and were com-
prised of approximately 1,000 waves each. In total the study was focused on 30
bores causing the 30 highest impacts in the two tests, resulting in 60 investigated
events. Five bore interaction patterns were identified: (1) regular bore pattern,
with a single bore overtopping and no visible interaction with previous reflected
bores; (2) collision bore pattern, with collision of incoming and reflected bore.
The reflection either occurred at the dike or the wall on top of the promenade;
(3) plunging breaking bore pattern, with the bore breaking in the vicinity of the
wall, under inclusion of an air pocket; (4) sequential overtopping bore pattern,
with the incoming bore sliding on a residual water layer on top of the promenade
and subsequent reduced friction and higher impact velocities; (5) catch-up bore
pattern, with a faster second bore overtaking a slower first bore and generating a
cumulative impact at the wall. Furthermore, a sequential overtopping mechanism
was identified as an important process. When a previously broken wave at the dike
resulted in a locally high water level the subsequent incoming bore could smoothly
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overtop the dike without breaking against the dike. The sequential overtopping
mechanism was expected to result in higher energetic impact loads. Overtopping
flow thickness and velocities on top of the promenade were measured using resis-
tive type wave gauges and paddle wheels respectively. These results were largely
overshadowed by any of the previously described bore interaction patterns and no
clear relation, for example to the total horizontal impact force, could be found.

The impact process was studied using the total horizontal impact force signal
and the distribution of pressures along the wall height together with the computed
hydrostatic force estimate based on the run-up of the bore at the wall. The run-up
of the bore was obtained using motion tracking methods from front- and side-
view camera images of the bore leading edge at the wall. For the bore impacts, a
double peak total horizontal impact force signal shape was observed, with similar
magnitudes for the two peaks. The first peak occurred on first impact of the
bore with the wall. The flow was further deflected upwards until the moment of
maximum run-up and a drop in the total impact force signal was observed. The
second peak occurred after maximum run-up, with the water mass falling down
and being reflected outwards again. A classification methodology was developed
based on the ratio between the first F1 and second F2 peak and the impact rise
time tr. Three bore impact types were distinguished: (1) Impulsive impact type,
with a dominant first peak (F1/F2 >1.2) and a rise time smaller than 10−2 s;
(2) Dynamic impact type, with a dominant first peak (F1/F2 >1.2) and a rise
time larger than 10−2 s; (3) Quasi-static impact type, with a dominant second
peak (F1/F2 <1.2). The majority of events and the largest impact force were
comprised of Quasi-static impact types. Based on these findings it was suggested
to derive a maximum force estimate for structural design guidance for the Quasi-
static impact types. It was expected that the up-scaled Quasi-static impact types
were less affected by scale effects due to the almost hydrostatic behaviour of the
water in front of the wall at the moment of the second peak F2. This was however
strictly only possible if no dynamic effects (for the first dynamic impact), due to the
resonance period of the structure tn being in the range of the impact rise time tr,
needed to be considered for structural analysis. A link between the five identified
bore patterns and the three identified impact types was discussed and only plunging
bore breaking led to dynamic/impulsive impact types in any case. Collision bore
pattern was the most frequent (46% of all interactions were identified as collision
bore pattern) and resulted in Quasi-static impact types in the majority of the cases.
A very practical conclusion was that the maximum measured horizontal impact
force for extremely shallow water and mildly sloping foreshore conditions, together
with wave conditions similar to a storm with an annual recurrence interval of 1,000
years at the Belgian coast, was Fmax= 19 kN/m (prototype value). This event was
preceded by a regular bore pattern with no efficient overtopping mechanism. The
event was classified as Quasi-static impact type and prototype flow layer thickness
ηmax=0.56 m, maximum flow velocity umax=4.67 m/s and maximum run-up at
the wall Rh,max=2.49 m were measured.

Next, the same 60 impact events and related flow thicknesses, velocities and
run-up were used to fit existing semi-empirical prediction formulas (to predict the
total horizontal impact force) with the data and to judge the predictive capability of
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the existing formulas based on the goodness-of-fit parameters. The formulas were
distinguished whether they rather described the dynamic first impact of the flow
against the wall (related to incoming momentum flux and layer thicknesses and
velocities) or the almost hydrostatic situation after maximum run-up and outward
reflection of the water mass (related to the run-up at the wall or layer thickness
close to the wall). Only limited number of prediction formulas for individual over-
topping bore impacts on walls, resulting from broken waves in shallow waters, were
available and the study was extended to Tsunami bore impact prediction formulas.
The main difference is that Tsunami bore impacts were of longer duration and
often considered flow around the structure, with a larger crest width to building
width ratio. The dynamic first peak F1 was best described with Equation 2.11
(σ=8.6 kN/m in prototype and MAPE=0.9614). Simple momentum flux theory
(see Equation 6.5) fitted to the data revealed a similar prediction accuracy. The
almost hydrostatic second peak F2 was best described with the fitted hydrostatic
force estimate with Equation 6.8 and using the maximum run-up of water at the
wall (σ=3.23kN/m in prototype and MAPE=0.9963). A coefficient C1=0.32 was
obtained, very close to the coefficient of C1=0.33 (found by Chen et al. (2012) in
small-scale experiments for regular waves). This resulted in the practical conclu-
sion that only ∼80% of the maximum run-up was effectively causing the force on
the wall. The implication on the calculation of the overturning moment was that
the lever arm can be reduced by ∼20% for the design of these structures. This
observation was explained by the unweighting of the water body in front of the
wall due to upward acceleration, splash-up and small or detached run-up tongue in
the upper part of the water in front of the wall. Furthermore, a theoretical model
based on the vertical accelerations of the water body in front of the wall was pro-
posed to predict the total horizontal impact force signal shape. As the model only
takes into account the vertical acceleration, thus does not consider the horizontal
accelerations, some features of the total impact force shape, notably the beginning
of the signal, were not captured well. Nevertheless, once the incoming flow was
turned into vertical direction the model significantly reduces the overestimation
resulting from the hydrostatic force estimate. The vertical accelerations in front of
the wall were derived numerically from a validated OpenFOAM model, which was
used to remodel a short duration test from the ’DeltaFlume’ data-set.

For both, the best-fit prediction of the dynamic first F1 and quasi-static sec-
ond peak F2, the prediction accuracy was low. It was argued that bore inter-
action processes prior to impact, non-uniformity of the bore front (2D-Effects),
air-entrainment in the bore, and even small fluctuations and turbulence in the bore
caused different bore impact processes resulting in the stochastic behaviour of the
measured total horizontal force. Hence, a statistical method was investigated to
predict the total horizontal impact force. For this purpose the impacts from the
data-sets ’UGent1’-’UGent3’ and ’DeltaFlume’ were combined into a larger data
sample (more than ∼100 impacts per sample). The range of application of the
’UGent1’-’UGent3’, ’DeltaFlume’ data-set was in the range of a previously derived
data-set (Chen et al., 2016), with an extension towards larger relative prome-
nade widths Gc/Lt=0.04-0.5 and extremely shallow waters ht/Hm0,o <0.3 (after
Hofland et al. (2017)). With the large sample (more than ∼100 impacts per sam-
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ple), issues due to too few data points for robust statistical analysis were minimized.
The subdivision into samples was done based on a novel empirical link between the
non-dimensional maximum impact F ∗max and the non-dimensional average over-
topping discharge q∗. The sample boundaries were set based on suggested values
from Eurotop (2016). Five data samples S1-S5 were distinguished and a sensitivity
study on sample size showed that approximately 50 force peaks were required for
robust fitting of the statistical distribution to the force peaks. Furthermore, a sen-
sitivity study of the upper fitting threshold was conducted and an upper 15% fitting
threshold selected. Only force peaks above this threshold were used to fit the lin-
earised Weibull distribution to each sample and the shape and scale parameter were
derived. The shape and scale parameter were plotted over the non-dimensional av-
erage overtopping discharge q∗ for the five samples. The best-fit line for shape and
scale parameter was calculated and showed a very stable behaviour (R2=0.9873 for
shape and R2=0.9925 for scale parameter). Finally, a 6-step prediction methodol-
ogy was developed, combining the empirical and statistical prediction capabilities:
A maximum expected impact force Fmax was empirically determined together with
its statistical exceedance probability Pm. The exceedance probability Pm can be
interpreted as the probability that Fmax will be exceeded for a storm with 13,000
offshore waves and hydraulic boundary conditions (ht, Hm0,t, Tm−1,0,t, q) specified
together with the structural information (Ac, Gc) in the input parameters.

Lastly, the non-repeatability issues, model- and scale effects for laboratory im-
pact load measurements induced by overtopping bores on dike mounted walls were
investigated. This was done to better judge the accuracy of any impact force
prediction derived from laboratory experiments. First, a base-line uncertainty was
established by simply reproducing the same time-series of waves 14 times and
measuring the impact forces at the wall. This so called non-repeatability of impact
forces was quantified using the coefficient of variation and was in the order of 10%
(in extreme cases up to 20%) for Fmax and F1/250. The scale-related effects were
investigated by comparing tests from different scale laboratory experiments with
the Froude similarity and length scale ratio 1-to-5.81. A similar geometry and the
same time-series of waves was used in both experiments. It was concluded that
if a minimum water depth at the dike toe, as well as thickness and velocity of
the overtopping flow were maintained, the scale-related errors in the impact force
measurement disappear within the uncertainties related to non-repeatability and
model effects. This finding seemed contradictory to the general assumption that
force measurements in the small-scale model are significantly higher than proto-
type measurements. The contradiction was mainly explained by the characteristics
of the turbulent, aerated and broken wave impacts, resulting in compressible and
less violent impacts for the first dynamic peak F1 in the double peak impact force
signal. Note this impact behaviour was very different compared to violent breaking
wave impacts on seawalls constructed in the breaking zone. Furthermore, the ma-
jority and largest measured impacts were of quasi-static nature, the second peak
F2 in the double peak impact force signal, for which no major scale-effects were
expected. However, a small systematic scale-related shift to higher impact forces
was observed in the order of 4%, 9%, 8%, 13%, 16% for Fmax, F1/250, F10, F20,
F30 respectively, in the small-scale model. Furthermore, the number of impacts
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was lower in the small-scale model (424) compared to the large-scale model (549).
Differences related to model effects were mostly observed in the wave generation
and absorption in the small-scale model and changing sand bathymetry in the
large-scale model. This resulted on average in a 10% difference in spectral wave
parameters at the dike toe location between the two scale models.

For future studies on scale effects related to overtopping bore impacts on dike
mounted walls, it was recommended to further advance the wave generation and
wave absorption in the small-scale model to better represent the long wave char-
acteristics. Additionally, measurements of air entrainment in both scales, at a
location close to the wall where the impact force occurs, would be beneficial to
judge the dissimilarities of the entrained air between different scale models. The
use of pressure sensors in both scale models is recommended to further study the
scale influence on peak impact pressures. Furthermore, extra intermediate scale
models or fully prototype measurements could be used to judge whether the bore
impacts scale linearly and to increase the relative scale difference.

It was further recommended to advance the study of bore transformation pa-
rameters on the promenade, such as bore front slope in the vicinity of the wall.
This would increase understanding, especially of the impulsive and dynamic impact
types. Validated numerical modelling might be an option to reproduce the shape
of the bore front slope. The formation of the flow field in terms of bore thick-
ness and bore velocity on the promenade and the transformation of the flow field
along the promenade should be investigated further to study their change along
the promenade.

For the proposed combination of empirical and statistical impact force predic-
tion methodology an example calculation was performed using the input parameters
of another laboratory scale model test (Chen et al., 2016). This served as a first
indication that the presented prediction methodology was not out of range. Despite
this first confirmation, further validation of the prediction methodology is required,
ideally from prototype measurements.

xxxvi



Chapter 1

Introduction

The sea levels are expected to continue to rise in the near future, posing a threat
to the coastal communities and assets constructed in the coastal area. As pro-
jected in the synthesis report of the Intergovernmental Panel on Climate Change
(IPCC, 2014) the global mean sea level rise will exceed the observed rate of
2 mm/year (1971-2010) in the 21st century. This is also the average increase
rate (∼ 2.7 mm/year) for the local mean high tides at the gauge Cuxhaven be-
tween 1840 and 2005 (see red line in left Figure 1.1). The predicted future sea
level rise after IPCC (2014) ranges from 0.28 m to 0.98 m in the year 2100 for differ-
ent climate change scenarios (see right Figure 1.1). Additionally, extreme storms,
as observed in the winter season 2013/2014 along Europe’s Atlantic and North
Sea coasts (see Figure 1.2), were more frequent and of higher intensity (Masselink
et al., 2016). At the same time socio-economic changes put further pressure on the
coastal area. The coastal area worldwide is comparably more densely populated
and in the year 2000 half of all cities with more than 500,000 inhabitants were
located within 50 km of a coastline (UNEP, 2006).

In Belgium roughly 400,000 people live within an area at risk of flooding. The
attractiveness of the coast, in terms of leisure and economic activities, leads to
an increased number of people, buildings and assets close to the coastline. When
vulnerability in the coastal area and probability of flooding increases, the risk for
inhabitants, accompanying industry and infrastructure also goes up. Hence, the
increased need to properly prevent flooding in these areas and to build structures
which are designed to withstand wave impact loads. This is especially true for
countries with low elevation, such as Belgium, the Netherlands, Germany, parts of
the US East coast, Indonesia or the coasts in northern Italy. There is a need for a
sufficiently stable coastal structure to prevent flooding and withstand wave impact
loads.

However, an absolute safety against coastal flooding is not achievable, e.g. due
to long- and short term uncertainties associated with the prediction of the global
sea level. The local effects of climate change and rising sea levels are often difficult
to predict or of stochastic nature with numerous interacting parameters. Even if
the prediction accuracy will improve, the accurate prediction of extreme flooding
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2 1. Introduction

Figure 1.1: Measured mean high tide water level at level Cuxhaven in Germany (red line
in the left figure). Sea level rise scenarios as predicted by the IPCC (2014) (right figure).

events will remain a challenge. This uncertainty generates a problem for the design
of any coastal structure which has to withstand waves and prevent flooding. A
designer might want to build the structure stable enough for a foreseeable future
and with the possibility to be adapted or strengthened in case of further sea level
rise or increased number of extreme flooding events, instead of providing an overly
conservative design, for an uncertain extreme event in the far future. To properly
assess the structural stability of any coastal structure, reliable tools to predict the
wave-induced impact loads are required. In fact, existing approaches to designing
coastal structures are often based on limiting the amount of water overtopping the
structure and cannot be used for structural stability analysis.

Figure 1.2: Windfield from ’Deutscher Wetterdienst’ (DWD) for storm Christian
(28.10.2013) and storm Xaver (06.12.2013). Xaver showed the highest measured storm
surge water level at Pegel Norderney Riffgat since 1906.
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1.1 Background and Motivation

The coastal structures along the shores of low-lying countries are often comprised
of a two-component soft- and hard structure (see Figure 1.3). The mildly sloping
sand foreshore in shallow waters is referred to as soft structure, and is adaptable
to the forces of the waves. In Belgium, the sandy foreshore slopes range between
1-to-20 in Knokke-Heist and 1-to-90 in De Panne. Sandy foreshores are also found
along parts of the Dutch and German coastlines. The soft structure is then followed
by a hard structure, most often a dike with an attached promenade. On top of
the promenade a storm wall or buildings are constructed. It was shown that one
third of the Belgian coastline is not properly protected against severe storm surges
(Mertens et al., 2009). Furthermore, structural coastal protection measures, such
as dikes and storm walls, are commonly designed and assessed based on a reduction
in overtopping (Verwaest et al., 2011), not taking into account the hydrodynamic
loads induced by overtopped waves. Hence, rethinking the design of storm walls
on the dike and buildings constructed at the end of the promenade is key to
strengthening the coastal resilience against flooding and overtopping wave impact
loads.

If rising sea level or an extreme storm exceeds the limits of the installed coastal
protection, additional measures to prevent flooding of the hinterland and direct
wave loading are needed (see Figure 1.4). A short term solution can be to add an
additional storm wall on top of the dike (either temporarily or as a fixed solution), to
raise the crest freeboard. By raising the crest freeboard the amount of overtopping
water is limited. The crest freeboard is defined as the distance between the still
water level and the point where the water, once overtopped, cannot re-enter the sea
again. Usually this point is the top of the wall. In numerous cases along the coasts
of low-lying countries, buildings are constructed at the end of a wide-crested dike or
promenade, like in Belgium. Taking into account upcoming challenges concerning
sea level rise and more frequent and severe storm surges due to climate change,
these buildings will experience increased flooding and direct wave loading.

Figure 1.3: Storm water level reaching the dike in Ostend, Belgium (right figure). Before
the beach nourishments were carried out starting from 2007 (Van Doorslaer et al., 2017).
Typical coastal set-up for the Belgian coastline (left figure). With the soft-structure mild
foreshore, followed by the hard-structure dike, promenade and wall (photo by Nicolas
Milot).

Typically free surface waves are generated by wind blowing along the water
surface. The small pressure fluctuations along disturbances of the water surface
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and the horizontal component of it resulting in a mean shear stress will gradually
form a fully developed wave. When the wind blows sufficiently long enough over
a large enough fetch of sea a fully irregular wave field exist. The wave energy is
further transferred as a transversal wave. When the wave approaches the coastline,
it starts to transform over the first coastal defence structure, the mildly sloping
foreshore, and breaks due to depth limitations in the shallow water (also called surf
zone). Finally, a broken turbulent wave of short duration approaches and overtops
the second coastal defence structure. Overtopped wave impacts are then the result
of the interaction between the overtopped wave with any obstacle situated on the
promenade. It was previously described that the overtopped wave shows a bore
type behavior (Chen et al., 2014). According to the authors, the only difference
to a ’real’ bore is that it is induced by stochastic waves and that the bores may
hit in groups or even as infragravity waves. Roeber and Bricker (2015) describe
similarities of a tsunami bore and a bore generated by surf beat interacting with a
coral reef during typhoon conditions. Recently, Lubin and Chanson (2016) proposed
using the analogy of a tidal breaking bore to best describe the similarities to a bore
resulting from broken waves. They observed that both bores, the tidal bore and
the bore resulting from broken waves, are highly aerated and showed a sequence
of splash-ups, as well as similarities between bubble plume behaviour. Compared
to tidal bores, the bores resulting from broken waves in an irregular wave field are
prone to interactions with previously overtopped bores (see Table 1.1). This leads
to a complex and turbulent interaction process of the water masses before impact.
In order to predict reliably the impact loads at the wall, a good understanding
of the bore formation, bore interaction processes and final bore-induced loading
of a secondary hard structure or building is required and barely investigated nor
completely understood (Allsop et al., 2004). Furthermore, the relationship between
the wave conditions at the toe of the dike, the run-up at the dike, the overtopping
over the dike crest, the bore transformation along the promenade and the impact
loads at the wall are not yet fully understood and engineering design guidance is
scarce.

Table 1.1: Qualitative comparison of tsunami/tidal/dam break flow bore and short du-
ration overtopping bore characteristics resulting from irregular and broken waves.

Type Generation mechanism Aeration Bore interaction Flow around building

Tsunami, Tidal,
Dam break bore

Landslide, Earthquake,
Tsunami

Turbulent, aerated and
foamy bore front/roller

Limited Yes

Overtopping bore
Wave breaking, Overtop-
ping

Turbulent, aerated and
foamy bore front/roller

Yes No

Overtopped bore loads on storm walls, buildings and people have scarcely been
measured, resulting in a lack of generic design guidance (Eurotop, 2016). Over-
topping bore-induced loads can be a severe hazard to people and objects exposed.
Geeraerts et al. (2005) found overtopped bore loads on a dummy person to be
8.8 kN, with accompanying overtopping of q = 1 l/s per m. This is a rather high
value compared to a 0.14 kN slipping limit for pedestrians proposed by Endoh
and Takahashi (1994). Most of the impact prediction guidelines suffer from the
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drawback that they are not designed for a geometrical set-up with dike mounted
vertical walls. E.g. impact prediction force formula in U.S. Army Corps of Engi-
neers (2002), based on the works by Camfield (1991), are designed for land based
structures on a plane slope not taking into account overtopping over the dike crest
in extremely shallow waters.

Figure 1.4: Flooding of the harbor in Norden (Germany) during a storm surge (left
figure). Wave overtopping of the dike and impact at coastal structures on the barrier
island Norderney (middle figure). Overtopping wave splash at the Belgian coast before
the nourishment starting from 2007.

Maximum impact forces are key for a reliable design of coastal structures and
often derived from small-scale experiments, up-scaled to prototype. Several small-
scale experiments were conducted for the above-described coastal situation, using
Froude similarity and a length scale factor between 1-to-20 and 1-to-35. The
impact loads on the structure were investigated for irregular waves (Van Doorslaer
et al., 2017; Streicher et al., 2016; Chen, 2016; Kortenhaus et al., 2017) and
regular waves (Chen et al., 2015). In this way they suffer from scale-effects, mainly
due to dissimilarities in the entrained air and the air content of the foamy bores
(Blenkinsopp and Chaplin, 2007). Entrained air usually leads to cushioning effects
of the impact pressures. Hence, less air entrained in the small-scale experiments will
lead to less cushioning of the impact (Bullock et al., 2001). This is expected to lead
to an overestimation of the impact loads, when upscaling the results from small-
scale to prototype (Cuomo et al., 2010). Prototype tests of overtopped wave loads
on a vertical wall were carried out (De Rouck et al., 2012; Ramachandran et al.,
2012) in the large wave flume (’Grosser Wellenkanal’, GWK) in Hannover, Germany.
In their experimental configuration the influence of the mildly sloping foreshore
and shallow waters at the dike toe, that results in broken bores approaching the
dike, was not taken into account. Ko and Yeh (2018) and Kihara et al. (2015)
investigated the slightly different situation tsunami bore impacts on vertical walls.
The bore generates a continuous in-stream of water at the wall and no short
duration bore interaction processes prior to impact were observed. The derived
prediction tools often predict the average impact force (Van Doorslaer et al., 2017;
Kortenhaus et al., 2017; Chen et al., 2015) or a maximum impact force but do not
account for the underlying physical processes and are of rather empirical nature
(summary given in Streicher et al. (2018)).

To summarise, storm walls situated on top of dikes are an appropriate short term
measure to cope with rising sea levels or extreme storm events. The overtopping
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Figure 1.5: Storm walls on the barrier island Norderney during regular conditions (left
figure) and during a storm surge with overtopping bore-induced loads on the wall elements
(right figure). The storm fotos were taken 09.11.2007 (source: NLWKN).

bore-induced loads need to be predicted to reliably design these storm walls, or any
buildings situated on top of the dike, to withstand bore attack and prevent flood-
ing. However, for an accurate prediction of the bore-induced loads it is important
to distinguish the different physical processes during overtopping, bore formation
and transformation, until final impact with the vertical wall. Furthermore, it is
favourable to derive this knowledge from laboratory experiments featuring irregular
waves as they reflect better the bore-bore interaction characteristics also found in
reality. Finally, large-scale experiments are preferred to minimize the scale-effects,
which are expected to arise from the difference in aeration of the water between a
small-scale model and prototype.

1.2 Main objective and methodology

The main objective of this study is to gather more insight into the different physical
processes that occur during bore formation in mildly sloping foreshore and shal-
low water conditions, run-up and overtopping over a dike, bore propagation along
the promenade, leading to bore-induced loads on vertical structures such as storm
walls or buildings constructed on top of the dike. Better knowledge of the physical
processes will lead to the development of semi-empirical equations and statistical
prediction tools as a basis for new design guidance in this field. First, a short lit-
erature review in order to increase knowledge and understanding of short-duration
overtopped bore impacts on dike-mounted vertical walls will be performed. The
bores result from irregular broken waves in mild foreshore and shallow water con-
ditions. A better understanding of the processes leading to the impact is required
for a reliable and safe design of these structures with respect to sea level rise and
increased storminess in the future. In the literature study an overview of existing
experimental studies will be established and the prediction formulas derived from
these studies presented (see Chapter 2). A review of the non-repeatability, scale-
and model effects in laboratory impact force measurements rounds off the litera-
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ture study. The research gaps will be identified and result in the specific objectives
for this thesis and a more detailed methodology (see Section 2.7 and 2.6). The
method of investigation for this thesis is based on the analysis of experimental
data derived from small- and large-scale experiments, for overtopping bore-induced
loads on dike mounted walls in shallow water and mild foreshore conditions.





Chapter 2

Fundamental processes and
scientific state-of-the-art

It was the purpose to summarize the existing knowledge on overtopped bore-
induced loading of vertical walls in this Chapter. The specific conditions on which
the literature study was focused were walls mounted on top of sea-facing prome-
nades in shallow waters and mildly sloping foreshore conditions (see Figure 2.1).
First, the generation of bores resulting from depth generated breaking waves was
described in Section 2.1. Then the recent findings on bore interaction and bore
impact processes were summarized in Section 2.2 before the existing experimental
studies on this topic were summarized in Section 2.3. For some of the studies
empirical and statistical prediction tools were derived (see Section 2.4). Finally,
the scale- and model effects for laboratory measurements of bore-induced loading
of vertical walls was discussed in Section 2.5. Throughout the literature review, the
research gaps were identified and resulted in the specific objectives for this thesis
(see Section 2.6) and the particular thesis outline (see Section 2.7).

Figure 2.1: Overview of geometrical and hydraulic parameters

9
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2.1 Bores in shallow water and mildly sloping fore-
shore conditions

Foreshore slopes along the Belgian coast range between 1-to-20, close to Knokke-
Heist, and 1-to-90, close to De Panne (Gruwez et al., 2018). Typically a foreshore
slope between 1-to-35 and 1-to-40 is considered transitional between a mild and
a steep foreshore (Hofland et al., 2017; Ruessink et al., 2013). With the steeper
slopes being more representative for a critical post-storm situation at the Belgian
coast. In Eurotop (2016) the foreshore slope in front of the coastal structures
was defined as having a minimum length of Lm−1,0, with horizontal to 1-to-10
bottom slope, and discussed in terms of water depth and its effect on the wave
characteristics, steepness (see Equation 2.1) and breaker parameter (see Equation
2.2),

Sm−1,0 =
Hm0

Lo
, (2.1)

ξm−1,0 =
tan(α)√

2 · π ·Hm0/g · T 2
m−1,0

. (2.2)

With, Hm0 and Tm−1,0 the offshore spectral wave height and period, tan(α)
the structure slope, and L0 the deep water wave length. The breaker parameter
reached large values between 4-10 and the wave steepness was often smaller than
0.01 (Eurotop, 2016)). The authors stated that this often indicated a shallow
or very shallow foreshore, depth-limited wave breaking, a flattening of the wave
spectrum and spilling waves. The transition from shallow to very shallow foreshores
was also related to a decrease in wave height Hm0 from offshore to the toe of
the structure by 50%. They further state that for a shallow foreshore the waves
were still breaking but the spectral shape was maintained, while for a very shallow
foreshore the spectral shape is flattened with increased magnitude in the lower and
higher frequency range. This was in line with the observations made by Hofland
et al. (2017) and Van Gent (1999a), who found that there was a significant shift
towards higher spectral periods Tm−1,0 along a very shallow foreshore. This was
explained by the depth-limited breaking of the waves along the foreshore and release
of free long waves from the wave group (Hofland et al., 2017; Chen, 2016; Altomare
et al., 2016; Van Gent, 1999a). However, Hofland et al. (2017) pointed out a
problem using the breaker parameter and wave steepness for classification. The
former classifies a deep foreshore together with non-breaking swell waves formally as
shallow foreshore and the latter classifies steep structure slopes as shallow foreshore.
The physical relevance, relating a very shallow foreshore to heavy wave breaking,
was lost. Hence, Hofland et al. (2017) developed a criterion to classify foreshores
into extremely shallow, very shallow, shallow and deep, on the basis of the related
wave characteristics. The classification was done based on the criteria ht/Hm0,o

(see Table 2.1).
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Table 2.1: Classification of foreshore depth based on the ratio of water depth at the dike
toe ht and spectral wave height offshore Hm0,o (Hofland et al., 2017).

Offshore Shallow Very shallow Extremely shallow

ht/Hm0,o >4 4> ht/Hm0,o >1 1> ht/Hm0,o >0.3 ht/Hm0,o >0.3

The offshore location was defined as ht/Hm0,o >4, with no depth-induced
wave breaking. A shallow foreshore is then defined as 1<ht/Hm0,o >4 where
the wave breaking started to get influenced by the water depth but the same
single-peak offshore wave spectrum was maintained. For a very shallow foreshore,
0.3< ht/Hm0,o >1, the offshore wave height was reduced, similarly to what was
stated in Eurotop (2016), by 50%-60% and a flattening of the wave spectrum
and increased low-frequency energy observed. Finally, extremely shallow foreshores
were defined as ht/Hm0,o >0.3 with a dominant low frequency component for the
wave spectrum.

In case of shallow to extremely shallow foreshores (Hofland et al., 2017) the
waves were breaking along the foreshore and the wave spectrum flattened and
shifted towards low-frequency components. This resulted in a highly aerated and
turbulent bore at the toe of the coastal structure and was best compared to a tidal
breaking bore (Lubin and Chanson, 2016). In this conditions the water mass in
the bore was transported in the direction of bore propagation. Suzuki et al. (2017)
proposed to use the solitary wave model to compute the shallow water wave length
in this conditions,

Lt = Tm0−1,0,t ·
√
g · (ht +Hm0,t). (2.3)

Run-up and overtopping of coastal structures were usually defined for deep fore-
shore conditions (Eurotop, 2016). Average overtopping volumes in mildly sloping
foreshore and shallow water conditions, with broken bores as a result, were first
predicted by Van Gent (1999b) based on model tests with foreshore slopes 1-to-100
and 1-to-250, as well as smooth dike slopes 1-to-4 and 1-to-2.5 (see Equation 2.4),

q =
√
g ·H3

m0 · 10c · exp(− Rc
Hm0 · γf · γβ · (0.33 + 0.022 · ξm−1,0)

). (2.4)

Where q was the overtopping discharge per meter width of the structure, Rc
was the crest freeboard, γf was the reduction coefficient considering the effects of
the slope roughness and γβ was the reduction coefficient considering the effects
of wave obliqueness. The c-coefficient in Equation 2.4 was assumed a normally
distributed parameter with mean value equal to -0.92 and a standard deviation
σ equal to 0.24. The 5% upper and under exceedance limits were calculated
as (-0.92)±1.64σ. Altomare et al. (2016) extended the prediction to foreshore
slopes between 1-to-250 to 1-to-20 and for very shallow waters by introducing an



12 2. Fundamental processes and scientific state-of-the-art

equivalent slope tan(δ) (see Equation 2.5),

tan(δ) =
1.5 ·Hm0 +Ru2%

LSlope
. (2.5)

The equivalent slope tan(δ) was basically an average slope over the equivalent
slope length Lslope, between the foreshore slope tan(Θ) from the point on the
foreshore with a depth of 1.5·Hm0 and dike slope tan(α) from the run-up level
Ru2% (see Equation 2.6). By adding the foreshore slope as part of the structure
the effects of heavy wave breaking and change in spectral wave parameters on the
foreshore were taken into account,

LSlope =
Ru2% + ht
tan(α)

+
1.5 ·Hm0 + ht

tan(Θ)
. (2.6)

Finally, it should be mentioned that the crest freeboard Rc was typically defined
as the distance between the still water level and the height of the coastal structure
from where on the water cannot flow back to the sea. In the case of a wall situated
on top of a dike this would be the top of the wall. However, if the vertical wall was
a building or otherwise non-overtopped this resulted in unphysical or unrealistic
predictions, when Rc was used as defined above. Therefore, Van Doorslaer et al.
(2017) suggested to use the parameter Ac instead, defined as the distance between
the still water level and the dike crest height (see Figure 2.1).

2.2 Bore interaction and bore impact processes

The first study to distinguish and classify different bore interaction patterns prior
to impact was done by Chen (2016) with data derived from small-scale laboratory
experiments depicting shallow water and mildly sloping foreshore conditions. She
investigated three ways in which bore interaction can influence the impact on the
wall. For the catch-up pattern (case 1) a first bore is followed by a second and
faster bore, they join on the promenade and generate an amplified impact on the
wall. The collision pattern (case 2) describes any collision of incoming and reflected
bore on the promenade. Depending on the location of the collision this results in
an amplified (collision close to wall) or dampened (collision further away from
wall) impact. For the wet bed situation (case 3) the incoming bore slides over a
residual water layer from a preceding bore. This results in less friction and velocity
damping during propagation over the promenade, and subsequently the impact
is amplified. Streicher et al. (2016) observed in similar small-scale experiments
that bore interaction on the promenade can lead to amplified impacts, for example
plunging bore breaking against the wall.

The blocking of the bore due to a wall on the promenade and the resulting
impact of the bore against the wall is termed ’wall effect’ by Chen et al. (2014).
For a single bore overtopping the dike and impacting against the wall, they defined
four stages of impact at the wall: In the (S1) pre-impact stage the bore was
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propagating and transforming over the promenade. During the (S2) initial impact
stage a first tiny water jet impacted at the wall followed by the main water wedge
impact and squeezing of the initial water jet against the wall. This in turn was
followed by the (S3) deflection stage during which the water flipped through and
was deflected upwards along the wall, transferring all kinetic energy into potential
energy until maximum run-up at the wall was reached. Finally, during the (S4)
reflection stage the water started to fall downwards again, hitting the remaining
incoming water and being reflected offshore again due to partial blocking of the
wall.

Kihara et al. (2015) investigated tsunami bore impacts on tide walls. Based
on signals from pressure sensors measuring over the wall height, they distinguished
four impact phases: (P1) Impulsive impact phase with a duration of 10−3 − 10−2 s.
(P2) Dynamic impact phase, 0.1− 1 s long and during which the flow against the
wall was fully developed and the water mass flipped upwards. (P3) Initial reflec-
tion phase during which the water collapsed on the continued incoming flow and
pressures on the wall were larger than hydrostatic. (P4) Quasi-steady/hydrostatic
phase from 10s after initial impact onwards during which the pressure distribution
on the wall was hydrostatic.

The impact process for tsunamis (Kihara et al., 2015) and overtopping waves
(Chen et al., 2014) are classified in various corresponding stages or phases, named
differently and taking into account the differences between short duration overtop-
ping waves and long duration tsunami bores.

Bore impacts against a vertical wall resulted in a double peak shape of the
measured force impact signal (Ko and Yeh, 2018; Van Doorslaer et al., 2017; Chen
et al., 2015, 2014, 2012; Streicher et al., 2016; Kihara et al., 2015; De Rouck et al.,
2012; Ramachandran et al., 2012; Ramsden, 1996; Martin et al., 1999). The first
peak was typically assigned to a dynamic impact of the moving bore being blocked
by the wall. During deflection and reflection of the bore a dominant influence of the
second peak was observed. The physical reason for the second peak was debated at
length. It was either assigned to a hydrostatic force, due to the water in front of the
wall (De Rouck et al., 2012) or to the down-rush of water after run-up and blocking
of the wall in one direction (Streicher et al., 2016; Kihara et al., 2015; Chen et al.,
2012; Martin et al., 1999; Ramsden, 1996). The latter argued that the second
force peak was situated after the maximum run-up in time and therefore cannot
be directly assigned to a maximum water layer in front of the wall. Kihara et al.
(2015) assumed that the second peak in the impact signal was due to two effects,
acceleration of continuous flow against the lower part of the wall and downward
accelerated flow by gravity due to collapsing water. The double peak impact signal
shape was already described by Kortenhaus and Oumeraci (1998) and Oumeraci
et al. (1993) for direct wave loading of structures situated in relatively deep water.
Kortenhaus and Oumeraci (1998) defined a criterion to classify the entire impact
either as a dynamic (dominant first peak F1) or quasi-static (dominant second
peak F2) impact type. If the force ratio F1/F2 exceeds 2.5, the impact would
be considered a dynamic impact type. For the first time, Ko and Yeh (2018)
described the double peak impact signal shape theoretically and validated their
assumption with measurements obtained from experiments studying tsunami bore
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impacts on building walls. Using the laser induced fluorescence method they were
able to cut out cross sections of the water body in front of the wall to determine
the splash-up height, which is a different term for run-up height, at the wall in
small-scale experiments. They observed a two-peaked impact signal with the first
peak related to the slamming action and rising water in front of the wall and the
second peak related to falling action and the collapsing of water after maximum
splash-up. The generated tsunami bores were repeatable enabling a statistical
analysis of the parameters. Based on a very short duration observation 2.72 s<
t <2.8 s, where the impact pressure gradients were very small over the wall height,
they made the assumption that the velocity profile in front of the wall can be
seen as uniformly distributed over the height. When using the Euler equation to
predict the force response of the structure and assuming uniform velocity profiles,
the measured force was better approximated than using the hydrostatic approach
(which would always overestimate the impact force) based on splash-up height.
The slight overestimation using the Euler equation might be due the fact that
incompressible fluid is assumed in theory, while in the experiment a two-phase flow
of air and water was present. So, the impact forces were reduced. In all cases
using a uniformly distributed velocity profile resulted in better force estimates than
using a linearly distributed velocity profile. Hence, they made the assumption that
the splash-up water body, at least at the tip of the splash-up behaves like a solid
body projectile.

Theoretically, the impact at the wall is the result of a deterministic process
chain starting with the I) wave breaking in shallow waters, II) wave run-up at the
dike, wave overtopping over the dike crest, III) transformation of the bore flow on
the promenade and IV) finally impact of the bore at the wall (see Figure 2.2).

Additionally interaction patterns of the bore, such as V) catch- up, VI) sequen-
tial overtopping or VII) anticipated collision of a reflected bore with new incoming
water were observed (see Chapter 5). Occasionally, several interaction patterns
were observed for the same event. If each physical process could be described
correctly, a perfect link between the waves in I) and the impact force in IV) would
be the result. For each part in the process chain an output parameter would be
calculated, which again serves as the input for the next. However, due to small
fluctuations in the flow, turbulent processes, air entrainment, bore interaction, this
remains a challenge for any approach to predict the impact loads.

2.3 Experimental studies on overtopped bore load-
ing of vertical walls

There were several experimental studies existing featuring overtopping wave-induced
loading of vertical walls. They were herein distinguished in 3 categories: (1) ex-
perimental studies involving the overtopping discharge (see Section 2.3.1), as key
design parameter for coastal structures; (2) experimental studies conducted for
shallow water and mildly sloping foreshore conditions similar to the present study
(see Section 2.3.2) and (3) other related studies (see Section 2.3.3). An overview
of the existing experimental studies was given in Table 2.2.
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Figure 2.2: Process overview of overtopping bores impacting a vertical wall on top of a
promenade. I) wave breaking, II) wave overtopping and formation of overtopping bore,
III) transformation of bore along promenade, IV) initial impact at the wall and upward
deflection, V) wave catch-up and VI) sequential overtopping, VII) anticipated collision of
incoming and reflected bore.

2.3.1 Studies involving the overtopping discharge

Usually storm walls on top of a dike are designed to limit a certain amount of
water overtopping the wall, to ensure that the hinterland is not flooded. However,
for a structural stability design the bore-induced loads on these structures was
required. Only few studies were conducted to investigate the relation between
the overtopping water and associated impact loads on the structure. Allsop et al.
(2004) provide a tentative relation between the average overtopping discharge and
maximum local impact pressures on a sea wall and concludes that with increasing
discharge and smaller promenade width the pressure increases. Kortenhaus et al.
(2017) discusses the possibility to use the average overtopping discharge and relate
it to the bore-induced impact force F1/250 for dike mounted walls. The experiments
(model scale 1-to-25) on which the discussion was based were conducted at Ghent
University wave flume facility on a geometry similar to the Belgian coast. A 1-to-35
foreshore slope was built from concrete and attached to a dike and promenade made
from plywood. At the end of the promenade a wooden, non-overtopped vertical wall
was constructed, representing a storm wall or sea-facing building wall. The impact
forces were then measured by means of load cells attached to a measurement plate
integrated into the wall at the end of the promenade. In this study the incident
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wave parameters at the dike toe were measured in separate tests by removing
the dike and promenade from the set-up. Additionally, the individual and average
overtopping over the dike crest was measured in another test series featuring the
same irregular time-series of waves. Hence, a relation between average overtopping
discharge and the impact forces was enabled. Furthermore, the promenade width,
freeboard and dike height were varied during their experiments.

A number of studies used the instantaneous maximum overtopping discharge,
as the product of maximum flow thickness and maximum flow velocity on the
promenade, to relate it to the measured impact force (Ramachandran et al., 2012;
De Rouck et al., 2012). Experiments were conducted in the Große Wellenkanal
(GWK) in Hannover, to measure the overtopping bore-induced impact forces on a
vertical wall in deep water conditions at the dike toe. A promenade of 10 m was
installed with a non-overtopped wall in the end. The wall was partially opened
during the experiment to enable fast drainage of water after impact. They noticed
that the measurement of flow parameters in alternating wet and dry conditions (on
the promenade) remains a challenge. However, they established the link between
the instantaneous overtopping discharge and the impact force on the wall, which
resulted in a better prediction accuracy than simply using either the layer thickness
or velocity. Furthermore, they noticed that for the same layer thickness, a higher
velocity would result in a higher impact force as well. Regular (Ramachandran
et al., 2012) and irregular (De Rouck et al., 2012) waves were tested. Their
analysis was focused always on the first of a series of overtopping bores, to avoid
any effect from the complex bore interaction patterns when reflection at the wall
would occur. The analysis was summarized in Van Doorslaer et al. (2017). In a
different approach the wave overtopping simulator (Van Der Meer et al., 2010)
was used to simulate an overtopping bore by releasing a defined volume of water
(500 l/m per s up to 5.000 l/m per s) on to a 10 m wide promenade and measure the
impact force of the bore flow against two measurements plates installed at the end
of the promenade (Van Doorslaer et al., 2012). The layer thicknesses and velocities
were measured by means of a potentiometer and paddle wheels attached to a surf
board floating on the water at the promenade location. A direct link between
the individual overtopping volume, flow thicknesses, flow velocities and impact
forces was achieved. The repeatability of these measurements was remarkable, as
a defined volume was used and no bore interaction with previously reflected bores
occurred. The most recent experiment on overtopping bore-induced impacts and
measuring both the overtopping discharge and impact forces was conducted at
Ghent University within the CREST project (Gruwez et al., 2018). A variation of
foreshore slopes, 1-to-20 until 1-to-90, were investigated together with a variety
of promenade widths Gc=10− 30 m in prototype. The measurement set-up was
most similar and a continuation of the experimental set-up described in Kortenhaus
et al. (2017). Additionally, the wave parameters were measured in high-resolution
along the mildly sloping foreshore to enable a detailed investigation of the wave
transformation. The analysis of this data-set was ongoing and no further results
available yet.

The above described experimental studies have in common that they all discuss
the average or instantaneous overtopping discharge and its relation to an impact
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force on the wall. No direct link expressed with a prediction formula between the
average overtopping discharge q, as a key design parameter for coastal structures,
and the maximum impact force Fmax could be found.

2.3.2 Studies in shallow waters and mild foreshore conditions

Chen (2011) were the first to derive a set of equations relating the impact force
induced by an overtopping bore on a wall on top of a dike to the incoming wave
and structural parameters. Tests for irregular and regular waves were conducted.
Small-scale experiments (Froude similarity and length scale factor 1-to-30) were
conducted in shallow water conditions at the dike toe, mildly sloping foreshores and
for promenade widths between 0− 15 m in prototype. The studies were continued
by the author (Chen et al., 2012, 2014, 2015) based on the same experimental data-
set and the regular wave tests. A prediction formula to link the impact force with
the incoming wave and structural parameters was underpinned with the physical
momentum flux theory described in Hughes (2004a,b). An overall good prediction
accuracy was obtained by the derived formula, respecting the physical processes
of run-up at the dike and overtopping flow thickness. However, it remains unclear
whether the predicted impact force can be seen as a maximum impact force in
this conditions and if the results were transferable to irregular wave conditions.
Furthermore, the authors used bubble image velocimetry to observe the impacting
flow and to better study the impact process itself (Chen et al., 2014). This yields
in an advanced impact process description in several stages (see Section 2.2). Also,
a link between the impact pressures and the impact rise time was established in the
same publication. Chen et al. (2016) continued using the same data-set to arrive
at a statistical prediction of a maximum impact force for a certain exceedance
value. Only the above described experimental study from Kortenhaus et al. (2017)
and Gruwez et al. (2018) included also a set-up with shallow water and mildly
sloping foreshore. Other than that, no studies for this specific coastal geometry
were found.

2.3.3 Other related studies

Several prediction tools for the impact force exist for geometries different from
dike mounted walls in shallow water and mildly sloping foreshore conditions. For
example impact prediction force formula in U.S. Army Corps of Engineers (2002),
based on the works by Camfield (1991), were designed for land based structures on
a plane slope not taking into account overtopping over the dike crest in extremely
shallow waters. Den Heijer (1998) investigated experimentally overtopping wave
impacts on a quay wall, dike and a dike with berm structure in deep water con-
ditions using irregular wave time-series. A relation between the maximum impact
force and wave and structural parameters was established. No mild foreshore and
broken bores at the dike toe were considered in his study. Kleidon (2004) and
Geeraerts et al. (2005) both investigated overtopping bore-induced impact forces
for permeable rubble mound breakwaters. The former investigated the impact
forces on a dummy person on top of the breakwater and the latter the impact
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forces on a vertical wall, dummy person and a pipeline situated 5− 10 m landward
from the breakwater crest. While Kleidon (2004) did experimental model studies
the results from Geeraerts et al. (2005) were obtained from field measurements
at the Zeebrugge breakwater in Belgium. Hence, the measurements by Geeraerts
et al. (2005) were taken for a situation with deep water at the breakwater toe.
No direct link between the wave parameters, structural parameters and the im-
pact force was established. However, the maximum measured impact forces on
the dummy person, pipeline and vertical wall were 8.8 kN, 1.3 kN and 1.43 kN re-
spectively. The wave conditions were Hm0=3.59 m, Tp=8.75 s and the average
overtopping volume q=0.61 l/s per m. Taking into account the slipping criteria
of 0.140 kN derived by Endoh and Takahashi (1994) these are comparably high
and potentially dangerous impact forces for people and structures on top of the
breakwater. Especially when taking into account that the overtopping discharge
was lower than 1 l/s per m, the design criteria for the Belgian coast as of to date.
Verwaest et al. (2011) introduced a semi-empirical formula based on the assump-
tion that the hydrodynamic loading equals the momentum rate generated by the
water reflected at the wall. The formula includes a reduction factor due to the
promenade width and was based on the layer thickness and velocity descriptor de-
veloped by Schüttrumpf and Oumeraci (2005). The formula was calibrated based
on the experimental data-set from Den Heijer (1998). Hence, the formula is valid
for deep water conditions at the dike toe. More recently, Bellotti et al. (2014)
presented medium scale experiments on overtopping bore-induced loads on walls
conducted in the CIEM wave flume facility in Barcelona. These experiments were
conducted in deep water conditions at the dike toe. The experimental data was
further used by Van Doorslaer et al. (2017) to establish an empirical relationship
between the spectral wave height, crest freeboard and F1/250 impact force at the
wall. In the same publication Van Doorslaer et al. (2017) presents small-scale ex-
periments conducted in the Ghent University wave flume facility for similar, deep
water, conditions at the dike toe.

2.4 Review of existing prediction formulas for bore-
induced impact forces

The Belgian coastal geometry is often comprised of a mildly sloping foreshore,
dike, promenade and wall or building on top of the promenade. With overtopping
bores traversing across the dike crest, an impact is generated on these buildings
or walls. To predict the bore-induced impact force empirical (see Section 2.4.1)
and statistical (see Section 2.4.1) prediction formulas were previously derived from
experimental measurements and theoretical considerations.

2.4.1 Empirical prediction formulas

A comprehensive overview of existing semi-empirical force prediction formulas was
established (see Table 2.6). To judge the predictive capability of the formulas for
the specific situation, four main criteria were distinguished: (1) which formula input
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parameters were used, for example bore velocity of incoming flow, spectral wave
parameters, etc.; (2) whether the fitting data was derived from small- or large-scale
experiments, with the latter being less distorted by scale effects due to the entrained
air; (3) which geometrical set-up was used, for example mild foreshore, shallow
water, dike, flat bottom, and (4) which wave conditions, for example tsunami bore,
irregular, regular waves were tested in the experiment, to account for realistic wave
conditions. Furthermore, it was attempted to conclude whether the formulas rather
predicts the first peak (F1 was related to the dynamic impact of the bore against
the wall) or the second peak (F2 related to the hydrostatic pressure after maximum
run-up at the wall) of the double peak impact force signal shape (Streicher et al.,
2019b; Van Doorslaer et al., 2017; Chen et al., 2014; De Rouck et al., 2012;
Ramachandran et al., 2012; Martin et al., 1999; Ramsden, 1996).

Because the different formulas used varying symbol conventions, the formu-
las were adapted using the same naming convention.η [m] was the time-varying
bore thickness on the promenade, u [m/s] the time-varying bore velocity on the
promenade, Gc the promenade width, Ac the crest freeboard between top of the
dike and still water level, Hm0,t and Tm−1,0,t the spectral wave parameters at the
dike toe, q the average overtopping discharge, ht the water depth at the dike toe,
the g=9.81m/s2 the acceleration due to gravity, and ρw was the density of water
approximated as 1,000kg/m3.

Previously, the analogy was made between an overtopping wave and a tsunami
bore (Chen et al., 2015) or an overtopping wave and a tidal bore (Lubin and
Chanson, 2016). The initial impact, first force peak F1, was expected to follow the
same physical process for bores resulting from broken waves and a tsunami bore,
since both bore types display a turbulent and foamy bore front with air entrained
in the bore. Therefore empirical and semi-empirical approaches to predict tsunami
bore impacts were included in this review as well. An early approach to predict
the dynamic impact of an overtopped water wedge against a wall was theoretically
derived by Cumberbatch (1960) for incompressible, inviscid fluid and irrotational
flow without the effects of gravity. Cross (1967) showed that this theoretical
approach could be interpreted using laboratory data and by adding a hydrostatic
force term (see Equation 2.7). He also introduced the bore front slope θ0 as a
parameter to calculate the impact force F [N] related to the incoming bore flow
parameters (see Equation 2.8),

F =
1

2
· ρw · g · η2 + Cf · ρw · η · u2, (2.7)

Cf = tan(Θ0)2 + 1. (2.8)

Experiments with bores resulting from broken solitary waves on 1-to-50 slope
wet bed situations were carried out by Ramsden (1996). He adapted the approach
by Cross (1967) for the bore impact force F [N] against a wall (see Equation 2.9),

F =
1

2
· ρw · b · (η + h)2 + ρw · b · η · u2. (2.9)



22 2. Fundamental processes and scientific state-of-the-art

where b [m] was the building width and h [m] the initial water level before
arrival of the bore. The dry bed surge impact force can thus be calculated by simply
excluding the variable h. Asakura et al. (2002) developed an empirical formulation
for the tsunami impact force derived from experiments on a mild sloping foreshore
and a vertical wall (see Equation 2.10). The maximum force Fmax [N] was only
dependent on three times the layer thickness in front of the wall squared,

Fmax =
1

2
· ρw · g · (3 · η)2. (2.10)

Based on the findings from Asakura et al. (2002) an experimental test campaign
on the same set-up excluding the vertical wall was carried out by Robertson et al.
(2011). The incoming and unobstructed bore flow parameters, thickness η [m] and
velocity u [m/s], were related to the maximum bore impact force Fmax [N] and an
empirical best-fit equation was derived (see Equation 2.11),

F =
1

2
· ρw · g · η2 + ρw · η · u2 + ρw · g

1
3 · (η + u)

4
3 . (2.11)

Recently, tsunami impacts on storm walls were researched by Kihara et al.
(2015). They noticed that the pressure distribution at the wall changes from
dynamic to more quasi-steady state (>5 s) over the duration of the impact. In
quasi-steady state an almost hydrostatic pressure distribution occurred over the
wall height, dependent only on the bore depth in front of the wall (for η > 1.5 m).
The maximum force peak Fmax [N] was then the hydrostatic force or the integrated
pressure over the run-up height (see Equation 2.12),

Fmax =
1

2
· ρw · g · η2max. (2.12)

Additionally, a variety of drag-force-based approaches in the field of tsunami
impact research existed for dry bed surges and wet bed bores (Wüthrich, 2017;
Fujima et al., 2009; Arnason, 2005; FEMA, 2000; Ramsden, 1993). They approxi-
mated the maximum bore impact force using a variation of the Morrison equation,
neglecting the inertia term, and thus focusing on the drag force Fmax [N] term of
the bore flow (see Equation 2.13),

Fmax = Cd · ρw · b · (η · u2)max. (2.13)

In Equation 2.13 the density of water ρw is approximated as 1.000 kg/m3, the
building width is b [m], the flow thickness is η and depth average bore velocity is u
[m/s]. Often flow thickness η and velocity u were measured without the structure
present, assuming that a maximum momentum flux would yield in the maximum
impact force (Wüthrich, 2017). The use of a drag coefficient CD in the context of
partially submerged structures and not fully developed flow conditions is physically
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not entirely correct. The unsteady nature of the flow results in unbalanced hydro-
static forces acting on the structure and 3D effects of the streamlines around the
structure (Stolle et al., 2018). Hence, the authors either assumed constant flow
conditions and a fully submerged structure (Fujima et al., 2009; Arnason, 2005;
FEMA, 2000; Ramsden, 1993) or made use of an equivalent resistance coefficient
Cr accounting for the physical differences (Wüthrich, 2017; Arnason et al., 2009).
Furthermore, a distinction was made between maximum surge force, related to the
initial slamming impact of the flow against the structure, and hydrodynamic force
related to the flow field after the initial impact. A coefficient C=3 for the maxi-
mum surge force (Arnason, 2005; Ramsden, 1993) and C=2 for the hydrodynamic
force was used (Wüthrich, 2017; Arnason et al., 2009; FEMA, 2000).

Table 2.5: Drag/resistance coefficients CD, Cr to approximate the maximum tsunami
impact force on buildings

Wüthrich
(2017)

Arnason et al.
(2009)

Fujima et al.
(2009)

Arnason
(2005)

FEMA
(2000)

Ramsden
(1993)

Cr Cr CD CD CD CD

2 2 ∼1 3 1.2-2 3

While the experiments of Wüthrich (2017) were conducted for dry bed bores
travelling on flat horizontal surfaces, the experiments from Fujima et al. (2009)
involved a 1-in-3 dike slope and a promenade with a vertical wall at the end. The
situation for storm walls, with no flow around the structure, was not entirely the
same as for tsunami bore impacts on buildings with small widths. The buildings
were relatively narrow compared to the long-crested tsunami bores. Therefore,
the empirical impact predictions derived for structures with dry backsides (Kihara
et al., 2015; Robertson et al., 2011; Asakura et al., 2002; Cross, 1967) were of major
interest due to their geometrical similarity to this study. Furthermore, Tanimoto
et al. (1984) predicted the first force peak F1 as 3.3 times the second force peak
F2. Another upper limit for the first force peak F1 caused by a tsunami bore was
introduced by Ramsden (1996) and Arnason (2005) as 150% of the subsequent
hydrodynamic force of the quasi-steady flow F2. Recently, Chen et al. (2017)
proposed to use at least a factor 2.5 to calculate the first dynamic force peak F1

based on the second quasi-static force peak F2.
A number of studies were conducted on similar geometries to the geometrical

set-up of the present study (mild foreshore, dike). Formulas predicting an individual
bore impact force were investigated. For regular waves and a variable wall location,
a study was conducted in a small-scale experimental set-up (Chen et al., 2012).
Based on momentum flux theory they were able to predict the force Fmax [N/m]
solely dependent on the maximum run-up height Rh,max of the water at the wall.
The run-up height was measured by a wave gauge installed 1.5 cm in front of the
wall. The coefficient C1=0.33 was defined as a substitute for the unknown bore
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Table 2.6: Empirical and semi-empirical approaches to calculate the impact force on a
vertical wall caused by a bore like flow.

Reference Equation Model scale Geometry Waves Input parameter Impact type

Cross (1967) 2.7 Small Flat bottom, wall Tsunami bore η, u , Θ Dynamic

Ramsden (1996) 2.9 Small Mild foreshore, building Wet bed bore η, h, c, b Dynamic

Asakura et al.
(2002)

2.10 Small Mild foreshore, wall Tsunami bore η Dynamic

Robertson et al.
(2011)

2.11 Small
Flat foreshore, wall, no
wall

Tsunami bore η, u Dynamic

Kihara et al.
(2015)

2.12 Large Flat bottom, wall Tsunami bore Rh Quasi-static

Drag force 2.13 Small Flat bottom, building
Tsunami wet bore, dry
bed surge

η, u Dynamic

Chen et al. (2012) 2.14 Small
Mild foreshore, dike,
promenade, wall

Regular waves Rh Quasi-static

Chen et al. (2015) 2.18 Small
Mild foreshore, dike,
promenade, wall

Regular waves
η, Hm0,t , Ac ,
Gc , L, α

Dynamic/
Quasi-static

Van Doorslaer
et al. (2012)

2.15 Large
Overtopping simulator,
promenade, wall

Overtopping volume η, u Dynamic

Van Doorslaer
et al. (2017)

2.16 Large Dike, promenade, wall Irregular waves η, u, Rc Dynamic

Van Doorslaer
et al. (2017)

2.17 Large Dike, promenade, wall Irregular waves Hm0,t , Rc
Dynamic/
Quasi-static

front angle in the momentum flux theory (Equation 2.14),

Fmax = C1 · ρw · g ·R2
h,max. (2.14)

In a different approach the wave overtopping simulator (Van Der Meer et al.,
2010) was used to simulate an overtopping bore by releasing a defined volume of
water (500 l/s per m up to (5.000 l/s per m) on to a 10m wide promenade and
measure the impact force Fmax [N/m] of the bore flow against two measurements
plates installed at the end of the promenade (Van Doorslaer et al., 2012). Ad-
ditionally, bore flow thicknesses η [m] and velocities u [m/s] were measured by
means of a potentiometer and paddle wheels attached to a surf board floating on
the water. Only the results for a non-overtopped vertical measurement plate were
evaluated (Equation 2.15),

Fmax = 1.09 · u+ 52.1 · η − 9.5. (2.15)

Full scale experiments were conducted in the GWK Hannover for a set-up with
deeper water at the dike toe, 10 m wide promenade and wall at the end of the
promenade (Van Doorslaer et al., 2017). Bore thickness η [m] was measured in
the vicinity of the wall by means of wave gauges, and the bore front velocity was
estimated as the distance between wave gauge and wall divided by the bore travel
time. After applying a selection routine to detect discrete overtopping events, 621
impacts in the lower range were used to derive an empirical equation for the impact
force Fmax [N/m] (Equation 2.16),

Fmax = ρw · g ·R2
c · 0.4 · exp(

(u · η)max√
g ·R2

c

)1.313. (2.16)
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where Rc is the freeboard, defined as the distance between the still water level
and the top of the wall at the end of the promenade. They noticed that the
instantaneous discharge as the product of bore thickness η and velocity u is a
better estimator of the maximum impact force than one of the two parameters
studied individually. Also, they stated that the maximum instantaneous discharge
decreased by 30% over the 10m width of the promenade

Finally, approaches to predict an average impact force based on the incoming
spectral wave and geometrical parameters were derived by Van Doorslaer et al.
(2017) and Chen et al. (2015). Average impact force predictions are often preferred
as they produce better prediction accuracy of the derived equations and are less
effected by the scatter of the maximum impact force. However, with the drawback
that the information about maximum impact force and individual impact behaviour
is lost. Van Doorslaer et al. (2017) established a prediction formula based on the
same GWK experiments described above for the F1/250 impact force (see Equation
2.17). F1/250 is here defined as an average impact force of the of n highest impact
forces. Note, that n is derived from 1/250 times the number of incident waves at
the dike toe,

F1/250

ρw · g ·R2
c

= 7.8 · exp(−2.02 · Rc
Hm0,t

). (2.17)

Where Rc is again the freeboard, defined as the distance between the still water
level and the top of the wall at the end of the promenade and Hm0,t the spectral
incident wave height at the dike toe.

Chen et al. (2015) derived an empirical formula to predict overtopping impact
forces based on the momentum flux equations (Hughes, 2004a,b). The empirical
formula is a function of the properties of the incoming waves and the dike geometry,

F = ρw · g · η2a0 · 1.7 · C2
tr · f(β) · exp(−3.08 · f(β) · Gc

L
). (2.18)

With, the unobstructed flow thickness on the promenade ηa0 = α ·Hm0,t·[1-
Ac

2.25·Hm0,t·tanh(0.5·ξ) ], the correlation coefficient for obstructed and unobstructed

flow depth Ctr = 0.33·ln(Gc/L)+1.86, the dike slope function f(β) = cot(β),
the dike slope β, the wave length L, the wave height at the toe Hm0,t, the crest

freeboard Ac, the breaker parameter defined as ξ = tan(α)√
(Hm0,t·L)

.

The formula contains several coefficients, such as a dike slope function f(β)
and a correlation coefficient for unobstructed and obstructed flow depth Ctr, and
an initial overtopping flow depth coefficient α = 0.77, which were quantified using
data from experimental model tests. The physical model tests were carried out
in the Flanders Hydraulics wave flume facility. The basic geometry consists of a
foreshore, a dike, a promenade and a storm wall. The calculated forces using the
derived empirical formula match very well with the measured values. No relation-
ship between the average overtopping discharge q and measured forces is provided.
For the analysis only regular waves were analysed.
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To summarize, existing semi-empirical formulas to predict the impact force
were evaluated from related literature. As can be seen from Table 2.6, none of
the existing formulas were derived from large-scale experiments, featuring a mild
foreshore and shallow water and for irregular wave conditions at the same time.
Hence, an impact load prediction based on large-scale experiments to avoid scale
related effects, in mild foreshore and shallow water conditions to account for the
coastal geometry of low-lying countries and irregular wave conditions for most
realistic wave boundary conditions, is still missing. Additionally, there is no impact
force prediction available which takes into account the overtopping discharge q, as
the currently up-to-date design parameter.

2.4.2 Statistical prediction formulas

It was previously noted that bores resulting from irregular sea states show a stochas-
tic impact behaviour (Chen, 2016; Altomare et al., 2015), thus hindering a deter-
ministic relation between each individual bore and the induced impact load. An
alternative way of describing the overtopping bore-induced loads is to look at the
distribution of impacts and derive an impact load related to a certain exceedance
probability; a statistical prediction of the bore-induced loads.

Statistical analysis of overtopped bore impact loads on dike mounted vertical
walls was carried out previously by Van Doorslaer et al. (2017) and Chen et al.
(2016). The main difference between both studies can be found in the geometrical
set-up. Chen et al. (2016) used a mild foreshore slope 1-to-35, resulting in shallow
to extremely shallow water depths (after Hofland et al. (2017)) and broken waves
at the dike toe. Van Doorslaer et al. (2017) instead conducted the experiments
without mild foreshore in deep to shallow water conditions at the dike toe (after
Hofland et al. (2017)), resulting in wave breaking against the dike.

Chen et al. (2016) draw the similarity between individual overtopping (Eurotop,
2016) and impact force distributions and fitted a Generalized Pareto (GP) distri-
bution function to the upper 10% of measured force peaks. Note, before fitting
they used the average mean wave power (Goda, 2010) as a high-pass threshold
and performed fitting to the 10% highest force peaks above this threshold. Maxi-
mum product of spacing’s (MPS) fitting method was used. The authors postulate
a prediction formulas for the overtopped bore impacts by empirically relating the
fitting parameters to the wave conditions at the dike toe, geometrical parameters
and duration of the storm (test duration) for each test. A seven step procedure
was proposed to predict the maximum overtopped bore impact force. The seven
step procedure was used to predict the maximum impact force based on the values
from this study and compare it to the measured maximum impacts (see Figure
7.2). Firstly, the overtopping force impact probability Pim should be calculated
2.19,

Pim = −0.06 · ln(
Gc ·Ac
Lt ·Hm0,t

)− 0.09. (2.19)

Where Gc was the promenade width, Ac the crest height between the still water
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level and the dike crest, Hm0,t the incident spectral wave height at the dike toe
location and Lt the shallow water wave length estimated with Equation 2.20,

Lt = Tm0−1,0,t ·
√
g · ht. (2.20)

Note that the impact probability for plotting positioning of the highest 10%
of impacts Pim=Nf,10%/Ntoe + 1 was expressed based on the number of waves
at the dike toe Ntoe. The number of waves at the dike toe Ntoe were estimated
using Ntoe=D/Tm−1,0,t. With D [s] the duration of the storm or test duration
and Tm−1,0,t the incident spectral wave period measured at the dike toe. Secondly,
the characteristic force Fc was determined (Equation 2.21) based on the physical
overtopping processes parameters wave run-up Ru, crest freeboard Ac, spectral
wave height at the dike toe Hm0,t related to the 10% highest force peaks,

Fc = ρ · g · [Hm0,t ·
Ac
Ru

]2. (2.21)

The wave run-up which is exceeded by 2% of the run-up tongues Ru was
calculated using Equation 4 from Van Gent (2001), the spectral wave parameters
at the dike toe and the coefficients from Table 5 (c0=0, c1=3.8). The authors
argued that the physical processes were accounted for by including the run-up as
a parameter. A relationship between individual waves and impacts however was
discarded, due to stochastic behaviour. The characteristic force Fc was then used
to derive the empirical threshold of the Generalized Pareto distribution Fu in a
third step (see Equation 2.22),

Fu
ρ · g ·Hm0,t ·Ac

= 0.84 · exp(0.36 · Fc
ρ · g ·Hm0,t ·Ac

). (2.22)

As the fourth and fifth step the scale λ (Equation 2.23) and shape κ (Equa-
tion 2.24) parameter were derived respectively based on the empirically established
to spectral wave height at the dike toe Hm0,t, the crest freeboard Ac, the char-
acteristic force Fc and the fresh water density ρ and acceleration due to gravity
g;

λ

ρ · g ·Hm0,t ·Ac
= 0.37 · exp(0.37 · Fc

ρ · g ·Hm0,t ·Ac
), (2.23)

κ = −0.59 · ln(
λ

ρ · g ·H2
m0,t

)− 0.34. (2.24)

The expected overtopping bore-induced impact force exceedance probability
Pm was calculated based on Pm = i/(Ntoe+1) as the sixth step. Setting i=1
and substituting the number of waves at the dike toe with Ntoe=D/Tm−1,0,t the
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exceedance probability for the maximum overtopping bore-induced impact force
and a storm peak duration D might be obtained. Finally, in the seventh step the
bore impact force was computed (Equation 2.25),

Fm = Fu ·
λ

κ
· [(Pim

Pm
)κ − 1]. (2.25)

Van Doorslaer et al. (2017) instead used a Weibull extreme value distribution
function (Equation 7.1) and the number of overtopping waves to define the bore
impact force exceedance probability Pm = i/(Now+1). The number of overtopping
waves was derived by multiplying the number of waves at the dike toe Ntoe with
the probability of overtopping Pov (after Victor et al. (2012)). Here the number
of waves at the dike toe were derived from the analyzed time-series of wave gauge
measurement at the dike toe. Furthermore the fitting sample size of force peaks
was determined based on 20% of the number of overtopping waves Now. This
is significantly different from Chen et al. (2016) who used 10% of the number
of impacts for the fitting. A fixed high-pass threshold to detect force peaks was
chosen at 1N/m in model scale.

The non-dimensional force F∗ was defined as F ∗=F/(ρ · g · R2
c). Note that

here the freeboard Rc was defined as the distance between the still water level and
the top of the wall, where the impacts were measured. Hence, for the purpose of
comparing the results to this study (non-overtopped vertical wall for all data-sets
’UGent1’-’UGent3’ and ’DeltaFlume’) a wall height of dw=1m was selected and
added to the crest freeboard Ac. The equations for scale λ (see Equation 2.26)
and shape κ (see Equation 2.27) parameter were empirically established by relating
the distribution parameters to the crest freeboard Ac, spectral wave height at the
toe Hm0,t, the freeboard including the wall height Rc and the average impact force
for all force peaks Fmean,

λ

ρ · g ·R2
c

= Fmean, (2.26)

κ = 1.061− 0.374 · Ac
Hm0,t

. (2.27)

The average impact force Fmean for was empirically derived (see Equation
2.28). It was expected that a fixed high-pass threshold (selected at 1 N/m) signif-
icantly influences the obtained empirical relation for the average force Fmean,

Fmean
ρ · g ·R2

c

= 1.8 · exp(−2.66 · Rc
Hm0,t

). (2.28)

When rearranging Equation 7.1 for the impact force and assuming that all
overtopping bores will cause an impact at the wall (Number of overtopping bores
Now = number of impacts Ni) the maximum impact force can be calculated (see
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Equation 2.29). The exceedance probability for the maximum impact force was
Pm = 1/(Now+1), based on the number of overtopping bores and had to be
introduced manually,

Fm
ρ · g ·R2

c

= 10(log(λ)+
1
κ ·log(−ln(Pm))). (2.29)

The comparison of methodologies from Chen et al. (2016) and Van Doorslaer
et al. (2017) yields useful insights for any statistical prediction of overtopping bore-
induced loads on vertical walls and can be summarized as follows:

• Van Doorslaer et al. (2017) used a Weibull distribution function, which was
only slightly less accurate according to the comparison made by Chen et al.
(2016). Simplicity of the Weibull distribution might be an argument to
further develop on this method.

• Two different definitions for the exceedance probability Pm were introduced,
which will alter the obtained force prediction significantly. Either the number
of overtopping waves (Van Doorslaer et al., 2017) or the number of waves
at the dike toe (Chen et al., 2016) were used to define Pm. Both definitions
of Pm were affected by the high variability of spectral bore parameters in the
case of very shallow to extremely shallow waters. This causes difficulties to
accurately define the number of waves at the dike toe, since different analysis
methods might influence the results. Furthermore, assuming that there are
more waves at the dike toe Ntoe or overtopping Now than number of impacts
NI , reduces the exceedance probability Pm of the impact force artificially.
Also, the information about the change in number of impacts due to a variable
promenade width was not accounted for by both definitions. Besides others
this lead to the effect that when selecting an upper percentile for the fitting
of the extreme value distribution, the reduced number of impacts for example
due to a longer promenade width were not represented.

• The choice for an upper percentile of force peaks to be used for the fitting of
the statistical extreme value distribution was made and selected as 20% of
the overtopping waves (Van Doorslaer et al., 2017) and 10% of the impact-
ing bores (Chen et al., 2016). Chen et al. (2016) points out that a sensitivity
study regarding the upper percentile is still missing. In both studies a scat-
tered distribution of the fitting parameters was noted, probably due to small
samples sizes and accumulation of errors when empirically fitting the distri-
bution parameters. This was especially true for tests with a small number of
measured impacts.

• Both approaches do not take into account the average overtopping discharge
as a variable to describe shape and scale parameter empirically. Hence, there
was no direct link between the average overtopping discharge q [m3/s per
m] and the distribution of impact loads.
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2.5 Scale- and model effects in laboratory experi-
ments on bore impacts

In coastal engineering practice physical modelling is a widely used method to bet-
ter understand and solve issues related to wave transformation and wave-structure
interaction processes. The physical modelling method was adopted by the field of
coastal engineering from the first hydraulic models conducted by Reynolds (1883)
and Prandtl (1904). Large and expensive coastal structures are often tested before
they are built, to study the fundamental processes and response to wave attack.
Due to time constraints, feasibility and economic reasons often a laboratory small-
scale model of these coastal structures is tested instead of a prototype version
(Heller, 2011; Frostick et al., 2011). Laboratory experiments represent only part of
the reality and uncertainties due to the scaled representation of reality are evident.
Hence, a good understanding of scale and model effects is essential, to interpret
the obtained results correctly. A scaled-down model of the prototype can be con-
sidered similar if the appropriate scaling laws are applied (Frostick et al., 2011).
Maintaining similarity between the prototype and the model whilst scale distortion,
requires that the following conditions are met: 1) geometric similarity to reproduce
the same shapes, 2) kinematic similarity to reproduce the same flow velocities and
geometrical motion and 3) dynamic similarity to reproduce the same forces in the
scale model (Equation 2.31, 2.31, 2.32),

Lratio =
(L)p

(L)m
, (2.30)

Vratio =
(V )p

(V )m
, (2.31)

Fratio =
(Fi)p

(Fi)m
=

(Fg)p

(Fg)m
=

(Fµ)p

(Fµ)m
=

(Fe)p

(Fe)m
=

(Fp)p

(Fp)m
=

(Fs)p

(Fs)m
. (2.32)

The combined geometric and kinematic similarity provides the scale ratios for
length, time, velocity, acceleration and discharge. While the first two are often met
the third one requires a balance of inertial, gravitational, fluid friction, elastic com-
pression, pressure and surface tension forces. A balance of all force ratios cannot
be achieved and therefore scaling bias or scale effects will exist when laboratory
scale model tests are conducted (Heller, 2011; Frostick et al., 2011). Furthermore,
the scaling bias will increase with increasing scale number. Hence, it is important
to consider the dominant forces in order, to apply the correct scaling law. Scaling
laws are often based on non-dimensional numbers which are derived from exper-
iments and by intuitively understanding and choosing the correct and sufficient
number of variables. A non-dimensional number describes the interaction of phys-
ical parameters without knowing the underlying equation or exact process. Several
non-dimensional numbers are derived, which are used for scaling purposes, and
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maintaining certain characteristics (kinematic, dynamic, geometrical) of the fluid
flow and structure. Depending on the process to be studied an appropriate non-
dimensional scale number is chosen. If the non-dimensional scale number is the
same in both prototype and model representation similarity of the underlying forces
is assumed. Most important in laboratory flow conditions are the non-dimensional
Froude (inertial over gravity forces), Reynolds (inertial over viscosity forces) and
Weber (inertial over surface tension forces) number. Typically, in situations where
the dominant restoring force is gravity, inertial forces are dominant and the effect
of the remaining forces such as kinematic viscosity is small (such as open chan-
nel flows), Froude number (Equation 2.33) or Froude scaling is applied (Bullock
et al., 2001). Froude number was developed via experiments by William Froude
and served to quantify the resistance of floating objects,

Fr =
up√
g · Lp

=
um√
g · Lm

. (2.33)

In Froude scaling the balance between inertia, related to flow velocity u [m/s],
and gravitational, related to

√
g · h [m/s] and characteristic length L [m], force

between the model and prototype is achieved. All other force balances are ne-
glected. The Froude factors λ for the investigated parameters of this study are
given in Table 2.7. Later it was also shown that the Froude number can be linked
to general continuum mechanics with the incompressible Navier-Stokes-Equation.

Table 2.7: Froude Scaling factors

Parameter Froude scaling factor

Length [m] λ

Time [s]
√
λ

Force [kN/m] λ2

The non-dimensional Reynolds number (inertial over viscosity forces) is a mea-
sure of the turbulence in a system. For pipe flow Reynolds defined numbers lower
than 2,000 as laminar flow (smooth flow, disturbance damped by viscous effects),
higher than 4,000 as turbulent (irregular, vorticity) and in between as transitional
flow. In coastal engineering praxis it is often assumed that the Reynolds number is
sufficiently high, meaning the flow is sufficiently turbulent to not be influenced by
viscose effects. However, this assumption is questionable when the flow thicknesses
become very small or the flow velocities very low. The Reynolds number is given
in equation 2.34,

Re =
ρ · u · L

η
. (2.34)

With; the density of the fluid ρ [kg/m3], the flow velocity u [m/s], the charac-
teristic length L [m] and the dynamic viscosity η [Ns/m2].
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The Weber number (inertial over surface tension forces) gains more importance
for the study of capillary waves or very small flow thicknesses, when surface tension
effects become important. Schüttrumpf (2001) derived a critical Weber number of
10, which should be exceeded in the model to avoid that surface tension influences
the process. Besides that, the Weber number (Equation 2.35) is not often used in
typical coastal engineering praxis when scaling is applied to determine the model
dimensions,

We =
ρ · u2 · L

σ
. (2.35)

Where; the density of the fluid ρ [kg/m3], the flow velocity u [m/s], the char-
acteristic length L [m] and the dynamic viscosity σ [N/m]. Again, the assumption
that surface tension effects are of minor importance has to be checked considering
the scaled dimensions at hand.

Other non-dimensional numbers used for scaling purposes are Euler number (lo-
cal pressure over kinetic energy) and Mach number (Inertial over elasticity forces).
Dimensional analysis (Buckingham, 1914) yields that the fluid properties and phys-
ical constants (density of water ρ [(kg/m3], the dynamic viscosity of water µ [N
s/m2], the surface tension of air and water σ [N/m], the bulk modulus of elastic-
ity of water Eb [Pa], and the acceleration of gravity g [m/s2].), flume and model
geometry (lengths L [m]) and flow properties (velocity v [m/s] and the pressure
differences δP [Pa]) can be described with the three dimensions length [L], time [T]
and mass [M]. This results in the above-mentioned five non-dimensionalnumbers
(Froude-, Reynolds-, Weber-, Euler- and Mach). Each number should be the same
in both model and prototype to achieve full dynamic similarity. The simultaneous
similarity of the non-dimensional numbers can not be achieved (for example Froude
number similarity requires Vr =

√
Lr and Reynolds number similarity requires Vr

= 1
Lr

at the same time). Hence, in most cases only one non-dimensional number
is chosen for scaling purposes, to model the most dominant process/force ratio.

The choice of one non-dimensional number for scaling purposes can become a
source for unwanted scaling effects if for example air-water flow is modelled, such
as with entrained and entrapped air in turbulent flows. Blenkinsopp and Chaplin
(2007) observed that the void ratio scaled geometrically. Blenkinsopp and Chaplin
(2011) continued to add that the bubble plume evolution and size distribution of
the bubbles remained the same between scales. This further implies that the rise
time of the bubbles is the same in both models as it depends on the bubble size.
Since the distance towards the water surface is shorter in the small-scale model,
the bubbles will escape the water earlier compared to the large-scale model and a
larger amount of ambient air bubbles is expected in the latter (Bullock et al., 2001).
The dissimilarity in void ratio is expected to change the compressibility of the
water and finally the damping characteristics of the dynamic impacts; the so called
cushioning effect (Bullock et al., 2001).The dissimilarities in compressibility of the
water between the model and prototype is not accounted for with Froude scaling
(Blenkinsopp and Chaplin, 2011, 2007; Bullock et al., 2001). This is expected to
lead to an overestimation of the impact forces, when upscaling the results from
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small-scale to prototype (Cuomo et al., 2010). Van Gelder et al. (2001) proposed
to use a mean reduction factor of 0.67 with a variation coefficient of 30% for the
up-scaled maximum impact force measured in a scale-model. This counteracted the
scaling error caused by dissimilarities in the air entrainment. Additionally surface
tension or viscous effects may play a role if the turbulent overtopping flow in the
scale model becomes too small, which again is not accounted for scaling with
Froude number (Schüttrumpf, 2001). In this case the low Reynolds number would
indicate smooth flow and additional friction as a result and the low Weber number
indicates the influence of surface tension effects. This would lead to a potential
further reduction or stop of the flow in the small-scale model and in turn to a
reduction of impact force as well.

Previously, laboratory experiments were conducted for a scaled geometry similar
to the Belgian coast, with a mildly sloping foreshore, shallow waters at the dike toe,
a dike and attached to the dike a promenade, with a wall at the end (Van Doorslaer
et al., 2017; Chen, 2016; Streicher et al., 2016). In the scale-models the overtop-
ping bore-induced impact forces against the wall were measured and up-scaled to
prototype using Froude scaling law. According to the theory higher impact forces
were expected for the up-scaled small-scale results when compared to prototype or
large-scale measurements.

Besides the scale-effects in small-scale laboratory experiments, model effects
might also play a role and influence the obtained force measurement. Model and
scale effects are often intertwined, such as with salt water in prototype and fresh
water in the model. The difference in densities is firstly a model effect but secondly
also affecting the compressibility of the water and therefore the dynamic similarity
and force balance related to scale effects. Other model effects are related to
the wave generation and absorption software and hardware or the measurement
techniques in the model (Hughes, 1995). The poor representation of the real
sea-states and especially the long waves by using theoretical wave spectra in the
model is another source of model effects (Oumeraci et al., 2000). Typically infra-
gravity waves with prototype periods ∼100− 200 s are difficult to reproduce in the
small-scale models. The measurement system itself might influence the measured
impact forces. The load cells and measurement system is often less stiff in the
small-scale model. Also the use of materials for the bathymetry, topography and
load measurement plate in the model influences the resulting force measurement
if it does not behave (less or more smooth, erosion, stiffness etc.) similar to the
prototype situation.

Another source of uncertainties in impact force measurement is the stochas-
tic behaviour of the bore-induced impact process itself and the resulting non-
repeatability of overtopping bore-induced impacts (Chen, 2016; Altomare et al.,
2015). Typically, this is explained by 3D effects of the turbulent bore front or
small differences in air entrapment and entrainment in the impacting flow, which
lead to unpredictable variations and thus measured impact forces. An overview of
uncertainties found in bore-induced load measurements in laboratory scale models
is given in Table 2.8.
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Table 2.8: Uncertainties for bore-induced impact force measurements in laboratory scale
models

Non-repeatability Model effects Scale effects

3D effecs of turbulent bore front Wave generation Compressibility

Air entrainment Wave absorption Surface tension

Air entrapment Load cell choice Viscosity

Measurement set-up Water properties

Water/Material properties Scaling laws

2.6 Research gaps and specific objectives

The findings of the literature review pointed to a lack of experimental studies inves-
tigating short-duration bore interaction processes, for bores resulting from irregular
broken waves in shallow foreshore conditions, prior to impact on any dike mounted
structure. The exact generation mechanism of the double peak impact force signal
shape was discussed controversially and also asks for a more detailed investiga-
tion of the bore-induced impact process. Previously, a number of semi-empirical
prediction formulas were derived for overtopping bore-induced loads. Neverthe-
less, the approaches were either derived for deep water conditions at the dike toe
(not accounting for the broken bore due to depth limitations), regular waves (not
accounting for a most realistic wave field), small-scale data-sets (eventually influ-
enced by scale related effects due to air entrainment) or focused on the beginning
of a wave group (not accounting for the bore interaction between incoming and
reflected bores). Additionally, there was no design guidance, expressed as an im-
pact force prediction formula, to relate the average overtopping discharge q to an
impact force F . The overtopping discharge q is a key criteria for design of coastal
structures and the link was therefore considered important. Existing statistical
impact force prediction approaches, derived for overtopping bore-induced loads on
dike mounted walls, suffer from the drawback that not sufficient data points were
used for the statistical fitting. This had negative implications on the prediction
accuracy of these approaches, as the scatter in the prediction of statistical parame-
ters increased. Furthermore, there was a knowledge gap about the uncertainties in
force predictions related to the stochastic behaviour of overtopping bore-induced
loads on dike mounted walls.

The research gaps are addressed and the main objective (see Section 1.2) of
this study pursued with the following specific objectives:

1. To perform small- and large- scale hydraulic model tests in a 2D wave flume,
to measure overtopped bore-induced impact loads on vertical walls. Fur-
thermore, to re-analyse existing data-sets which have been performed for
similar geometries and measuring bore-induced impact loads. The analysis
will be done in terms of physical processes underlying wave run-up, overtop-
ping and short-duration bore-induced impacts on dike-mounted walls. High
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resolution measurements of the bore transformation processes in the vicinity
of the wall and pressure distribution, as well as total horizontal impact load
measurements at the wall are used for this purpose.

2. To review existing empirical formulas for their predictive capability of maxi-
mum overtopping bore-induced impact forces. Furthermore, to propose semi-
empirical formulas linking the maximum impact force on a vertical wall or
building to meaningful parameters, such as the average overtopping dis-
charge, incoming bore thickness, velocity or run-up at the wall. These
semi-empirical and theoretical formulas provide the basis for future design
guidance.

3. To develop a more generic impact load prediction tool based on statistical
analysis of maximum overtopping bore-induced loads. A special focus is on
the novel link between overtopping discharges q and impact forces F , as
well as to use a sufficient number of data points for the statistical fitting.
Furthermore, to investigate the influence of the upper fitting threshold on
the prediction.

4. To investigate the uncertainties in laboratory overtopped bore-induced im-
pact measurements due to stochastic non-repeatability, model- and scale
effects. This study will be conducted by comparing similar data-sets derived
from two different laboratory scale models.

2.7 Thesis outline

Bore-induced loading on and bore overtopping of vertical coastal structures and
buildings was identified as a key research challenge for coasts of low-lying countries.
Small- and large-scale laboratory modelling of overtopping bore-induced loads was
conducted and led to more fundamental physical insight of the involved processes
and the development of empirical and statistical design tools.

The thesis outline was given in Figure 2.3 and will be discussed hereafter. Each
chapter of this thesis was preceded with a brief overview and the specific objectives.
The general introduction, background and motivation as well as general objectives
were given in Chapter 1. Continued with the literature review in Chapter 2 to iden-
tify the research gaps and formulate the specific objectives for this study. In the
following chapter 3, the conducted laboratory model tests in the small-scale (Ghent
University) and large-scale (Deltares Delta Flume) facility were described. Besides
the variety of geometrical set-ups and hydraulic boundary conditions, the detailed
measurement set-up and synchronised data-processing routines were outlined. A
study of uncertainties related to non-repeatability issues, model- and scale effects
of overtopping bore-induced loads on dike mounted walls was conducted in Chapter
4, to establish a baseline accuracy against any prediction results can be judged.
In the subsequent Chapter 5, two tests from the large-scale model test with wave
conditions similar to a 1,000 and 17,000 annual recurrence interval at the Belgian
coast were depicted for a detailed analysis. The underlying physical processes of
bore interaction prior to impact, bore run-up at the wall and bore-induced impact
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loads at the wall were dissected for a better understanding of the phenomena.
With this knowledge, a review of empirical formulas to predict the impact force at
the wall was conducted in Chapter 6. The existing approaches were extended by
semi-empirical formulas and a theoretical model. The overall poor predictability of
individual overtopping bore-induced impact forces with empirical formulas and the
theoretical model led to the development of a novel statistical prediction method-
ology in Chapter 7. Maximum impacts from several data-sets were combined into
one data-set for this purpose. In this way the stochastic uncertainties in predicting
an individual event were overcome by the potentially better predictive capability of
a larger data-set, statistically more robust. A special focus was put on the novel
link between average overtopping discharge q and the bore impact force F . Finally,
the key findings were summarised and recommendations for future research were
given in the concluding Chapter 8.
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Figure 2.3: Thesis outline





Chapter 3

Experimental set-up

The modelled geometry was a scaled representation of a large part of the bathymetry
and topography of coasts from low-lying countries and in particular the Belgium
coast. Four representative parts were distinguished (see Figure 3.1): (1) A mild
sloping foreshore with a combined slope consisting of a transition slope cot(Θ1)
at the beginning of the foreshore and a main slope cot(Θ2) seaward of the toe
of the dike. (2) Attached to the foreshore a dike with a slope cot(α) and (3) a
wide crested promenade of width Gc was built. (4) At the end of the promenade a
vertical non-overtopped wall with the height dw was constructed. The overtopped
wave impact loads were measured at the wall location. The model dimensions were
down-scaled from prototype dimension using Froude similarity and a length scale
factor λ.

Figure 3.1: Side-view (upper figure) and top-view (lower-figure) sketch of the geometrical
model set-up

Three small-scale model tests were conducted in the Ghent University wave
flume facility, further referred to as ’UGent1’ - ’UGent3’ (see Section 3.1). The

39
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model tests were part of the PhD studies and Master Theses projects starting
from 2015 to 2018. One large-scale model test was conducted in the Deltares
Delta Flume. It was further referred to as ’DeltaFlume’ model test (see Section
3.2). The ’DeltaFlume’ test was carried out in March 2017 as part of the Hydralab+

project Wave Loads on Walls (WALOWA). Wave conditions similar to a storm with
a 1,000 and 17,000 annual recurrence interval were tested during the first small-
scale experiment (’UGent1’). In the second small-scale experiment (’UGent2’) the
range of tested promenade widths Gc was extended, while the third small-scale
experiment (’UGent3’) was a direct representation of the large-scale experiment
from the Delta Flume (’DeltaFlume’) and allowed us to study scale-effects related
to overtopping wave impacts.

Geometrical (see Section 3.1.1) and hydraulic (see Section 3.1.2) set-up, as
well as the test programme (see Section 3.1.3) for the ’UGent1’-’UGent3’ model
tests was outlined hereafter. A similar documentation was done for the geomet-
rical (Section 3.2.1) and hydraulic (see Section 3.2.2) set-up, as well as the test
programme (see Section 3.2.3) for the ’DeltaFlume’ model test. Furthermore,
the measurement techniques (see Section 3.3) and data processing routines (see
Section 3.4) were discussed in this Chapter.

3.1 Ghent University wave flume

The Ghent University wave flume facility is a mid-scale wave flume located at
the research campus and coastal engineering research group in Ghent-Zwijnaarde,
Belgium (see Figure 3.2). The Ghent University wave flume is operational since
2003 and measures 30 m in length, 1 m in width and 1.2 m in depth. The flume side
wall on the opposite end of the wave paddle is made of a 15 m glass wall section,
to provide a side-view image on the physical processes during wave transformation
and wave-structure interaction. A design water depth of 0.8 m and a maximum
wave height of Hmax=0.35 m can be achieved (Ghent University, 2010). The flume
length can be adjusted as it is compartmentalised in four sections. The flume is
accessible via the rear end (opposite to the paddle), for easier handling during
model construction.

Waves are generated by a piston type wave paddle. The wave paddle is attached
to a framework which performs horizontal movements on a linear bearing system
and has a maximum stroke length of 1.5 m. The paddle movements are steered by
an electro servo motor in step mode and transferred to the paddle via a spindle.
The total distance from the wave paddle zero position towards the end of the flume
is 3.15 m which yields into 26.85 m flume length which can effectively usable for
model testing. The paddle displacements are calculated, transformed into paddle
movements using Biésel transfer function (Lykke Andersen and Frigaard, 2010)
and allocated to the paddle by an in-house developed wave generation software.
The wave generation software is embedded in a LabVIEWTM environment and
able to generate both regular and 1st order irregular waves at a paddle steering
frequency of 40 Hz. The wave generation software is synchronized with the data
acquisition system, such that active wave absorption can be used. The active
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Figure 3.2: Ghent University wave flume facility with glass front along 15m flume width
(left figure) and piston type wave paddle (right figure).

wave absorption (AWA) is able to simultaneously absorb the reflected and generate
the desired waves (Frigaard and Christensen, 1994; Frigaard and Brorsen, 1995).
The set-up for active wave absorption involves two AWA wave gauges in the near
wave field from the paddle, approximately 3 water depths (Ghent University, 2010).
The distance between the wave gauges is calculated based on the generated wave
length. The reflected wave part is incorporated in the newly generated incident
water surface elevation steering signal. In this way, the desired incident water
surface elevation at the paddle can be achieved.

Two digital filters are used to separate the incident and reflected water surface
elevation from the signal of the two AWA wave gauges in real time. The filters
are designed to operate in a frequency range which ideally includes all the physical
frequencies present in the flume. The according low-pass filter and high-pass filter
can be set between 1− 1.6 Hz and 0.25− 0.35 Hz respectively. For a standard
experiment, this results in a spectral energy reduction of 5-10% of the peak fre-
quency beyond the limits of the high- and low-cut off frequency. As a result of this
set-up it is not possible to absorb frequencies outside the cut-off frequencies. This
effects the high frequency capillary waves, but more importantly the low frequency
long waves (Tp=30− 300 s in prototype). The low frequency waves result from
the flume seiches, spurious long waves from incorrect bound long wave generation
and 1st order wave generation theory that assumes the wave paddle always in zero
position to generate the short waves. When not removed by the active wave ab-
sorption these additional spurious long waves artificially increase the wave energy
in the flume.

3.1.1 Geometrical set-up

The geometrical set-up was chosen as a model representation of a part of the
Belgium coast. As stated in Chapter 2 most of the model tests conducted to
measure overtopped wave impact loads do not include the mildly sloping foreshore
cot(θ2), shallow waters at the dike toe ht or variable promenade widths Gc. Hence,
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a geometrical set-up including a mild foreshore, shallow waters at the dike toe and
variable promenade widths was chosen as a similar representation of the reality.

For the ’UGent1’ model tests, a cross section with a foreshore slope of cot(θ2)=35
and a dike slope slope cot(α)=2 was chosen. Foreshore slopes at the Belgian coast
varied between 1-to-90 at De Panne in the west and become steeper to about 1-to-
20 in Knokke-Heist. The smoother the slope the earlier the wave breaking occurred
and more energy was dissipated. Hence, a steep slope was preferred in order to
model maximum wave conditions. Furthermore, it was not possible to accurately
model the sand properties of the beach material and the morphological changes in
a small-scale model. Hence, it was decided to use concrete material to construct
the foreshore. This was again considered a worst case scenario, as the energy dissi-
pation within the sand material was not present. Due to length constraints in the
Ghent University wave flume the toe of the foreshore was located at approximately
−9.25 m TAW in prototype. The water depth at this location was considered deep
enough to not effect the wave transformation. According to SWASH calculations
on a similar geometry the wave breaking occurred approximately at −4 m TAW in
prototype. Anyhow, this means that the foreshore is constructed 271.25m shorter
compared to the prototype conditions (Veale et al., 2012) and was continued with
a steeper transition slope of cot(θ1)=2 until the flume bottom (see Figure 3.3).
The toe of the dike was set to dt=6.70 m TAW in prototype and the dike crest
location varied between dc=9− 10 m TAW in prototype. The resulting dike heights
in prototype dd=2.3− 3 m were characteristic for the Belgian coast. Attached to
the dike was a horizontal promenade with a variable length of either Gc=10 m or
30 m in prototype. The promenade was constructed at a very smooth 1-to-100
slope towards the sea to better drain the water after overtopping. The wall at the
end of the flume was not overtopped in order to measure the maximum impacts
and to not loose part of the impact energy due to overtopping water. Dike, prom-
enade and wall were constructed of ply-wood in the model, which will result in less
friction losses compared to a rough dike or promenade in prototype. Using Froude
similarity and a length scale factor λ=25 the model dimensions were derived from
prototype to fit the dimensions of the Ghent University wave flume (see Table 3.1).

Additionally, to this 1st geometrical model set-up the wall was removed in the
2nd geometrical model set-up. In this way the incoming flow thickness and velocity
on the promenade were measured without the interference from the reflected flow
at the wall. The same time-series of waves from the first geometrical model set-up
were used. In the 3rd geometrical model set-up the promenade was removed as
well to measure the overtopping at the dike crest location for the same time-series
of waves used in the 1st and 2nd geometrical model set-up (see Figure 3.4). In a
final 4th geometrical model set-up, the dike was removed as well to measure the
incident water surface elevations at the dike toe location without the reflections
from the dike present. It was opted to not do reflection analysis at the dike toe
location to derive the incident waves but to remove the dike, promenade and wall
structure to measure the incident waves directly. As long waves are present at
the dike toe, a larger distance between wave gauges would have been required
for reflection analysis (Mansard and Funke, 1980), which did not fit the flume.
Even with more advanced measurement set-ups it remains a challenge to perform
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Figure 3.3: Geometrical set-up of ’UGent3’ model test with distinct features: transition
slope, foreshore, dike, promenade and wall.

reflection analysis on a water surface elevation signal measured in very to extremely
shallow waters. No distinct wave shape with a clear trough and crest is present,
but a bore like wave propagation, further hindering any reflection analysis to derive
the incident wave conditions.

For the ’UGent2’ model tests, the same foreshore slope as in the ’UGent1’
experiment was chosen as cot(θ2)=35 (see ANNEX A). To ensure an overlap with
the ’UGent1’ model tests the dike slope cot(α)=2 was used at first and then varied
to cot(θ2)=3, to investigate the influence of the dike slope on the impact force
measurement. Different to the ’UGent1’ experiments the dike crest elevation was
not varied but kept at dc=9 m TAW in prototype. As the dike toe elevation was
also kept at dt=6.7 m TAW in prototype, this resulted in a dike height dd=2.3 m
in prototype. The toe of the foreshore was approximately located at −9.25 m TAW
in prototype. The main advancement of the ’UGent2’ experiments compared to
the ’UGent1’ experiments was that a range of promenade widths Gc=5 m, 10 m,
15 m and 20 m in prototype was tested. The foreshore was again constructed from
concrete and the dike, promenade and wall from ply-wood in the model. Using
Froude similarity and a length scale factor λ=25 the model dimensions were derived
from prototype to fit the dimensions of the Ghent University wave flume (see Table
3.1). For the ’UGent2’ experiments the wave flume was split into two sections
starting 10m offshore from the dike toe (see Figure 3.5). The split was achieved by
installing a thin metal plate in the flume main axis along the foreshore. The metal
plate was placed in a pre-fabricated slot in the foreshore, supported towards the
side of the flume and divided the entire model set-up starting from 10 m offshore
from the dike toe. In the larger 0.7 m wide section the dike, promenade and
wall were installed to measure the overtopped wave impacts at the wall. In the
smaller 0.3 m section the dike, promenade and wall were removed to measure the
incident water surface elevations at the dike toe without the reflections from the
dike present. Additionally, to this 1st geometrical set-up the wall was removed in
the 2nd geometrical set-up, to measure the incident overtopping flow characteristics
on the promenade without the interference from the reflected flow at the wall. In
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the 3rd geometrical set-up the promenade was removed as well to measure the
overtopping at the dike crest location for the same time-series of waves used in the
1st and 2nd geometrical set-up.

For the ’UGent3’ model tests the same foreshore slope as in the ’UGent1’
and ’UGent2’ model tests was chosen cot(θ2)=35 (see Figure A). The transition
slope cot(θ1)=10 was constructed as a direct representation of the large-scale
’DeltaFlume’ model tests (see Section 3.2.1). A single dike slope cot(α)=2, dike
height dc=9 m TAW in prototype, promenade width Gc=10 m in prototype was
used as these experiments served as a small-scale representation of the large-scale
’DeltaFlume’ model tests. The dike toe was also kept at dt=6.7 m TAW in pro-
totype and the toe of the foreshore was approximately located at −9.25 m TAW
in prototype. The foreshore was again constructed from concrete and the dike,
promenade and wall from ply-wood in the ’UGent3’ model. Using Froude similarity
and a length scale ratio λr=5.81 between the ’DeltaFlume’ and ’UGent3’ model,
the geometrical dimensions for the Ghent University wave flume were derived (see
Table 3.1). Additionally, to this 1st geometrical set-up the wall, and promenade
were removed in the 2nd geometrical set-up to measure the overtopping at the dike
crest location for the same time-series of waves used during the 1st geometrical
set-up. In the 3rd geometrical set-up, the dike was removed as well to measure the
incident water surface elevations at the dike toe location without the reflections
from the dike present.

3.1.2 Hydraulic conditions

A storm with 1,000 year annual recurrence interval (ARI) and a ’+8.0m Super-
storm’, which is an extreme storm with an estimated 17,000 year ARI were selected
for the investigation (Veale et al., 2012; Verwaest et al., 2009). The Belgian coastal
safety Masterplan presents tolerable discharges for these two extreme storms with
1 l/s per m and 100 l/s per m respectively. The discharges were modelled using a
2D SWASH model (Suzuki et al., 2011) and the according wave parameters derived
at Flanders Hydraulics Research.

For the ’UGent1’ model tests a significant wave height Hs=4 m and a peak
period of Tp=12 s were used for the prototype wave conditions, which were very
close to the values suggested by (Veale et al., 2012; Verwaest et al., 2009). Two
different water levels for this study were rounded from the SWASH model values
to ho=7 m TAW and 8 m TAW in prototype. Together with the dike toe loca-
tion dt and dike crest location dc this yielded in a water depth at the dike toe
ht=0.3− 1.3 m in prototype and a crest freeboard Ac=1− 3 m in prototype. The
crest freeboard Ac is defined as the distance between the still water level (SWL)
and the dike crest location dc. The values were down-scaled using Froude similar-
ity and a length scale factor λ=25 (Table 3.1). A Jonswap spectrum with peak
enhancement factor γ=3.3 was further used to generate the first order irregular
time-series of waves based on information of the wave parameters Hs [m] and Tp
[s]. The length of the time-series T [s] was equal to approximately 1,000 incoming
waves (T=1,000·Tp), which was considered representative for the duration of a
typical storm sea. The wave parameters were then varied by simply using 80%,
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90%, 100% and 120% of the Hs and Tp values to generate the time-series. During
the experiments the active wave absorption system was switched on at all times.

Figure 3.5: Split of wave flume in ’UGent2’ model test starting from 10m offshore of the
dike toe using a thin metal plate (left figure). Dike, promenade and wall were installed
in the 0.7m left section of the split-up (right figure).

For the ’UGent2’ model tests, offshore wave heights between Hs=3− 4 s and
peak period Tp=7− 12 s in prototype were chosen and combined to achieve a range
of wave steepness between ξo=0.0178-0.0457. These values were in the range of
extreme storm wave parameters established for the ’UGent1’ model tests. Water
levels of ho=6 m, 7 m and 8 m TAW in prototype were investigated. This resulted
in prototype water depths at the dike toe between ht=−0.7− 1.3 m and crest
freeboards between Ac=1− 3 m. Note that for negative water depths at the dike
toe ht <0 the dike toe fell dry. The same procedure as for ’UGent1’ model tests
was followed to down-scale the values and generated the water surface time-series
and paddle steering files (see Table 3.1).

A slightly different approach was used to generate the paddle steering files
for the ’UGent3’ model tests. The realized paddle motion time-series from the
’DeltaFlume’ model test was down-scaled, using Froude similarity and a length
scale ratio of λr=5.81 between the two models. In this way, the exact same paddle
motion and desired sequence of waves was used in the two models. The paddle
steering signal frequency was 64 Hz in the Delta Flume and 40Hz in the Ghent
University wave flume. Hence, interpolation was done to take into account the
difference in paddle steering frequencies when down-scaling. With this procedure
most similar design wave conditions between the ’UGent3’ and ’DeltaFlume’ ex-
periment were achieved.

3.1.3 Test programme

All three model tests (’UGent1’-’UGent3’) in the Ghent University wave flume
were conducted in a similar sequence. In the first stage, the average and individual
overtopping q [l/s per m] and V [m3] over the dike crest was measured by removing
the wall and promenade from the geometry. In the second stage, the according
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impact forces F [kN/m] on the wall were measured by re-installing the wall and
promenade again and by using the same time-series of waves from the first stage.
In this stage, most of the repetition tests were included in the test programme.
In the third stage, the wall was removed again and only the overtopping flow
thicknesses η [m] and velocities u [m/s] on the promenade were measured for the
same time-series of waves used in the first and second stage. In the fourth stage, the
wall, promenade and dike were removed to measure the incident wave parameters
at the dike toe location, without reflections from the dike and wall. Absorption
material was installed at the end of the flume to minimise the reflections occurring
at the flume end wall. In total this resulted in 379 individual tests comprised of
’UGent1’=109 tests, ’UGent2’=177 tests and ’UGent3’=93 tests for a range of
geometric and hydraulic conditions (see Table 3.1).

Table 3.1: Investigated parameters for ’UGent1’ - ’UGent3’ model tests in their range
(all values in model scale)

’UGent1’ ’UGent2’ ’UGent3’

Froude length scale λ [-] 1-to-25 1-to-25 1-to-25

Foreshore slope cot(θ2) [-] 35 35 35

Transition slope cot(θ1) [-] 2 10 10

Dike toe location dt [m] 0.638 0.638 0.638

Dike slope cot(α) [-] 2 2, 3 2

Dike height hd [m] 0.092, 0.132 0.092 0.092

Crest location dc [m] 0.73, 0.77 0.73 0.73

Promenade width Gc [m] 0.4, 1.2 0.2, 0.4, 0.6,
0.8

0.4

Wall height hw [m] non-overtopped non-overtopped non-overtopped

Offshore water depth ho [m] 0.65, 0.69 0.61, 0.65, 0.69 0.65, 0.69, 0.71

Dike toe water depth ht [m] 0.012, 0.052 -0.028, 0.012,
0.052

0.012, 0.052,
0.072

Crest freeboard Ac [m] 0.04 - 0.12 0.04, 0.08, 0.12 0.02, 0.04, 0.08

Hs,o [m] 0.08 - 0.19 0.12 - 0.16 0.08 - 0.19

Tp,o [s] 1.7 - 2.63 1.4 - 2.4 1.7 - 2.68

Rel. water depth ht/Hs,o [-] 0.063 - 0.433 -0.23 - 0.43 0.075 - 0.9

Rel. promenade width
Gc/Ac [-]

3.33 - 30 1.66 - 20 5 - 20
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3.2 Deltares Delta Flume

The Delta Flume is a large-scale wave flume facility operated by Deltares and
located in Delft, The Netherlands (see Figure 3.6). The Delta Flume is opera-
tional since 2015 and measures 291 m in length, 5 m in width and 9.5 m in depth
(Van Gent, 2015). With its larger dimensions it is possible to conduct large-scale
to prototype experiments to study the effect of extreme waves on coastal hard
structures or erosive coastal materials. The close to prototype dimensions allow
to accurately model parameters such as laminar (porous) flow, clay, sand, grass,
impact pressures and forces, which are usually affected by scaling errors in a smaller
scale model. 85% of dutch sea dikes can be tested in prototype scale in the Delta
Flume (Hofland et al., 2013). Key characteristics of the flume are a design water
depth between 2.5 m and 8 m, a maximum wave height of Hmax=4.5 m, a max-
imum significant wave height of Hm0=2.2 m and corresponding maximum wave
period Tp=9.4 s. At this moment, no higher waves are artificially generated any-
where else in the world. Reservoirs with equal dimensions to the flume size and
able to store up to 9 million liters of fresh water are installed next to the flume.
Three pumping stations with a total capacity of 1.000 l/s are used to fill and empty
the flume but also to simulate tide or wind surges. Along the flume sidewalls 2
flume gantry cranes are placed on rails, to install and decommission the models.
An additional measurement trolley on the same rails is used to operate different
measurement devices from above.

Figure 3.6: Deltares Delta Flume for prototype testing (left figure) and its 9m high blue
piston type wave paddle (right figure).

A ”dry-back” piston type wave board is used to generate the waves. 4 pistons,
moved by hydraulic cylinders, are used to generate regular, 1st and 2nd order ir-
regular and other special (tsunami, bichromatic, etc.) waves. The linear motion
of the board is guaranteed using a degree of freedom control on each of the four
hydraulic cylinders. The installed electric power for the movement of the wave
board is 1.9 MW.The wave board has a maximum stroke length of 7 m, which al-
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lows for simultaneous generation of the maximum wave heights and absorption of
the reflected waves. The steering signal for the paddle is generated at 64Hz and
the wave generation system is not synchronized with the main data acquisition.
An active reflection compensation (ARC) is achieved by using 3 wave gauges de-
ployed directly at the wave board and using the measurements of the 3 gauges to
distinguish the reflected and incident waves (Wenneker et al., 2013). In this way
the steering signal is adopted in real time based on the reflected wave energy. The
active reflection compensation was working between the low-cut off 0.02 Hz and
high-cut off frequency 1.5 Hz from the wave generation software and most effec-
tive towards the lower range. The ARC of the Delta Flume allowed for successful
removal of the unwanted seiches and in doing so prevented a build up of unwanted
low-frequency wave energy over time.

3.2.1 Geometrical set-up

The sandy foreshore consisted of a transition slope cot(Θ1)=10 at the beginning
and a main slope cot(Θ2)=35 until the dike toe, along l2=19.5 m and l3=61.6 m,
respectively (see Figure 3.1). The heights d2–d3 are a result of the lengths l1–l3
together with the slope angles. The total foreshore volume was comprised of
∼1000 m3 of sand. Sand with a grain size D50=320µm was installed in a minimum
0.4 m deep top layer over the entire foreshore. Below the top layer sand with
D50=230µm was installed. The erosion depth over the entire foreshore never
exceeded 0.4 m during the tests, hence a uniform sand distribution of D50=320µm
was assumed. The sand was compacted during the installation process in several
stages and the final profile was levelled up to 2cm accuracy before the start of the
model tests. Attached to the foreshore a concrete dike with a cot(Θ1)=2 slope
and a Gc=2.35 m wide promenade with an offshore inclination of 1-to-100 to drain
the water was built. At the end of the promenade a vertical hw=1.6 m high, non-
overtopped steel wall was constructed, covering the whole flume width and fixated
at the flume side walls (see ANNEX B). The steel wall was comprised of 3 horizontal
IPE500 beams and 9 vertical IPE160 beams welded to a 12 mm thick steel plate.
The steel plate was prefabricated and openings for the measurement sections were
foreseen. The total weight of the wall was approximately 2.3 ton. Simplifying the
wall to a clamped single beam structure for the lowest horizontal IPE500 beam and
adding the mass of one IPE500 and 9 IPE160 beams, steel plate and added water
in front of the wall over 0.66 m height, resulted in a 1st natural frequency of 77 Hz.
Furthermore, the natural frequencies were excited using a rubber hammer and
manually exerting a short impulse on the wall structure while the measurement
was running. This was repeated at least 10 times and a frequency analysis on
the tail of the measured signal was performed to obtain the 1st harmonic natural
frequency of the wall. No clear peak in the energy density spectrum could be found.
The combined evidence lead to the assumption that the natural frequency of the
wall was at least 77 Hz or higher and that the wall was constructed sufficiently stiff,
to not influence the overtopped wave impact load measurements.

The global coordinate system for the Delta Flume was originated at the lower
right corner of the wave paddle when standing with the back to the paddle. The
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Figure 3.7: Geometrical set-up of ’DeltaFlume’ model tests with distinct features: wall,
promenade, dike, foreshore and transition slope.

positive X-direction was defined in the main flume axis pointing towards the model.
The positive Y-direction was defined in cross flume direction pointing to the left
and the positive Z-direction was pointing upwards from the flume bottom. X, Y
and Z were written in capital letters. The most prominent locations were the start
of the transition foreshore slope at X=93.98 m, the start of the main foreshore
slope at X=113.48 m, the dike toe at X=175.08 m, the dike crest at X=176.15 m
and the wall at X=178.5 m. Since most measurements were located close to the
wall a second, local coordinate system was defined. It was originated at the dike
crest location on the same side of the flume as the global coordinate system with
positive x-direction in the main flume direction pointing towards the wall, positive
y-direction in cross flume direction pointing to the left and positive z-direction
pointing upwards. x, y and z of the local coordiante system were written in small
letters. The local coordinate system origin corresponded to X=176.15 m, Y=0 m
and Z=4.26 m of the global coordinate system. The model dimensions were given
in model scale using Froude similarity and a length scale factor λ=4.3.

As the foreshore was comprised of erosive material, the morphological changes
were closely monitored by measuring the bed profile along 5 lines in the main flume
axis direction. The profiles were obtained with a mechanical bed profiler after each
irregular wave test (see Figure 3.8).

At the same time numerical modelling with XBeach was applied to determine
the expected morphological behaviour. Combined evidence showed that the erosion
at the dike toe location (X=175.08 m) reached a mean value of ∼0.15 m along the
flume width and a maximum value of ∼0.3 m during the model tests (Saponieri
et al., 2018). A volume of 13− 23 m3 sand were eroded over a 30 m long section
starting at X=147 m until the dike toe (X=175.08 m), while accretion took place
over a 40 m long section starting at X=107 m until X=147 m (Saponieri et al.,
2018).
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Figure 3.8: ∼1.000 m3 of sand were installed and compacted in layers of 1 m (A). The
foreshore evolution was monitored during the experiments with a mechanical bed profiler
(B), measuring the total length in main flume axis of the foreshore. The sand was levelled
up to 2cm accuracy before the start of the ’DeltaFlume’ model tests.

3.2.2 Hydraulic conditions

Most of the time-series of water surface elevation used in the ’DeltaFlume’ model
tests were up-scaled from the ’UGent1’ model tests. Froude similarity and a length
scale ratio of λr=5.81 between the ’DeltaFlume’ and ’UGent1’ model was applied.
For the design of wave parameters in the ’UGent1’ experiment it is referred to Sec-
tion 3.1.2. The Delta Flume active reflection compensation (ARC) was activated
for each model test. Additionally a number of bichromatic waves were generated
by the Delta Flume wave generation software, for the purpose of wave interaction
studies (see Table 3.2). The bichromatic waves were computed as a set of regular
waves (see Equation 3.1),

η(t) =
2∑
i=1

(ai · cos(2 · π · fi · t+ ψi)). (3.1)

The first and second frequency components (f1 and f1), phase (ψ1 and ψ2)
and amplitudes (a1 and a2) were specified for the wave generation software (3.2).

Furthermore, long time-series (∼3,000 waves) were generated by the Delta
Flume wave generation software, using similar wave parameters Hs [m] and Tp
[s] as in the up-scaled time-series from the ’UGent1’ experimental campaign. The
purpose of a longer time-series of waves was to increase the number of overtopping
waves and consequently the number of impact events for statistical analysis. An-
other long time-series using 2nd order wave generation was used for a single case
(testID 493) in order to study the effects of the different wave generation, and
possible influence of the long waves (see Table 3.3). The same seed number was
used for the generation of the 2nd order wave time-series (testID 494) compared to
the equivalent 1st order wave time-series (testID 493). For a selected test (testID
495) the water level was increased by 0.1m, to account for sea level rise.
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Table 3.2: Test programme ’DeltaFlume’ bichromatic waves in chronological order (val-
ues in model scale using Froude similarity and a length scale factor λ=4.3)

testID ho ht Ac f1 a1 ψ1 f2 a2 ψ2

[-] [m] [m] [m] [Hz] [m] [◦] [Hz] [m] [◦]

Bi 1 4 4.01 0.30 0.25 0.174 0.5 0 0.142 0.4 0

Bi 1 5 4.01 0.30 0.25 0.174 0.5 0 0.142 0.45 0

Bi 1 6 4.01 0.30 0.25 0.174 0.5 0 0.142 0.5 0

Bi 2 4 4.13 0.43 0.12 0.190 0.45 0 0.155 0.36 0

Bi 2 5 4.13 0.43 0.12 0.190 0.45 0 0.155 0.405 0

Bi 2 6 4.13 0.43 0.12 0.190 0.45 0 0.155 0.428 0

Bi 2 6 R 4.13 0.43 0.12 0.190 0.45 0 0.155 0.428 0

Bi 1 6 R 4.01 0.30 0.25 0.174 0.5 0 0.142 0.5 0

Bi 3 6 3.78 0.08 0.47 0.174 0.3 0 0.142 0.3 0

Bi 3 6 1 3.78 0.08 0.47 0.174 0.35 0 0.142 0.35 0

Bi 3 6 2 3.78 0.08 0.47 0.1577 0.35 0 0.129 0.35 270

3.2.3 Test programme

The distinction was made between irregular waves in first, second order form and
bichromatic waves. Four tests of the test program were repeated. The tests were
given in chronological order in Table 3.3, together with the design wave parameters,
water levels h [m] and freeboards Ac [m]. The index ’t’ and ’o’ referred to dike
toe and offshore location respectively.

A typical test routine was composed in a threefold sequence. 1) Before the test
the measurement devices had to be prepared and checked on their proper working.
This involved to start feeding the load measurement equipment with electricity to
warm up, to wet the pressure cells in order to avoid temperature shock later in
the measurement, to empty the buckets for the wave gauges on the promenade,
to check the GoPro memory space, to set the GoPros, the Laser Scanner, Wave
radar and ASM (Argus Sand Meter) in measurement mode, to switch on the
spotlights, to turn on the data acquisition system and to start the wave paddle. 2)
During the tests the proper load measurement was checked in real time and that no
damage occurred. This was done from the measurement PC and visually from the
observation platform. In this stage usually the logbook was updated and the data
from previous experiments copied to a back-up location. 3) After the test, the data
acquisition system, Laser Scanner, GoPros, ASM, wave radar and spotlights had
to be switched off. The profile measurement was conducted with the mechanical
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Figure 3.9: a) An incoming wave broke on the shallow and sandy foreshore. b) Two
bore crests at the start of the overtopping process over the dike crest and c) consecutive
impact of the bores against the vertical wall. d) After the impact process the bores were
reflected and travel shoreward again.

profiler and the data from ASM and GoPro cameras was read out. In this stage
also a qualitative check of load and wave measurement was performed.

3.3 Measurement techniques

The measurement set-up was divided into 4 main measurement groups, which were
again tested in 4 different experimental phases. In each of the phases the same seed
wave time series was used. First phase, the water surface elevation measurement
and especially the incident water surface elevation measurement at the toe of the
dike structure, without the dike present (see Section 3.3.1). The dike was removed,
to avoid influence of reflected waves from the dike and to derive the purely incident
spectral wave parameters Tm−1,0 [s] and Hm0 [m]. The incident wave parameters
were typically key parameters for the design of coastal structures. Second phase,
the overtopping measurement in which the average q [l/s per m] and individual
V [m3] overtopping over the dike crest was measured (see Section 3.3.2). During
the third phase, the overtopping flow thicknesses η [m] and velocities u [m/s] on
the promenade were measured without the wall present, to avoid interaction with
the reflected flow and derive the incident flow parameters (see Section 3.3.3). The
fourth phase, involved the impact measurement of forces F [kN/m] and pressures
P [bar] of the overtopped flow against the wall (see Section 3.3.4). Depending
on the model test (’DeltaFlume’, ’UGent1’–’UGent3’) the 4 measurement phases
were carried out differently. Additionally, several synoptic measurements were car-
ried out during the different experimental phases (see Section 3.3.5). In all model
tests (’DeltaFlume’, ’UGent1’-’UGent3’) a full synchronisation between the mea-
surement devices was achieved.

3.3.1 Water surface elevation measurement

In all 4 model tests (’DeltaFlume’, ’UGent1’-’UGent3’) the water surface elevation
was measured at least at two locations. A first location was in the flat bottom
part of the flume, close to the wave paddle, to measure the deep water surface
elevation. This was done in all 4 model tests with 3 wave gauges to allow for
reflection analysis of the signal using the method of Mansard and Funke (1980). A
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Table 3.3: Test programme ’DeltaFlume’ for irregular waves in chronological order (values
in model scale using Froude similarity and a length scale factor λ = 4.3)

testID ho ht Ac Hs,o Tp,o Gc/Ac
ht

Hm0,t

[-] [m] [m] [m] [m] [s] [-] [-]

492 4.01 0.30 0.25 1.10 6.34 9.4 0.273

493 4.01 0.30 0.25 0.93 5.79 9.4 0.323

494 4.01 0.30 0.25 0.93 5.79 9.4 0.323

495 4.13 0.43 0.12 0.93 5.79 19.6 0.462

499 4.13 0.43 0.12 0.46 4.10 19.6 0.935

500 3.78 0.08 0.47 0.93 5.79 5 0.086

501 3.78 0.08 0.47 1.10 6.34 5 0.073

502 4.01 0.30 0.25 1.10 6.34 9.4 0.273

503 4.01 0.30 0.25 0.70 5.02 9.4 0.429

504 4.01 0.30 0.25 0.93 5.79 9.4 0.323

509 3.78 0.08 0.47 0.70 5.02 5 0.114

second location was at the dike toe to measure the incident water surface elevation.
At the dike toe location the wave gauge would alternately fall dry and was therefore
placed into a plastic foot embedded into the foreshore. To measure the incident
water surface elevation at the dike toe accurately and without reflection from
the dike different approaches were used in the 4 model tests. For ’UGent1’ and
’UGent3’ the dike, promenade and wall were removed in this phase and a flat
wooden plate attached to the dike toe position (end of foreshore). In this way
the waves could travel undisturbed until the end of the flume where they were
absorbed by the installed absorption material. For ’UGent2’ the wave flume was
subdivided in two sections of 0.7 m and 0.3 m width. In the smaller 0.3 m section
the incident waves at the dike toe (with the dike and promenade removed) were
measured simultaneously with the impact force measurement in the larger 0.7 m
part of the flume. Since the large-scale ’DeltaFlume’ model tests did not allow
for quick removal of the dike, a calibrated SWASH model was used to derive the
incident wave parameters at the dike toe for a situation without dike structure
in the flume. The SWASH model was operated by the author of Suzuki et al.
(2011) and described in Streicher et al. (2019a)). Several additional wave gauges
were installed along the foreshore in all 4 model tests (’DeltaFlume’, ’UGent1’-
’UGent3’). They mainly served to monitor the change in wave parameters, wave
breaking and shift in spectral wave energy towards lower frequency components,
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due to depth limited breaking and release of long wave components. The exact
location of each wave gauge was indicated in Figure 3.4 (’UGent1’-’UGent3’) and
Table 3.4 (’DeltaFlume’). Water surface elevations were measured by means of
resistive type wave gauges DHI 202/50 and DHI 202/30, together with a DHI
Wave Amplifier 102E system in the ’UGent1’–’UGent3’ model tests. The wave
gauges consisted of two thin parallel steel electrodes submerged in the water. The
devices measured the conductivity of the instantaneous water volume between the
two electrodes in the submerged part. The conductivity changed proportionally to
the change of water surface elevation between the steel electrodes. The output in
voltage was then converted in a water surface elevation with the linear calibration
factors (DHI Water & Environment, 2003). A reference electrode in the foot of the
wave gauge, where the two parallel steel electrodes merge was used to compensate
for changes in the water conductivity due to salinity or temperature during the
experiment. The measurement resolution was <0.001 m.

Figure 3.10: Resistive type wave gauges in the Ghent University flume. Offshore wave
measurement in the flat bottom part (A) and wave measurement along the foreshore (B)
until the incident wave measurement at the dike toe (C).

The water surface elevation in the ’DeltaFlume’ model test was measured with
in-house made resistive type wave gauges deployed at the right flume wall, when
looking towards the paddle. Reference electrodes for these wave gauges were
installed at the foot of the wave gauge. Due to the sandy foreshore some of the
reference electrodes would have been buried in the sand and were therefore moved
further offshore or covered with a permeable box made from wood and geotextiles.

The wave gauges were calibrated before each test (’UGent1’–’UGent3’) or after
the model test campaign (’DeltaFlume’). The sampling rate was set to 40 Hz
(’UGent1’–’UGent3’) and 1000 Hz (’DeltaFlume’).

3.3.2 Overtopping measurement

Average and individual overtopping were measured only during the ’UGent1’ -
’UGent3’ model tests. In the ’DeltaFlume’ model test no overtopping was mea-
sured. By reproducing a similar geometry as was installed in the ’DeltaFlume’ in
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Figure 3.11: Water surface elevation measurement in the Delta Flume with resistive
type wave gauges mounted on the flume wall. The foot of the wave gauges was partly
covered in a protective box to prevent the finished foreshore layer to interfere with the
measurement (A and B). The reference electrode to compensate for changes in water
temperature and salinity during the sometimes 4h long experiment (C).

Table 3.4: Location of wave gauges in ’DeltaFlume’ model set-up (X=0 at the paddle).

Paddle WG1 WG2 WG3 WG4 WG5 WG6 WG7 Dike toe

m m m m m m m m m

0 43.5 49.5 61.5 107.89 126.42 155.66 174.73 175.08

’UGent3’ and using the same time series of realized paddle motion in both models,
the overtopping values from ’UGent3’ were up-scaled, using Froude similarity and a
length scale ratio λr=5.81, and assigned to the ’DeltaFlume’ as well. Previously, it
was observed that up-scaling overtopping discharges measured in small-scale mod-
els and comparing it to prototype measurements underestimates the overtopping
discharge (De Rouck et al., 2005; Oumeraci et al., 2000). Hence, an underesti-
mation of the up-scaled values was expected. Compared to the 1st measurement
phase (water surface elevation) the dike was installed in the flume to measure the
overtopping over the dike crest by means of an overtopping box and using the
weigh cell technique (Victor et al., 2012). A box was placed on a weigh cell (sam-
pling frequency ∼5 Hz) directly behind the dike and connected via a chute (0.1 m
or 0.2 m width) to the dike crest (see Figure 3.12).

The overtopping water over the dike crest was transferred via the chute into the
box and the weigh cell below the box measures the mass of the overtopped water.
This set-up allows for accurate detection of individual volumes even in the presence
of sloshing inside the box due to large overtopping volumes. To distinguish individ-
ual overtopping events in the post processing a wave gauge was placed on the dike
crest with a sampling frequency of 40Hz. The overtopping box had an effective
volume of 32l and was emptied during the test via a pump when the volume was ex-
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Figure 3.12: Overtopping measurement set-up for the ’UGent1’-’UGent3’ data-sets. The
overtopping water over the dike crest was guided via the overtopping tray in the over-
topping box. The overtopped water was measured by a weigh cell installed below the
overtopping box.

ceeded. Both pump and weigh cell were calibrated before the test campaign. For a
detailed description of the working of the overtopping measurement it was referred
to Gallach Sánchez (2018). The repeatability of average overtopping discharge
measurements was discussed controversially and estimated for repetition tests us-
ing the same seed number, with a maximum coefficient of variation Cv=12.9%
(Kortenhaus et al., 2004) or Cv=1.5% (Gallach Sánchez, 2018). For repetition
tests using the same wave parameters but different seed number the maximum co-
efficient of variation increased to Cv=33% (Kortenhaus et al., 2004) or Cv=4.6%
(Gallach Sánchez, 2018). The smaller variability for Gallach Sánchez (2018) was
explained by the fact that mostly low crested structures with larger average over-
topping discharge q were tested. For larger average overtopping discharge q the
variability generally decreases (Romano et al., 2015)

3.3.3 Flow thickness and velocity measurement

Overtopping flow thicknesses η [m] and velocities u [m/s] were measured on top
of the promenade. The measurement of overtopping flow thickness and velocity is
extremely difficult in alternating wet and dry conditions and for highly turbulent
and aerated flows. None of the conventional devices to measure water surface
elevations (wave gauges, ultra-sonic distance sensors) or velocities (paddle wheels,
micro propellers, acoustic doppler velocimeter, electro-magnetic current meter) was
designed to measure in this conditions. Hence, especially the measurement in the
small-scale model tests (’UGent1-’UGent3’) was a challenge. As a solution the
same wave gauges DHI 202/30 and amplifier system DHI Wave Amplifier 102E
from the wave measurement were used for the ’UGent1’-’UGent3’ model tests (see
Figure 3.13). In order to be able to measure also thin layer thicknesses, holes were
drilled into the wooden plate of the promenade. Space holders were placed into
the drilled holes and the foot of the wave gauges was placed into the space holders.
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As a result, the wave gauges were flash mounted with the top of the promenade
and recorded the overtopping flow surface elevation which is related to the layer
thickness.

Figure 3.13: The flow thicknesses in the ’UGent1’-’UGent2’ data-set was measured with
resistive type wave gauges (WG), flash-mounted on the promenade. The flow velocities
were derived with transit-time techniques. A frontal image of the wave gauges installed
on the promenade (A) and a close up with distances between the wave gauges indicated
(B).

The first wave gauge on the promenade was installed 0.05 m, the second one
0.2 m, the third one 0.35 m, the fourth one 0.6 m and the fifth one 0.85 m landwards
of the dike crest. The sampling frequency of the gauges was synchronized with
the other measurements and set to 40 Hz. The signal of the same wave gauges
was used to measure the average velocities between two consecutive wave gauges.
To avoid interaction between reflected and incoming flows, the wall at the end of
the promenade was removed and absorption material installed at the end of the
flume. The so obtained unobstructed flow parameters were measured in a separate
experimental phase during the model tests using the same time-series of waves, in
order to relate them later to the impact force and overtopping measurements.

For the ’DeltaFlume’ data-set the overtopping flow parameters thickness η [m]
and velocity u [m/s]] were measured by instruments attached to a wooden frame
installed 1m above of the promenade on the right flume side when looking towards
the paddle (see Figure 3.14). The flow thickness was obtained by 4 resistance-type
wave gauges (WLDM1–WLDM4). The measurement principle is similar to the
water surface elevation measurement (see Section 3.3.1), measuring the change in
conductivity between two metal electrodes according to the water level. The wave
gauge foot with the reference electrode was submerged 5 cm below the elevation of
the promenade, in a 12cm deep bucket of water. The flow velocity was obtained by
4 Airmar S300 flow meter paddle wheels (PW1–PW4), measuring only the incoming
flow velocity. Two paddles attached to a rotational axis and mounted in a half open
housing were rotated by the incoming overtopping flow. Depending on the rotation
speed the flow velocity was derived. Originally, these paddle wheels used to be
integrated into ship hulls to measure the velocity of the ship. Previously they were
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used to measure overtopping flow velocities in comparable set-ups (Van Doorslaer
et al., 2012; Van Der Meer et al., 2010). The indicated minimum measurable
velocity of this device is 1 m/s. The paddle wheels were measuring at 0.03m above
the promenade. Both types of instruments (WLDM and PW) were installed in two
lines parallel to the flume wall 0.24 m apart from each other.

Figure 3.14: The measurement of flow thickness and velocity on the promenade in the
’DeltaFlume’ data-set. Ultrasonic distance sensors (UDS) and resistive type wave gauges
(WLDM) were used to measure the flow thickness and electro-magnetic current meter
(EMS) and paddle wheel (PW) to measure the flow velocities.

Detailed locations of the measurement devices measuring the flow parameters
on the promenade can be found in Cappietti et al. (2018). Additionally, an electro-
magnetic current (Valeport 802) meter was installed to measure the flow velocity
and 4 ultra sonic distance sensors (3 MaxSonar HRXL, 1 Honeywell 943 M18), to
obtain a non-intrusive measurement of the flow thickness. These measurements
were not further studied in this theses and rather served for redundancy purposes.
Furthermore, the ultra-sonic distance sensors often lost the signal, due to spray
which would touch the sensor surface.

3.3.4 Impact load measurement

The impact loads at the wall location were measured in all 4 model tests (’UGent1’-
’UGent3’,’DeltaFlume’). For ’UGent1’-’UGent3’ a part of the wooden wall was
removed and replaced by an aluminium measurement plate (see Figure 3.15). This
plate was light enough to react fast to an impacting wave and stiff enough to
not deform under impact. The width of the measurement plate was 0.1 m. It
should just fit into the gap in the middle part of the wall without contact to the
neighboring wall parts, to avoid friction losses. There was a single measurement
plate installed in ’UGent1’ and ’UGent2’ model tests and two measurement plates
installed with 10 cm spacing between them in ’UGent3’ model test.

The measurement plate was attached to and supported by a 3kg load cell
(’UGent1’) and 5kg load cell (’UGent2’-’UGent3’) from Tedea-Huntleigh. To mea-
sure the forces a strain gauge, bonded to the load cell, was used to convert the
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Figure 3.15: Impact force measurement with strain gauge load cells in the Ghent Univer-
sity flume. The strain gauge load cell was attached to a alluminium measurement plate
flash mounted in the wall and supported towards the back of the flume with a rigid metal
beam

deformation force into an electrical signal. The electrical resistance of the strain
gauge changed based on the mechanical deformation. The maximum relative error
was stated as 0.02% of the full-scale output. The strain gauge load cell was con-
nected to a 0.1 m-wide aluminum plate, and the plate flush-mounted with the rest
of the wall. The other side of the load cell was supported by a steel beam fixed
to the end of the flume (’UGent1’) or by a scaffolding framework across the flume
(’UGent2’ and ’UGent3’) to provide a stiff structure. This was important to reduce
the vibration inside the force measurement system and thus increase the natural
frequency fn of the whole set-up. In this way it was attempted to raise the natural
frequency above the excitation frequencies induced by the impacting waves. A
static calibration of this measurement was roughly done by placing defined weights
on the load cell and measuring the weight response.

In the DeltaFlume model the impact force was measured by 2 compression type
HBM U9 load cells with a measurement range of 20kN. The maximum absolute
error was 0.007 kN and the maximum relative error 0.363% of the full-scale output.
The load cells were vertically spaced above each other and connected the same
hollow steel profile to the steel wall. The hollow steel profile was hanging in a
prefabricated opening in the steel wall and was attached towards the side to avoid
rotational movement. This was done to ensure a force measurement in only one
direction. As a result, the hollow steel profile was flush-mounted into the wall. The
width of the hollow steel profile was 0.2 m.

Impact pressures were measured by 15 Kulite HKM-379 (M) pressure sensors
with a measurement range of 1Bar. The combined error due to non-linearity,
hysteresis and repeatability compared to the best-fit straight line (BFSL) was stated
to be typically smaller than ±0.1% of the full scale ouptut (FSO). As a maximum
it was stated that it never exceeds ±0.1% of the full scale ouptut (FSO). The
pressure sensors were spaced vertically and horizontally over a metal plate. The
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Figure 3.16: Impact force measurement with compression load cells (left) and pressure
measurement with piezo-electric pressure sensors (right)

lowest pressure sensor (P1) was installed 0.02 m above the promenade, the next 8
sensors (P2-P9) were installed in distances of 0.07 m and the next 4 sensors (P10-
P13) were installed with 0.12 m distance between each other. Pressure sensor P14
and P15 were installed 0.07 m respectively to the right and left of pressure sensor
P5. The pressure sensors were mounted on a metal plate. The metal plate fitted
into a prefabricated opening and was flash mounted in the middle section of the
steel wall as a result.

In all model tests (’UGent1’-’UGent3’,’DeltaFlume’) the impact load measure-
ments were sampled at a frequency of 1000 Hz, known to provide robust enough
results and capture even the short duration impulsive impacts (Oumeraci et al.,
1993). The impact load measurements were fully synchronized with the other
measurements in all model tests.

3.3.5 Synoptic measurement

The water surface elevation in the ’DeltaFlume’ model test close to the dike,
promenade and wall were monitored in a high-resolution and nonintrusive way.
High-resolution profile measurements of the water surface with a SICK LMS511
laser profiler and a GoPro 5 Black overview and sideview camera were obtained.
The laser was mounted at the left flume sidewall (when standing with the back to
the wave paddle), approximately 5m above the dike toe location (see Figure 3.17).
A slant angle of 23◦ was used to avoid a spiky signal due direct reflection at nadir
(Hofland et al., 2015; Blenkinsopp et al., 2012). This resulted in a scanned profile
approximately in the middle of the flume (y=∼2.7 m), next to the pressure plate
in the steel wall and along the middle of promenade and dike. The measurement
frequency was 35 Hz with an angular resolution of 0.25◦. The distance between
scanned points is a function of the distance the laser beam had to travel and the
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angular resolution. On the promenade, the average distance between individual
scan points was 2.55 cm. The signal was synchronized with the other recordings
via a synchronization pulse received from the main data acquisition system.

Figure 3.17: The SICK LMS 511 laser profiler was mounted to the left flume wall (when
standing with the back to the paddle) approximately at the dike toe location (A). A
slant angle of 23 degree was used to prevent oversaturated return signal strength due to
reflections in nadir (B).

There were several issues related to the reflection characteristics of the (foamy)
water and laser beam characteristics (Hofland et al., 2015). The mostly foamy
water surface of the turbulent bores resulted in good reflection characteristics with
a sufficiently high received signal strength indicator (RSSI). This indicated that the
turbidity of the water did not play a role as the foam was much more reflective and
the penetration of the laser beam into the water was minimized. Hence, a better
accuracy than the estimated range precision (standard deviation) of 1− 1.5 cm
found by Streicher et al. (2013) was assumed. The range precision was determined
for incidence angles of 15◦-90◦ (angle between incident laser beam and still water
surface) in the direction of the laser beam. In parts were there was no foam
on the water, the turbidity much lower than 40 NTU (Blenkinsopp et al., 2012)
and the distance between water surface and laser profiler too large to provide
sufficient reflection strength, no water surface measurement was obtained. Profile
measurements covered the water surface at offshore of the dike toe, the dike,
promenade until the wall and in total a horizontal length of ∼21 m. This resulted
in a field of view of 114◦.

A side-mounted and a top-mounted GoPro 5 Black camera were further de-
ployed to obtain an overview picture and eventually allow for motion tracking of
the overtopping flow to determine flow velocity on the promenade and run-up at
the wall (see Figure 3.18). The GoPro images were recorded at 59.94 fps, a res-
olution of 2.7 k (2704 px·1520 px) and synchronized with the force and pressure
measurement, via a LED pulse visible in the camera images. The spatial resolution
in the GoPro images depends on the distance towards and angle of the GoPro
with the wall. The resolution was approximately 5.5 mm/px on the steel wall and
9.5 mm/px on the promenade for the overview camera. The resolution for the
side-view camera was 2.78 mm/px on the opposite flume wall. Hence, the areas of
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interest were covered with a resolution <1 mm/px always.

Figure 3.18: Three GoPro 5 Black were deployed during the ’DeltaFlume’ experiment.
The views from the overview camera (A), the sideview camera (B) and the camera filming
through the observation window in the wall (C) were provided.

Issues regarding the storage space and battery capacity of the GoPro cameras
were solved by using 128 GB SD cards and portable powerbanks supplying electricity
via an USB interface. Artificial, flicker free, lighting consisted of an 200 W LED
from an overview flood light installed directly above the overview camera and
a more focused LED light from the side to illuminate the area affected by the
overtopping flow on the promenade. The GoPro images were synchronized with
the other measurements by a LED light within the field of view, which was triggered
by the main data acquisition system at the start of the measurement.

In the other model tests (’UGent1’-’UGent3’) cameras were installed as well
but no further processing was done and they rather served for a quality check in
case inconsistencies were found in the data. However, it was attempted to use
these camera images as well to determine an overtopping flow velocity by motion
tracking of the leading edge against an accentuated background, but no reliable
measurements of the flow velocity were obtained.

3.4 Data processing

During the data processing of the different data-sets (’UGent1’-’UGent3’ and
’DeltaFlume’) synchronisation of the applied analysis methods was a main ob-
jective. In this way comparability between the results was assured while minimising
the errors resulting from different processing routines (model-effects). Hereafter,
the tests from all data-sets were assigned a unique testID (see Section 3.4.1), the
wave parameters Hm0 [m], Tp [s] were derived (see Section 3.4.2), the average
overtopping over the dike crest q [l/s per m] calculated (see Section 3.4.3), over-
topping flow thickness η [m] and velocity u [m/s] determined (see Section 3.4.4)
and the impact forces F [kN/m] and pressures P [kPa] analysed (see Section 3.4.5).
Finally, the repeatability of laboratory impact force measurements was studied (see
Section 4.3.1).
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Table 3.5: Settings for the synoptic measurement devices in the ’DeltaFlume’ model
tests

Laser Scanner Overview camera Sideview camera

Location
X = 174.75m
Y = 5m
Z = 9.26m

X = 172m
Y = 2.5m
Z = 8m

X = 177.32m
Y = 0m
Z =5.51m

Sampling frequency 35Hz 59.94 fps

Angular resolution 0.25◦ -

Field of View (FoV)
∼15m offshore

dike toe until wall
dike/promenade/

wall
promenade

Horiz. resolution on
dike/promenade/wall

∼0.026 m <0.01m <0.003m

Synchronisation
Synchronisation

pulse
LED in FOV

Others
fog filter off
first pulse

slant angle 23◦
Line mode

3.4.1 Unique test identifier (TestID)

The data-sets ’UGent1’-’UGent3’ and ’DeltaFlume’ were designed complementary
to each other and feature similar geometrical settings. Hence, the data-sets were
combined for easier manipulation during the data analysis. To do so, the Matlab R©

software was used as a tool to combine the geometrical set-ups, wave parameters,
overtopping discharges, overtopping flow parameters and impact loads from the
four data-sets. Each test from the ’UGent1’-’UGent3’ and ’DeltaFlume’ data-set
was assigned a unique testID in chronological order (see Table 3.6).

As mentioned earlier the separate tests for overtopping, incident waves, flow
parameters and impact loads measurements were carried out using the same time-
series of waves. These separate tests were assigned individual testIDs and later
linked again to each other. For example for the ’UGent1’ data-set the overtop-
ping of the first test was measured in testID 001, the according overtopping flow
thickness and velocity measured in a test with testID 035, the wave impact load
measured in testID 055, the incident waves in testID 097. For testID 001, 035,
055, 097 the same time-series of waves was used. The assumption was that the
conditions will be equal in between tests. This was not always the case in practice
due to model effects and different reflection characteristics of the different set-ups
(see Figure 3.4). All of the tests were linked in this way. For the ’UGent2’ data-
set the impact loads and incident waves were measured during the same test, in
separate channels. Hence, the testID for both measurements was the same. For
the ’DeltaFlume’ data-set no separate tests were conducted to measure incident
waves, overtopping and flow thickness and velocity. These parameters were derived
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Table 3.6: Overview of testIDs for data-set ’UGent1’ - ’UGent3’ and ’DeltaFlume’

Data-set Measurement testID

’UGent1’

Overtopping 001-034

Layer thickness & velocity 035-054

Impact loads 055-096

Incident waves 097-112

’UGent2’

Overtopping 113-141

Impact loads 142-269

Incident waves 270-397

’UGent3’

Overtopping 398-418

Impact loads 419-468

Incident waves 469-487

’DeltaFlume’ Impact loads 488-509

differently (see Section 3.2).
Not all tests could be used for further analysis due to different reasons. Hereby,

a list of testIDs which were excluded for further analysis in this theses.

• testID 153, 155, 169, 188-189, 206, 220-221, 236, 248-249, 266 no overtop-
ping measured due to low water level

• testID 067-076, 087-096, 156-160, 169-172, 190-193, 206-209, 222-225, 236-
239, 250-253, 255-256, 265-269 no impact measured due to low water level

• testID 077, 146-147, 149-150, 152, 154 errors in the overtopping and impact
analysis

• testID 494 second order wave generation used

3.4.2 Wave parameters

As described in Section 3.3.1 the water surface elevation was measured at a deep
water location (above the flat part of the flume) and at the dike toe location for
a situation with (obstructed) and without (incident) dike present. For the analysis
described in this Section the incident wave parameters (without the dike installed
in the flume) were investigated as they were key for the design of coastal struc-
tures. Wave analysis of the measured water surface elevation was carried out using
Wavelab Version 3.7. Spectral wave parameters Hm0,o[m] and Tm−1,0,o [s] at the
WG1-WG3 location were obtained using the method of Mansard and Funke (1980),
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to distinguish incident and reflected waves. The amplitude reflection coefficient
ranged between 5%-25% with an average of 16%. The low values of amplitude
reflection coefficients were explained by the good absorption characteristics of the
mild foreshore. The spectral incident wave parameters at the dike toe location
Hm0,t [m] and Tm−1,0,t [s] were obtained by analysing the signal of a single wave
gauge installed at the dike toe location. Additionally, the signals from the wave
gauges installed along the foreshore were analysed as well and the spectral wave
parameters derived.

In the ’DeltaFlume’ data-set a spectra independent high-pass filter at 0.03 Hz
and a spectra dependent low-pass filter at 3/Tp Hz were used (values in model
scale). Additionally, the fft block size was selected automatically and the taper
width and overlap set to 20%. Furthermore a number of data points were skipped
at the beginning and end of each time series to focus the wave analysis on a fully
developed wave field.

Table 3.7: Settings for spectral wave analysis in WaveLab (all values in model scale)

’DeltaFlume’ ’UGent1’ ’UGent2’ ’UGent3’

Froude length scale λ [-] 1-to-4.3 1-to-25 1-to-25 1-to-25

High-pass filter [Hz] 0.03 0.005 0.005 0.005

Low-pass filter [Hz] 3/Tp 3 3 3

Taper & Overlap [%] 20 20 20 20

fft block size [-] auto auto auto auto

In the ’UGent1’-’UGent3’ data-sets a spectra independent high-pass filter at
0.005 Hz and low-pass filter at 3 Hz were used (values in model scale). The same
fft block size, taper width and overlap settings as for the ’DeltaFlume’ data-set
were used. The derived wave parameters were very sensitive, especially the incident
wave period at the dike toe, to the filter settings of the Wavelab Version 3.7.
software and should therefore be treated with care. Waves are usually defined with
a wave trough and a wave crest. The wave trough cannot be formed properly due
to a limited water depth at the dike toe. Additionally, the shape of the waves
compared to the shape of the deep water waves was different. A steep increase
and a smoother decrease in the water surface elevation at the dike toe was noticed;
similar to the characteristics of a bore.

The derived spectral wave height Hm0[m] and period Tm−1,0 were used to
calculate non-dimensional wave parameters. The shallow water wave length Lt
was calculated using Equation 2.3. The relative water depth Hm0,o/ho at the
WG1-WG3 location was always lower than 0.78 in all tests of the data-sets (see
Table 3.8). This served as a first indication that the water depth at this location
was sufficiently deep and the waves were non-breaking. The wave steepness for the
same location was calculated using Equation 2.1. The obtained steepness’s at the
location WG1-WG3 were always lower than 0.008 for all tests and the waves were



3.4. Data processing 67

therefore considered non-breaking swell sea (Eurotop, 2016). Along the 1-in-35
sloped foreshore the waves were breaking due to depth limitations and a broken
wave was present at the dike toe. The wave steepness’s for the dike toe location
were calculated using Equation 2.1 and the incident spectral wave parameters
derived for the dike toe location. In these conditions the Eurotop (2016) manual
states that steepness’s <0.01 often mean that the waves were broken due to depth
limitations, as it was the case for all tests of the data-sets.

Figure 3.19: Wave spectrum computed based on measured water surface elevation time-
series, for testID 500 from ’DeltaFlume’ data-set, at WG2 (close to paddle, offshore) and
WG7 (close to dike toe). Locations for WG2 and WG7 are given in Table 3.4.

The breaker parameter gave an idea of the kind of wave breaking involved
and was calculated using Equation 2.2. The breaker parameter at the toe of the
foreshore was calculated using the foreshore slope cot(θ2)=35 and spectral wave
parameters Hm0,o[m] and Tm−1,0,o [s] from wave gauge WG1-WG3 after reflection
analysis. The breaker parameter at the foreshore toe ξm−1,0,o was mostly <0.227
for the tests. The breaking waves were therefore considered spilling wave breaker,
typical for mild foreshores (Eurotop, 2016). The breaker parameter at the dike toe
ξm−1,0,t was calculated using the dike slope cot(α) and the incident spectral wave
parameters at the dike toe Hm0,t[m] andTm−1,0,t [s]. The breaker parameter at
the dike toe was always >5.24 for all tests. Hence, the second breaking of the
already broken waves against the dike was considered surging or collapsing wave
breaking (Eurotop, 2016).

Based on the criteria ht/Hm0,o developed by Hofland et al. (2017) the foreshore
depths at the dike toe were classified as extremely shallow ht/Hm0,o<0.3 and
very shallow 0.3< ht/Hm0,o<1 for the tests of data-set ’UGent1’-’UGent3’ and
’DeltaFlume’.

Previously it was described that the waves breaking over a mildly sloping fore-
shore and in shallow waters were releasing free long waves (Hofland et al., 2017;
Chen et al., 2016; Altomare et al., 2016; Van Gent, 1999a). This was also observed
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Table 3.8: non-dimensional range of wave parameters for the data-sets ’UGent1’-
’UGent3’ and ’DeltaFlume’

’DeltaFlume’ ’UGent1’ ’UGent2’ ’UGent3’

Wave steepnees offshore
Sm−1,0,o [-]

0.0030
-

0.0033

0.0026
-

0.0030

0.0028
-

0.0078

0.0031
-

0.0035

Breaker parameter off-
shore ξm−1,0,o [-]

0.199
-

0.207

0.208
-

0.225

0.129
-

0.215

0.192
-

0.205

Rel. water depth off-
shore Hm−1,0,o/ho [-]

0.1616
-

0.2767

0.1100
-

0.2889

0.1665
-

0.2946

0.1264
-

0.2780

Wave steepnees dike toe
Sm−1,0,t [-]

0.00110
-

0.00524

0.00013
-

0.00220

0.00018
-

0.00180

0.00017
-

0.00400

Breaker parameter dike
toe ξm−1,0,t [-]

6.91
-

15.07

10.55
-

44.05

7.91
-

35.13

7.95
-

38.24

Rel. water depth dike
toe ht/Hm−1,0,o [-]

0.0669
-

0.4487

0.0532
-

0.6586

0.0745
-

0.4787

0.0664
-

0.8020

Rel. promenade width
Gc/Lt [-]

0.0752
-

0.1405

0.0259
-

0.3649

0.0242
-

0.2090

0.0306
-

0.1149

in this study, in a spreading of the spectral wave energy mostly towards lower fre-
quencies for the dike toe location computed for testID 500 from the ’DeltaFlume’
data-set (see Figure 3.19). The time-series was transformed into a spectra by Fast
Fourier Transform algorithms and using the pwelch functionality in Matlab R©. A
hamming window of 50 times the sampling frequency was used for the computation.

The shallower the relative water depth at the dike toe, the more flattening of
the spectrum would occur resulting in larger spectral wave periods at the dike toe
Tm−1,0,t (see Figure 3.20). The significant lower values from the ’DeltaFlume’
model tests are in two ways. First, the formula was derived mostly based on data
derived from experiments with milder slopes (1-to-100 until 1-to-200). Secondly,
the active wave absorption in the ’DeltaFlume’ model test was able to remove the
unwanted seiche frequencies from the flume, resulting in reduced values especially
for the wave period at the dike toe. The decrease in spectral wave height Hm−1,0
from the offshore location, along the mildly sloping foreshore until the dike toe, was
in the range of 30%-80%. The average decrease of spectral wave height Hm−1,0
considering all model tests was 44%. The reduction in spectral wave height Hm−1,0
was due to wave breaking and loss in energy on the mild foreshore.



3.4. Data processing 69

Figure 3.20: Relative water depth at the dike toe (x-axis) and flattening of the spectral
wave period from offshore to the dike toe (y-axis) after Hofland et al. (2017). The
prediction after Hofland et al. (2017) was given as the black line together with the 95%
confidence interval as two times the standard deviation σ.

The increase in spectral wave period Tm−1,0 from the offshore, along the mildly
sloping foreshore, until the dike toe location was in the range of 40-80%. The
average increase in spectral wave period Tm−1,0 considering all model tests was
57%. The increase in spectral wave period Tm−1,0 was due to the release of the
bound long waves in the breaking process on the mild foreshore. It was noted
that the active wave absorption in the ’UGent1’-’UGent2’ data-sets was not able
to sufficiently remove the seiches, associated to the natural frequency of the flume
in the order of 0.035− 0.57 Hz (depending on geometry and water level). This
was partly due to the used 1st order wave generation and partly due to limitations
in stroke length of the paddle. As a consequence, a build up of long wave energy
in the ’UGent1’-’UGent3’ data-sets was observed. However, the contribution of
these long frequencies in the energy density spectrum was rather low and it was
decided to not apply additional filtering to the data. These low frequencies were
also present for the overtopping and force measurements. Hence, removing them
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in the wave analysis and relating the waves to the overtopping or impact forces was
considered less desirable. The active wave absorption in the ’DeltaFlume’ data-
set instead was able to remove the flume related natural frequencies during wave
generation.

3.4.3 Average overtopping

The average overtopping discharge q [l/m per s] was obtained by analysing the
weigh cell measurement described in Section 3.3.2. Post-processing was done in
Matlab R© using scripts developed by Victor et al. (2012). Basically the weigh cell
difference before and after the test gave the absolute mass of overtopped water
and divided by the density of the water, width of the overtopping chute and test
duration resulted in the average overtopping discharge. The integrated pump curve
was used to add the mass of the pumped water to the absolute mass of overtopped
water, in case the pump was activated to empty the overtopping box during the
test. When the pump inside the overtopping box became submerged, the buoyancy
force would increase and thus a lower weight of the pump was measured by the
weigh cell. A correction term was introduced based on the fill (submergence of
the pump) of the overtopping box, to account for the increase buoyancy force.
For details on the analysis method it was referred to Gallach Sánchez (2018). The
same time window from the wave analysis (see Section 3.4.2) was used to focus the
analysis on a fully developed wave field. Since no overtopping was measured in the
’DeltaFlume’ test, the average overtopping discharge from the ’UGent3’ data-set
were assigned to the ’DeltaFlume’ data-set as well (using a similar model geometry
and the downscaled realized paddle motion time-series to generate the waves).

The overtopping formula from Van Gent (1999b) was used (see Equation 2.4
with the extension by Altomare et al. (2016) for the equivalent slope (see Equation
2.5). For the prediction using the equivalent slope concept an adjusted c-coefficient
0.791 and standard deviation σ equal to 0.294 were used. The prediction was only
applicable for relative water depth at the toe -0.88< ht/Hm0,o<2.38, for incident
breaker parameter at the toe ξm−1,0,t>7 and for incident wave steepness at the
toe Sm−1,0,t<0.01. Besides the breaker parameter for some tests, all criteria were
fulfilled within this study (see Table 3.8)). The computation of average overtopping
discharge and comparison to the measured values showed that the measured values
were in between 0.1 and 10 times the predicted value and comparable in range for
all four data-sets (see Figure 3.21).

3.4.4 Flow thickness and velocity

The analysis of flow thickness and velocity in the ’UGent1’-’UGent3’ data-sets
remained a challenge. While it was possible to distinguish the maximum flow
thicknesses using half-automatic selection tools (Streicher et al., 2016; Hughes,
2015), it was not possible to resolve the flow velocities using transit time techniques
in the ’UGent1’-’UGent3’ data-sets. Other options to measure the flow velocity
were tested: A side-view video camera and motion tracking of the bore front against
an accentuated background was used but difficulties in the correct determination of
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Figure 3.21: Non-dimensional overtopping vs. non-dimensional freeboard (left) and pre-
dicted/measured overtopping vs non-dimensional water depth showed that the measured
values are within comparable (between data-sets) and predicted (Altomare et al., 2016)
range

the bore front from the video images facilitated the analysis. Furthermore, a row of
metal pins connected to electric wires was installed with their head just above the
promenade. The distance between the pins was defined and a metal plate installed
in proximity of the pins, acting as supply electric source. The circuit was closed as
soon as water would conduct electricity between any steel pin and the metal plate.
When two consecutive steel pins were activated, the average velocity of the water
between the pins was obtained. This was done by diving the distance between the
pins with the time difference of activation. Droplets of water at the metal pins,
erroneous measurements, too small layer thicknesses and non-uniform bore fronts
along the promenade proved this method to be not useful.

Therefore, it was decided to limit the analysis of overtopping flow thickness
and velocity in this theses to the ’DeltaFlume’ data-set as the generally larger
thicknesses and velocities enable a reliable measurement. Furthermore, the analysis
for layer thickness and velocity was done and described in detail by Hirt (2017),
for the flows related to the 30 highest impact forces from test testID 492 and test
testID 500 each (see Table 3.3). The time-series of the wave gauges installed on
the promenade was used to determine the incoming and reflected flow thicknesses
and the time-series of the paddle wheels was used to determine the incoming flow
velocity. The time-series were obtained at four locations along the promenade.
Only the time-series of the paddle wheels was filtered using a 15Hz low-pass filter
to remove the noise from the measurement. The maximum flow thickness ηmax and
maximum flow velocity umax were manually read from the signal (see Figure 3.22).
It was further noted that the overtopping flow at location 1 was often affected by
the overtopping splash and the flow at location 4 affected by the reflected flow
from the wall. Hence, it was decided to use the measurements from location 3,
as representative velocity and thickness for the overtopping flow. Location 3 was



72 3. Experimental set-up

situated 1.26 m apart from the dike crest and 1.09m in front of the steel wall.
The time-series of flow thickness η [m] and flow velocity u [m/s] for a selected
overtopping event from test testID 492 were showcased (see Figure 3.22).

Figure 3.22: Time-series of layer thickness gauges (WLDM1-WLDM4) with incoming
ηi and reflected ηr flow thickness measured at location 1-4 (A). Time-series of paddle
wheels (PW1-PW4) with incoming bore velocity ui at location 1-4 (B).

The incoming flow thicknesses slightly decreased along the promenade from
WLMD1-WLMD4, the reflected flow was generally higher and the decrease oc-
curred in reversed order from WLMD4-WLMD1 (see Figure 3.22). No reflected flow
velocities were observed from the measurement as the paddle wheels were only able
to measure in incoming flow direction. The measured maximum bore thicknesses
and velocities at location 3 and leading to the 30 highest impacts in test testID 492
and testID 500, ranged between ηmax=0.02− 0.42 m and umax=0.62–4.13 m/s
(ANNEX C).

3.4.5 Impact force and pressure

Post-processing of measured impact forces and pressures was synchronized between
the data-sets (’UGent1’-’UGent3’ and ’DeltaFlume’) and the same set of analysing
routines used. This involved using similar filter settings, to ensure comparability
between the data-sets.

The time-series of measured impact force and pressure was recorded with
1.000 Hz sampling frequency in all data-sets. Since the data-sets were derived
from different scale models, the sampling frequency should be scaled as well to
ensure similarity between the data-sets. It was therefore attempted to upscale the
sampling frequency of the ’UGent1’-’UGent3’ data-sets to match the sampling fre-
quency of the ’DeltaFlume’ data-set, using Froude similarity and the scale ratio
λr=5.81. In this way the 1.000 Hz signal of the ’UGent1’-’UGent3’ data-sets was
interpolated and a 415 Hz signal obtained. No significant reduction of the force
peaks was observed and it was decided to use the original 1.000 Hz sampling signal
in all data-sets instead. The time series for force and pressure measurement was
post-processed in three steps for all data-sets. The processing routines were im-
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plemented in Matlab R© and termed Impact-Analysis-Toolbox (IAT). The Matlab R©

script was provided in ANNEX E and ANNEX F.
First, any long duration drift was removed from the signal using the ’detrend’

functionality in Matlab R©. Furthermore an offset correction was applied, by fitting
a polynomial best-fit line to the lower values of the time-series (the noise band,
not including the force peaks) and subtracting the polynomial best-fit line from the
time-series. In this way the entire time-series was shifted towards zero.

Figure 3.23: Force time-series before (black) and after filtering (red). A zoom on the
two highest impacts was provided in the lower figures.The signal from the lower load
cell (0.18 m above the promenade) of testID 500 from the ’DeltaFlume’ data-set was
displayed.

The time-series was then transformed into frequency domain with fast Fourier
transformation and a set of frequency components and their according energy den-
sity obtained. In frequency domain the filters were set (see Table 3.9), to remove
phenomena related to model effects (for example electronic current frequency, nat-
ural frequency of the measurement system/wall) from the time-series. Furthermore,
low-pass filtering was applied.

The low-pass filter should be chosen as a compromise between removing the
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high oscillation noise from the signal and limiting the decrease in peak impact force
(typically around 10%-20% for low-pass frequencies around 50 Hz in model scale
(Chen, 2016)). Previous studies showed that a 50 Hz low-pass frequency (Chen
et al., 2016; Van Doorslaer et al., 2017) showed good results. The force response
of any real structure was another aspect to consider. Typical natural periods of
3− 50 m high buildings were in the range of 0.1− 1 s (1− 10 Hz) in prototype
(Chen, 2016) and 0.046− 0.48 s (2− 22 Hz) in the scale of the ’DeltaFlume’ data-
set. Given all these considerations, a low-pass filter for the ’DeltaFlume’ data-
set of 48 Hz (model scale) was chosen. This was within the range of natural
frequencies of coastal buildings and close to the previously applied 50 Hz low-pass
filter. Furthermore, the reduction in force peaks was limited (see Figure 3.23 and
Figure 3.24). A Butterworth filter design of 4th order was applied.

Figure 3.24: Pressure sensor time-series before (black) and after filtering (red). A zoom
on the two highest impacts was provided in the lower figures. The signal from pressure
sensor P3 (0.16 m above the promenade) of testID 500 from the ’DeltaFlume’ data-set
was displayed.

A reduction in force peaks after filtering was observed. Anyhow, a zoom on the
two largest force peaks showed, that the reduction occurred within the noise band



3.4. Data processing 75

of the measurement. Generally, the noise bandwidth of the load cell measurement
was higher compared to the pressure sensor measurement. Figure 3.24 showed
the signal of pressure sensor 3 (installed approximately at the same height as the
load cell measurement in Figure 3.23) before and after filtering. A zoom on the
two largest pressure peaks showed that also for the pressure sensor signal the
reduction in pressure peaks was within the noise bandwidth of the measurement.
An average reduction of force peaks of ∼26% for the load cell signal and pressure
peaks ∼6% for the pressure sensor (P3) signal were found. This was however
dependant on individual force/pressure peaks and how much a specific wave impact
would excite the resonance vibrations of the measurement system. The reduction
of the force/pressure peak due to the filters was higher, when there were more
resonance frequencies excited, compared to the reduction of force/pressure peaks
where hardly any resonance frequencies were excited. The general conclusion was
made that mostly impacts including a large amount of resonance induced vibrations
will have a large reduction in magnitude and for the other force peaks the reduction
is tolerable, for a 48 Hz low-pass filter.

The low-pass filter was then downscaled to the ’UGent1’-’UGent3’ data-set
dimensions using Froude similarity and the length scale ratio of λr=5.81. This
resulted in a similar low-pass filter at 115 Hz for the ’UGent1’-’UGent3’ data-
sets. Additionally band-stop filters to remove the resonance frequencies of the
measurement systems (see Table 3.9) were applied. Furthermore, a band-width
filter to remove the noise from the electronic current system (at 50 Hz) was used.

Table 3.9: Filter settings for frequency filtering of impact force and pressure in Matlab R©

(all values in the according model scale)

’DeltaFlume’ ’UGent1’ ’UGent2’ ’UGent3’

Froude length scale λ [-] 1-to-4.3 1-to-25 1-to-25 1-to-25

Natural freq. wall [Hz] > 77 48, 95 70, 75, 90 35, 48, 80

Low-pass filter [Hz] 48 115 115 115

Filtering around [Hz] - 48, 50, 95
50, 70, 75,
90

35, 48, 50,
80

Order butterworth filter [-] 4 4 4 4

Second, the signals of the two load cells in the ’DeltaFlume’ data-set, attached
to the same measurement hollow steel profile, were added. The sum was divided by
the width 0.2 m of the measurement plate to obtain a horizontal force per meter
width value. The pressure sensor signals from the 13 vertically spaced pressure
sensors in the ’DeltaFlume’ data-set were integrated over the height of the pressure
plate in this step. Rectangular pressure integration was applied using half the
distance below and above a pressure sensor ∆i, together with the measured pressure
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from this location Pi (see Equation 3.2),

F = (P1 ·
∆1

2
) + (P13 ·

∆12

2
) +

12∑
i=2

(Pi ·
∆i−1 + ∆i

2
) [N/m]. (3.2)

The value from the lowest pressure sensor (P1) was assumed from the location
of P1 until halfway between P1 and P2. The integration for the highest pressure
sensor (P13) was done using half the distance between PP12 and P13. The result
was a horizontal force per meter width value. Comparing the time-series of inte-
grated pressures and force measurement for the ’DeltaFlume’ set-up, it was noted
that the integrated pressure time-series showed a lower noise bandwidth, which was
the effect of the generally lower noise bandwidth in the individual pressure sensor
signals (compare Figure 3.23 and Figure 3.24).

Figure 3.25: A total horizontal force from the pressure sensor signals was obtained by
applying rectangular pressure integration (Equation 3.2). The distances ∆i and pressures
Pi were used during the calculation.

For the ’UGent1’-’UGent3’ data-sets, the load cell signals were simply divided
by the width 0.1 m of the measurement plate to obtain a horizontal force per meter
width value.

Third, a half-automatic peak detection method was applied and the key events
from the filtered time-series selected. A minimum time between force peaks was
set to 2 s in the ’DeltaFlume’ data-set and down-scaled, using Froude similarity and
length scale ratio λr=5.81, to the ’UGent1’-’UGent3’ data-sets as 0.83 s accord-
ingly. Previously, (Chen et al., 2016) used the mean wave power as proposed by
(Goda, 2010) to define a high-pass threshold for the force peaks. The mean wave
power (see Equation 3.3) was used in the present study to define the high-pass
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Figure 3.26: Selected peak events for test testID 500 from the ’DeltaFlume’ data-set for
the integrated pressures (upper figure) and force measurement (lower figure).

threshold for the force peaks in time domain,

Fp = 1/8 · ρ · g ·Hm0,t. (3.3)

The high-pass threshold should always be higher than the noise band of the
measurement. Hence, the lowest force peaks were checked against video recordings
to ensure that a physical impact occurred in the model. Finally, erroneous detected
force peaks were manually deleted from the output file.

After post-processing, a total of 39,451 force peaks for the ’DeltaFlume’ data-
set, 4,528 force peaks for the ’UGent1’ data-set, 13,666 force peaks for the ’UGent2’
data-set and 21,070 force peaks for the ’UGent3’ data-set were obtained (Figure
3.27). The force peaks were up-scaled to prototype for better comparability, using
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Froude similarity and the according length scale factor. The exceedance probabili-
ties Pf [%] for the force peaks F [kN/m] were calculated (see Equation 3.4),

Pf =
i

Ni + 1
. (3.4)

Where i was the considered force peak and Ni the total number of force peaks
ranked from high to low. The obtained force peaks from all 4 data-sets (’UGent1’-
’UGent3’ and ’DeltaFlume’) were plotted as a distribution and showed that the
force peaks fell in the same range (see Figure 3.27).

Figure 3.27: Plotting positioning of the force peaks for all impacts from ’UGent1’-
’UGent3’ and ’DeltaFlume’ model tests.

Several force indicators were derived for each test. The most prominent was the
maximum impact force Fmax, often key for the design of coastal structures. The
maximum recorded force peaks per model were 122 kN/m, 128 kN/m, 155 kN/m
and 155 kN/m for ’UGent1’-’UGent3’ and ’DeltaFlume’ data-set respectively (val-
ues in prototype). Furthermore, the average 1-in-250 impact force F1/250 was de-
rived as the average of the 0.4% highest impacts (Goda, 2010). The F1/250-value
is likely to be more stable over a range of impacts compared to a single maximum
event. However, a sufficient number of impacts (>250) need to be measured to
distinguish this value from the Fmax impact force. Other force indicators were the
value exceeded by 10% of impacts F10%, the average of the highest 10, 20, 30
impact forces F10, F20, F30, respectively and average of all impact forces Favg per
test.



Chapter 4

Analysis of scale effects in
laboratory impact force
measurement

In this section the non-repeatability related uncertainties, scale- and model effects
in laboratory overtopping bore-induced impact load measurements were discussed.
After an outline of the specific objectives for this Chapter (see Section 4.1) two
scale models were introduced comparatively (see Section 4.2) in terms of model
set-up and hydraulic boundary conditions in order to investigate similarity between
the scale models. A baseline uncertainty of the impact force measurement was es-
tablished based on repetition tests and compared to the differences in the measured
impact force resulting from scale- and model-effects. The differences in measured
force were quantified (see Section 4.3) and summarized in the conclusions (see
Section 4.4).

4.1 Specific objectives

In this study the stochastic non-repeatability, model- and scale effects were further
investigated by comparing two data-sets derived from similar small- and large-scale
experiments. More detailed objectives are:

1. to provide a detailed comparison of small-scale and large-scale model set-up
and hydraulic boundary conditions, in order to discuss similarity of the two
models.

2. to investigate potential model effects in terms of wave parameters at the
dike toe, as they serve as the hydraulic boundary condition for the measured
bore-induced impact force.

3. to investigate the non-repeatability of bore-induced impact force measure-
ments using the small-scale model and same time-series of waves, to establish

79
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a baseline uncertainty against which the scale-effects can be judged.

4. to investigate scale effects of bore-induced impact force measurements by
comparing the force measurements from the small-scale and large-scale model
in prototype and to discuss the absolute and percentage difference of the force
indicators Fmax, F1/250, F10, F20, F30, F50, F100, Favg.

4.2 Data analysis and methods

The large-scale (Froude similiarity and a length scale factor 1-to-4.3) experimental
campaign was conducted within the research project WALOWA in the Delta Flume.
A detailed model set-up was provided in Section 3.2.1. It was further termed the
large-scale experiment. The small-scale (Froude similarity and a length scale factor
1-to-25) experimental campaign was conducted at Ghent University. A detailed
model set-up was provided in Section 3.1.1. It was further termed the small-scale
experiment. The length scale ratio between the two scale models was 1-to-5.81.

4.2.1 Similarities of geometrical model set-up

Hereafter, only a compact overview of the geometry has been summarized with a
focus on the main differences (Table 4.1). For better comparability all dimensions
were up-scaled to prototype using Froude similarity. The geometrical parameters of
the model set-ups are highlighted in Figure 3.1. Most striking differences between
the two scale models were found in the distance between the wave paddle and the
start of the foreshore. While the prototype distance was 404.1 m for the large-
scale model, it was only 274 m in the small-scale model. As a result of the length
difference the wave propagation and interaction with reflected waves was altered,
leading to a different water surface elevation time series at the toe of the dike.

Furthermore, the applied foreshore material in the large-scale model was sand
with a grain size diameter of D50=320µm. In the small-scale model smooth
concrete was used to build the foreshore. It was expected that on the one hand
the porosity of the sand is expected to lead to additional wave energy dissipation
and on the other hand the erosion of sand at the dike toe will lead to larger water
depths ht and potentially higher wave energy at the toe of the dike (Saponieri
et al., 2018). Regardless of the scour hole at the dike toe, which developed for
the sand foreshore, the dike toe location and water depth at the dike toe ht were
defined at the connecting point between initial foreshore geometry and dike.

Dike and promenade were constructed from plywood in the small-scale model
and concrete in the large-scale model. It was expected that the slightly smoother
plywood resulted in lower friction losses of the overtopping water flow in the small-
scale model. In both scale models the wall was high enough to not be overtopped
by the run-up water.

The impact forces were measured with two HBM U9 compression load cells
with a measurement range of 20 kN in the large-scale model (see Figure 4.1, A and
B). The maximum absolute error was 0.007 kN and the maximum relative error
0.363% of the full-scale output. The load cells were connected above each other
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Table 4.1: Comparison of wave flume and model characteristics between large-scale and
Small-scale experiment. Values were up-scaled and compared in prototype

Model scale Flume Foreshore Dike Promenade Wall

Small-scale
(Ghent University)

1-to-25
L = 750m
H = 30m
W = 25m

concrete
cot(θ1) = 10
cot(θ2) = 35
l1 = 274m
l2 = 83.9m
l3 = 264.9m

plywood
cot(α) = 2
h3 = 2.3m

plywood
Gc = 10m

alluminium plate
hw = 6.88m
not overtopped

Large-scale
(Delta Flume)

1-to-4.3
L = 1251.3m
H = 40.85m
W = 21.5m

sand
cot(θ1) = 10
cot(θ2) = 35
l1 = 404.1m
l2 = 83.9m
l3 = 264.9m

concrete
cot(α) = 2
h3 = 2.3m

concrete
Gc = 10m

hollow steel profile
hw = 6.88m
not overtopped

to the same 0.2 m-wide hollow steel profile. The profile was flush-mounted into
the wall (red rectangle). The resonance frequency of the large-scale measurement
system was estimated to be approximately at 80 Hz. In the small-scale model the
impact forces were measured using a Tedea-Huntleigh strain gauge load cell with
a measurement range of 5 kN (see Figure 4.1, C and D). The maximum relative
error was stated as 0.02% of the full-scale output. The strain gauge load cell
was connected to a 0.1 m-wide aluminum plate, and the plate flush-mounted with
the rest of the wall (red rectangle). A static calibration of this instrument was
roughly done by placing defined weights on the load cell and measuring the weight
response. The first resonance frequencies of the small-scale measurement system
were found at 35 Hz, 45 Hz, and 53 Hz.

Figure 4.1: Dike, promenade and wall in large-scale (A) and small-scale (C) experiment.
The impact forces were measured in the area highlighted in red, with two compression
load cells in large-scale (B) and a strain gauge load cell in small-scale.

All other parameters, such as the crest freeboard, Ac, and the offshore water
depth, ho, were kept the same. The comparison of the wave time-series and spectral
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parameters at a location close to the paddle and at the dike toe location provided
further insight into whether similarity of the hydraulic boundary conditions between
the two scale models was achieved.

4.2.2 Similarities of hydraulic boundary condition

Waves were generated in both scale models with a piston type wave paddle. Two
tests with wave conditions similar to a storm with an annual recurrence interval of
1,000 (testID 500) and 17,000 years (testID 492) were selected for this study (see
Table 3.3).

The steering signal in the small-scale model was the down-scaled measured
time-series of waves from the large-scale model. In this way a most similar sequence
of waves in both scale models was achieved. The active wave absorption system
was activated in both scale model experiments.

The water surface elevation η(t) was measured with resistive type wave gauges
deployed at the flume wall for the large-scale model and in the middle of the flume
for the small-scale model. The measurement location in flume length direction
was the same between scale models and referred to as the offshore location (above
the flat bottom part in the flume and before the start of the foreshore) and as
the dike toe location. Spectral wave parameters at the offshore location Hm0,o

[m] and Tm−1,0,o [s] and at the dike toe location Hm0,t [m] and Tm−1,0,t [s] were
obtained for test testID 492 (Table 4.2) and test testID 500 (Table 4.3) in both
scale models. The spectral analysis was performed using similar analysis settings.
Low cut-off and high cut-off frequencies were the scaled equivalent of each other
using the length scale ratio 1-to-5.81. This resulted in a low cut-off frequency of
3 Hz (large-scale model) and 7 Hz (small-scale model), as well as a high cut-off
frequency of 0.025 Hz (large-scale model) and 0.060 Hz (Small-Scale model).

The ratio for the offshore spectral wave height Hm0,o,SS/Hm0,o,LS and period
Tm−1,0,o,SS/Tm−1,0,o,LS between large-scale (LS) and small-scale (SS) experiment
was in the order of ∼1% and ∼3% respectively for test testID 492 (Table 4.2).
This was considered acceptable and confirmed by the good agreement between
the large-scale and small-scale time-series of water surface elevation η (Figure 4.2,
upper row). However, the ratio of spectral wave height Hm0,t,SS/Hm0,t,LS and
period Tm−1,0,t,SS/Tm−1,0,t,LS at the dike toe between large-scale and small-scale
experiment was in the range of ∼10% for test testID 492. This was confirmed
by the slightly worse agreement between large-scale and small-scale time-series of
water surface elevation η at the dike toe (Figure 4.2, lower row). There were more
shorter waves visible in the large-scale model time-series at the dike toe location.

The same analysis was performed for test testID 500. The ratio for the offshore
spectral wave height Hm0,o,SS/Hm0,o,LS and period Tm−1,0,o,SS/Tm−1,0,o,LS be-
tween large-scale and small-scale model was in the order of ∼2% and considered a
good agreement (Table 4.3). The ratio of spectral wave height Hm0,t,SS/Hm0,t,LS

and period Tm−1,0,t,SS/Tm−1,0,t,LS at the dike toe between large-scale and small-
scale model was in the order of 7% and 10% respectively. It is striking that the
wave height for at the dike toe in the small-scale model was lower than in the
large-scale model, for testID500 (see Table ??). This difference could possibly be
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Figure 4.2: Beginning of water surface elevation time-series (left) and wave spectrum
calculated for the entire time-series (right) for test testID 492. The measurements in the
upper row were obtained at the location close to the paddle and in the lower row at the
dike toe location. Small-scale (blue) and large-scale (red) measurements were compared
in prototype.

explained by the increased water depth at the dike toe due to the fully developed
erosion hole in the large-scale model (∼0.15 m in model scale and 0.65 m in pro-
totype (Saponieri et al., 2018)), because the test was conducted at a later time
during the experimental campaign, while testID 492 was conducted in the begin-
ning of the experimental campaign, with less erosion at the dike toe (Streicher
et al., 2017). This remains an assumption and further tests with variable erosion
depth at the dike toe location need to be analysed. It could also be that the smaller
water depth at the dike toe in testID 500, compared to testID492, was causing the
difference. For smaller water depths, a larger effect of the dissimilarities in the en-
trained air and its influence on the transport of spectral energy across the breaking
zone between large- and small-scale model was expected.

The agreement of the water surface elevation time-series and spectral distribu-
tion between small-scale and large-scale model was considered good at the offshore
location (Figure 4.3, upper row). Comparable to test testID 492 the agreement
decreases at the dike toe location (Figure 4.3, lower row). Additionally it was noted
that the number of small waves was higher for the large-scale model tests and the
dike toe location in both tests.

Whereas a difference of ∼1-3% in spectral wave parameters at the offshore
location seems negligible, the difference of ∼10% for the dike toe location becomes
more significant for both tests and should be considered when interpreting the
results of the impact force measurements. The deviation of 10% in the dike toe
spectral wave parameters was not unusual and shows that even in the controlled



84 4. Analysis of scale effects in laboratory impact force measurement

Table 4.2: Hydraulic boundary conditions test testID 492. The values were up-scaled
and compared in prototype

testID 492 Small-scale (SS) Large-scale (LS) Ratio (SS/LS)

Model scale 1-to-25 1-to-4.3 1-to-5.81

Hm0,o [m] 4.64 4.59 1.011

Tm−1,0,o [s] 11.67 12.03 0.970

Hm0,t [m] 2.79 2.51 1.112

Tm−1,0,t [s] 37.03 33.42 1.108

Duration [s] ∼ 13000 ∼ 13000 -

ho [m] 17.25 17.16 1.005

ht [m] 1.3 1.21 1.074

Ac [m] 1 1.08 0.926

model environment and most accurate reproduction of the prototype, it was difficult
to create similar conditions and differences in the wave kinematics were to be
expected (Andersen et al., 2011). Furthermore, the larger number of waves at the
dike toe location in the large-scale model will increase the number of impacts at
the wall as well. It was assumed that the higher number of impacts will also lead
to a higher maximum impact force simply because of the higher probability of an
extreme impact

4.3 Results and discussion

Just as for the geometrical model set-up and hydraulic boundary conditions, care
was taken to make the data processing of the large-scale and small-scale impact
force measurements as similar as possible. In this way additional model effects due
to different data processing routines were minimized, and the investigation of scale
effects enabled. The post-processing routines described in Section 3.4.5 were used
to analyse and filter the data. The filter settings for the signals of the two scale
model results were scaled representatives of each other and a high-pass threshold
based on the mean wave power used (see Equation 3.3).

The time-series of measured impact force at the wall was recorded at 1000 Hz
in both scale models. It was further attempted to down-sample the measurement
frequency of the large-scale model, using Froude similarity and the scale ratio 1-to-
5.81, to artificially create a similar measurement frequency used in the small-scale
model. In this way the 1000 Hz signal of the large-scale model was interpolated and
a 415 Hz signal obtained. No significant reduction of the force peaks was observed,
and it was decided to use the original 1000 Hz measurement signals.
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Table 4.3: Hydraulic boundary conditions test testID 500. The values were up-scaled
and compared in prototype

testID 500 Small-scale Large-scale Ratio (SS/LS)

Model scale 1-to-25 1-to-4.3 1-to-5.81

Hm0,o [m] 3.76 3.81 0.987

Tm−1,0,o [s] 10.89 11.11 0.980

Hm0,t [m] 1.74 1.87 0.930

Tm−1,0,t [s] 32.54 29.70 1.096

Duration [s] ∼ 12000 ∼ 12000 -

ho [m] 16.25 16.30 0.997

ht [m] 0.30 0.34 0.882

Ac [m] 2 1.94 1.031

4.3.1 Repeatability of laboratory impact force measurements

It is commonly accepted that wave-induced impact measurements are highly stochas-
tic and non-repeatable (Chen, 2016; Altomare et al., 2015). The non-repeatability
was mainly attributed to 3D effects of the turbulent bore front, air entrapment
during wave impact, and air entrainment in the turbulent bore front. Hence, it
was attempted to quantify the non-repeatability of bore-induced impacts in order
to establish a baseline uncertainty against which the model and scale related dif-
ferences in measured impact force can be compared. For this purpose the irregular
wave time-series of test testID 500 (see Table 4.4) was repeatedly (14 times) tested
in the small-scale model. The results for the bore-induced impact force were up-
scaled to prototype scale and the time-series as well as the statistical parameters
studied (see Figure 4.4).

The same time-series of waves was used in each repetition test, resulting in an
average difference of the spectral wave height Hm0, t [m] and Tm−1,0,t [s] at the
dike toe of less than 0.5%. Even though the same time-series of waves showed good
repeatability, the impact forces varied greatly. The maximum impact force per test
was measured at different times in between repetition tests and varied significantly
in magnitude (see Figure 4.4, upper figure). A zoom into the impact event which
caused the maximum impact force in most of the times (t=∼2000 s) was provided
and showed the general shape of this impact event for the 14 repetition tests (see
Figure 4.4, lower left figure).

Furthermore, the arithmetic mean value µ (see Equation 4.1), the standard
deviation σ (see Equation 4.2) and coefficient of variation Cv (see Equation 4.3)
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Figure 4.3: Beginning of water surface elevation time-series (left) and wave spectrum
calculated for the entire time-series (right) for test testID 500. The measruements in the
upper row were obtained at the location close to the paddle and in the lower row at the
dike toe location. Small-scale (blue) and large-scale (red) measurements were compared
in prototype.

were computed for the 14 repetition tests, to quantify the uncertainty,

µ =
1

n
·
n∑
i=1

xi, (4.1)

σ =

√√√√ 1

n
·
n∑
i=1

(xi − µ)2, (4.2)

Cv =
σ

µ
. (4.3)

These statistical parameters were derived for the force indicators: maximum
impact force Fmax, average 1-in-250 impact force F1/250, average of the highest
10, 20, 30 impact forces F10, F20, F30, respectively and average of all impact
forces Favg (see Table 4.4).

The coefficient of variation (or relative standard deviation) Cv was around 10%
for the maximum impact force Fmax (and the same for F1/250, since there were only
46 total impact events). The coefficient of variation was in the order of ∼5.5% for
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Figure 4.4: Force time-series of 14 repetition tests using the same seed wave time series
(upper figure). The maximum force peak per repetition test was indicated with a red
marker. A zoom on the impact event around t=2000 s, were most of the maximum force
peaks occurred, was provided (lower left figure). Together with a boxplot of deviations
from the mean impact force from all 14 repetition tests (lower right figure).

the other force indicators F10, F20, F30, Favg). Additionally, the average deviation
from the mean was computed (see Equation 4.4),

D̄ =
14∑
i=1

µ− Fi
µ

. (4.4)

The values were in the range of the coefficient of variation Cv with ∼8% for
Fmax and F1/250 and ∼4.5% for the other force indicators (see Table 4.4). The
deviation of the mean for each of the 14 repetition tests was calculated and a
boxplot generated (see Figure 4.4, lower right figure). The boxplot provides the
additional information that even though the average deviation from the mean is
around 8%, there are single repetition tests with a deviation from the mean in the
order of 20% for Fmax and F1/250, as can be seen from the upper outliers in the
boxplot. It was therefore concluded that the relative uncertainty related to the
non-repeatability of the maximum bore-induced impact force for an irregular wave
train was 10% and could go up to 20% in extreme cases. This is in the range of
coefficient of variations Cv for quasi-static and dynamic impact forces measured
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Table 4.4: Statistical parameters showing the differences in measured impact force due to
the stochastic impact behaviour. A test with hydraulic boundary conditions comparable
to a storm with a 1000 year annual return interval was repeated 14 times in the ’UGent3’
model tests.

µ [kN/m] σ [kN/m] Cv [%] D̄ [%]

Fmax [kN/m] 14.10 1.44 10.21 8.41

F1/250 [kN/m] 14.10 1.44 10.21 8.41

F10 [kN/m] 8.57 0.48 5.60 4.10

F20 [kN/m] 6.20 0.32 5.16 4.36

F30 [kN/m] 4.97 0.26 5.23 4.27

Favg [kN/m] 2.48 0.13 5.24 4.58

with load cells, for a regular wave train and estimated as 10% and 14%, respectively
by Chen (2016).

4.3.2 Scale effects in laboratory impact force measurements

To study the small-scale and large-scale impact force measurement for test testID
492 (Table 4.2) the time-series of bore-induced impact force were up-scaled and
compared in prototype scale. Froude similarity and a length scale factors of 1-to-
4.3 (large-scale) and 1-to-25 (small-scale) were used. First, the time-series were
synchronized by shifting one time series relative to the other to obtain the visual
best-fit overlay. This allowed qualitative study of the number of occurrences and
magnitude of impact events (Figure 4.5, upper figure).

It was noted that there were less impact events recorded in small-scale (424
impact events) than in large-scale (549 impact events). Also, in terms of magnitude
it was observed that the same event in time differed significantly in between both
scale models. Furthermore, the maximum impact was not recorded at the same
time in the two scale models. The distribution of the impact events showed that
the small-scale model results were higher in magnitude compared to the large-scale
model results (Figure 4.5, lower left figure). On the x-axis the total impact force
for each impact event was plotted in force per meter width, and the y-axis shows
the corresponding exceedance probability. As described earlier, the mean wave
power after Goda (2010) was used to define the high-pass threshold. The same
force indicators as in the non-repeatability study were used: maximum impact force
Fmax, average 1-in-250 impact force F1/250, average of the highest 10, 20, 30, 50
impact forces F10, F20, F30, F50 respectively and average of all impact forces Favg
(Figure 4.5, lower right figure). In all cases, the small-scale model force indicator
was higher than the according large-scale model force indicator (Table 4.5).

The relative difference between small-scale and large-scale model force indicator
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Figure 4.5: Beginning of time-series of impact forces for test testID 492 (upper figure),
in red the large-scale and in blue the small-scale impact events. Impact force event
distribution (lower left figure) and comparison of force indicators (lower right figure).

was calculated. The maximum impact force Fmax was ∼4% higher in the small-
scale model, the average impact force F1/250 was ∼9% higher in the small-scale
model (Table 4.5). The other force indicators were ∼8%-34% higher in the small-
scale model.

The same analysis was repeated for test testID 500 (Table ??). For the time-
series of impact force (Figure 4.6, upper figure) it was noted that relative difference
in the number of impact events between small-scale (46 impact events) and large-
scale (103 impact events) was higher compared to test testID 492. The distribution
of the impact events showed that the small-scale model results were only higher in
between PF=5·10−2–3·10−1 exceedance probability and that the large-scale model
results showed the highest impact force. The maximum impact forces were lower
compared to test testID 492 due to the less severe wave conditions. A study of the
force indicators showed that all of them, contrary to the findings for test testID 492,
were higher in the large-scale model (Figure 4.6, lower right figure). The relative
difference for Fmax and F1/250 was 19%, with higher in the large-scale model
(Table 4.6). Note that the result for Fmax and F1/250 were the same because only
46 or 103 impact events were recorded. Furthermore, the large-scale results were
3%-30% higher for the other force indicators. The F50 and F100 force indicators
could not be compared due to the insufficient number of impact events.
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Table 4.5: Force indicators from large-scale and small-scale measurements compared in
prototype for test testID 492

testID 492 Small-scale (SS) Large-scale (LS) Ratio (SS/LS)

Nr. of impacts [-] 424 549 0.772

Fmax [kN/m] 86.97 83.87 1.037

F1/250 [kN/m] 84.96 77.88 1.091

F10 [kN/m] 70.97 65.70 1.080

F20 [kN/m] 62.98 55.55 1.134

F30 [kN/m] 57.30 49.56 1.156

F50 [kN/m] 49.69 42.22 1.177

F100 [kN/m] 39.08 32.01 1.221

Favg [kN/m] 15.78 11.79 1.338

Whereas the results for test testID 492 were in line with the widely accepted
narrative of an overestimation of wave impacts in small-scale models, the results
for test testID 500 were contradictory. On the one hand it was assumed that
this was the result of the larger spectral wave height Hm0,t at the dike toe (10%
higher in large-scale) due to the formation of the erosion hole (0.15 m in model
scale and 0.65 m in prototype (Saponieri et al., 2018)); and consequently larger
water depth at the dike toe. Higher energy waves transform up to the dike toe
leading to more overtopping, and finally more and potentially higher impact events
at the wall. Furthermore, the water depths at the dike toe in test testID 500
were ht <0.02 m in the small-scale, which means that effects of surface tension
are not negligible any longer in the wave transformation (Schüttrumpf, 2001). On
the other hand the overtopping flow thicknesses and velocities on the promenade
were rather small for test testID 500. Consequently, effects due to viscosity and
surface tension, neglected in the Froude up-scaling, might influence the results.
It was previously stated that for flow depths ηcrit <0.0035 m (Kolkman, 1984),
Reynolds number Recrit <1,000 and Weber number Wecrit<10 (Schüttrumpf,
2001) the flow becomes hydraulic smooth and the resistance due to viscosity and
surface tension will further decrease or stop the flow. This would finally lead to
lower values in the small-scale model compared to the large-scale model and was
expected to be another source for scale effects of bore-induced impacts. This
driving process for scale effects and under-prediction in the small-scale model was
previously also observed for small overtopping discharges (Andersen et al., 2011;
Burcharth and Andersen, 2009; De Rouck et al., 2005). Measurements of the flow
thickness η [m] and velocity v [m/s] on the promenade were obtained for the 30
highest impacts of test testID 500 in the large-scale model (Streicher et al., 2018).
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Figure 4.6: Beginning of time-series of impact forces for test testID 500 (upper figure),
in red the large-scale and in blue the small-scale impact events. Impact force event
distribution (lower left figure) and comparison of force indicators (lower right figure).

No flow thickness and velocity could be obtained from the small-scale model. As
a first estimate for the flow thickness η [m] and velocity v [m/s] in the small-
scale model the large-scale results were down-scaled using Froude similarity and a
length scale and the scale ratio 1-to-5.81. While the Reynolds numbers Re in the
so obtained small-scale results were in the range Re=4221-27724 and above the
critical Recrit=1,000, the Weber numbers were in the range of We=22-310 and
closer to the critical Wecrit=10. However, this comparison is very tentative and
the analysis of measured flow thickness η [m] and velocity v [m/s] in the small-
scale model need to be further investigated. Due to the combination of model
effects (erosion hole at dike toe in large-scale) leading to higher wave energy at the
dike toe and unresolved scale effects due to the size of the flow thicknesses and
velocities in the small-scale model test testID 500, no further study of scale related
effects for the bore-induced impact force was conducted based on test testID 500.

For test testID 492 the small-scale model showed a small systematic shift to-
wards higher force impacts compared to the large-scale model. Also the force
indicators Fmax, F1/250, etc. were systematically higher (3%-34%). The overesti-
mation of forces in the small-scale model was not remarkably high, especially for
Fmax and F1/250. The Reynolds and Weber number of the overtopping flow related
to the 30 highest events were well above the critical Reynolds and Weber number.
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Table 4.6: Force indicators from large-scale and small-scale measurements compared in
prototype for test testID 500

testID 500 Small-scale (SS) Large-scale (LS) Ratio (SS/LS)

Nr. of impacts [-] 46 103 0.447

Fmax [kN/m] 16.66 20.57 0.810

F1/250 [kN/m] 16.66 20.57 0.810

F10 [kN/m] 9.61 12.15 0.791

F20 [kN/m] 6.99 9.30 0.752

F30 [kN/m] 5.53 7.83 0.706

F50 [kN/m] - - -

F100 [kN/m] - - -

Favg [kN/m] 4.19 4.31 0.972

Hence, scale effects related to viscosity and surface tension of the overtopping flow
were considered negligible. Typically, the overestimation of impact force in smaller
scale models was explained by the lower amount of entrained air and the resulting
lower cushioning effect during the impact process. In the case of overtopping bore-
induced impacts, the bores reaching and impacting the dike-mounted wall were
all broken and no violent plunging breaking, in contrast to plunging wave break-
ing on seawalls constructed in the breaking zone (Bredmose et al., 2015, 2009;
Bullock et al., 2007). Hence, the cushioning effect was less effective because the
bore-induced impacts were less violent and of rather quasi-static nature (Streicher
et al., 2019b). Therefore, the error induced due to Froude scaling was expected
to be rather small (Kortenhaus and Oumeraci, 1999). Nevertheless, no such air
entrainment was measured during the experiments and it remains an assumption
that the small systematic shift to higher forces in the small-scale model was a result
of the lower amount of entrained air.

The difference in bore-induced impact force between the scale models could also
be explained by the difference in spectral wave parameters at the dike toe, which
were 10% higher in the small-scale model. The long waves were less efficiently
absorbed in the small-scale model and resulted in this increase in spectral wave
parameters at the dike toe. The underlying assumption here would be that 10%
higher spectral wave parameters will result in a systematical shift of 3%-34% higher
impact forces.

In any case the observed higher bore-induced impact forces in the small-scale
model, especially for Fmax, F1/250, F10, F20, F30 were in the range of 3%, 9%,
8%, 13%, 16% respectively. Compared to the results from the non-repeatability
study, which showed an average deviation of 10% and in extreme cases of 20% for
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the maximum bore-induced impact force Fmax, the scale-effect related deviation,
possibly due to air entrainment, was considered subordinated. Adding also the
average reduction of 10%-20% (Chen et al., 2016) due to filtering of the impact
forces, the scale related error disappears within the uncertainties caused by the
non-repeatability and model effects.

4.4 Conclusions

In this study the non-repeatability, model- and scale effect for laboratory bore-
induced impact force measurements on a dike mounted wall were investigated.
The main conclusions of this study were:

• If a minimum water depth at the dike toe, as well as thickness and veloc-
ity of the overtopping flow was maintained (η¿0.0035 m, Re¿1000, We¿10
after Schüttrumpf (2001); Kolkman (1984)), the scale-related errors in the
impact force measurements disappeared within the uncertainties related to
non-repeatability and model effects.

• This new finding was at first contradictory to the common assumption that
force measurements in the small-scale model are significantly higher than
prototype measurements. The contradiction was mainly explained by the
characteristics of the turbulent, aerated and broken wave impacts in both
scale models, resulting in compressible and less violent impacts. Note this
impact behaviour was very different compared to violent breaking wave im-
pacts on seawalls constructed in the breaking zone. Also, the relative scale
ratio between the two models was rather low with 1-to-5.81.

• However, a small systematic scale-related shift to higher impact forces was
still observed in the order of 4%, 9%, 8%, 13%, 16% for Fmax, F1/250, F10,
F20, F30 respectively, in the small-scale model. Furthermore, the number of
impacts was lower in the small-scale model (424) compared to the large-scale
model (549).

• Uncertainties related to the stochastic non-repeatability of bore-induced im-
pact forces were quantified using the coefficient of variation Cv and were in
the order of 10% (in extreme cases up to 20%) for Fmax, F1/250.

• Differences related to model effects were mostly observed in the wave gener-
ation and absorption in the small-scale model and changing sand bathymetry
in the large-scale model. On average this resulted in a 10% difference in
spectral wave parameters at the dike toe location between the two scale
models.

For future studies on scale effects related to overtopping bore-induced loads on
dike mounted walls, it was recommended to further advance the wave generation
and wave absorption in the small-scale model to better represent the long wave
characteristics. Additionally, measurements of air entrainment in both scales, at
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a location close to the wall where the impact force occurs, would be beneficial
to judge the difference in flow aeration between different scale models. The use
of pressure sensors in both scale models is recommended to further study the
scale influence on peak impact pressures. The use of pressure sensors in both
scale models is recommended to further study the scale influence on peak impact
pressures. Furthermore, extra intermediate scale models or fully prototype-scale
measurements could be used to judge whether the bore-induced impact forces scale
linearly and to increase the relative scale difference. Finally, the salinity of the sea
water, resulting in different water density compared to the fresh water used in the
model tests, will alter the way air is entrained and therefore influence the loading
of the wall. Future research to investigate the effects of using sea water instead of
fresh water for wave impact load measurements is therefore recommended.



Chapter 5

Analysis of bore interaction
and bore-induced impact
process

Short duration bores in the coastal zone are generated by wave breaking in shallow
water and mild foreshore conditions. In storm weather situations and for sea level
rise scenarios these bores approach the dike and interact with previously overtopped
or reflected bores. This results in a complex and turbulent interaction process of
the water masses before impact on any structure on top of the dike. The specific
objectives for this Chapter were outlined in Section 5.1. Combined laser scanner
and video measurements were used to study the bore interaction processes (see
Section 5.2.1). Five bore interaction patterns were distinguished as 1) regular bore
pattern; 2) collision bore pattern; 3) plunging breaking bore pattern; 4) sequential
overtopping bore pattern and 5) catch-up bore pattern. Video images of the bore
running up the wall and motion tracking of the leading edge were used to obtain a
time series of the run-up water at the wall (see Section 5.2.2). The impact loads
of the bore hitting the wall on the promenade were studied based on the signal
of a vertical array of 13 pressure sensors installed over the wall height. Three
impact types were distinguished (see Section 5.2.3) and classified as 1) impulsive
impact type in Section 5.3.1; 2) dynamic impact type in Section 5.3.2 and 3) quasi-
static impact type in Section 5.3.3. The majority of ∼2/3 of the total number of
impacts were comprised of the quasi-static impact type (see Section 5.3.4). Links
between the bore patterns and impact types were discussed (see Section 5.3.5)
and its implication on force prediction under consideration of possible scale effects
highlighted (see Section 5.3.6). As summary of the research findings in Section 5.4
concludes this Chapter.

95
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5.1 Specific objectives

It is the aim of this Chapter to extend the knowledge about overtopped bores
impacting a dike-mounted vertical wall in shallow water and mildly sloping foreshore
conditions. An identification of bore interaction patterns will be obtained based
on the observed physical processes from laser scanner and video image data. This
study also aims to further elaborate on the physical processes underlying short-
duration bore-induced loads on a dike-mounted wall, based on pressure distribution
and total horizontal impact force. A final goal is to develop a thorough methodology
to classify the different impact types. More detailed objectives are:

1. To increase the knowledge and understanding of short-duration overtopping
bore-induced loads on dike-mounted vertical walls required for a reliable and
safe design of these structures with respect to sea level rise and increased
storminess in the future.

2. To study overtopping bore interactions of multiple bores in the vicinity of a
dike, promenade and dike-mounted vertical wall in shallow water and mildly
sloping foreshore conditions. The complexity of these processes and difficulty
of measurement due to alternating dry and wet conditions on the promenade
requires innovative measurement techniques.

3. To investigate bore impact processes on dike-mounted vertical walls in order
to classify bore impact types.

4. To discuss links between bore patterns and bore impact types and to elaborate
on the implications on any prediction tools and scale effects.

5.2 Data analysis and methods

This section comprises the methods to analyse the acquired data and an outline
and discussion of results for bore interaction patterns, bore run-up at the wall and
bore impact proccesses and a classification of bore impact types. For this purpose
testID 492 and 500 were depicted from the ’DeltaFlume’ data-set (see Section
3.2). Both tests were comprised of 1,000 irregular waves each. The range of wave
parameters was similar to a design storm with 1,000 (testID 500) and 17,000 (testID
492) annual recurrence interval for the Belgian coast (Veale et al., 2012; Verwaest
et al., 2009). The spectral wave parameters at the dike toe were determined with
validated SWASH model calculations (see Section 3.4.2). The offshore spectral
wave parameters were obtained from reflection analysis. As expected, the wave
height decreased by a factor of 3.5-4.0 (see Table 5.1) due to wave breaking and
loss in energy on the mild foreshore; and the spectral wave period increased by a
factor of 2.1-2.2 due to the release of the bound long waves in the breaking process
on the mild foreshore (Hofland et al., 2017).

For both selected tests the 30 highest impacts after post-processing of the
integrated pressure signals (see Section 3.4.5), were selected for the analysis (see
Figure 5.1). This resulted in 60 analysed individual impacts. With a total number
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Table 5.1: Hydraulic conditions for testID 492 and testID 500 (all values in model scale).

testID Waves ho ht Ac Hm−1,0,oHm−1,0,t Tm−1,0,o Tm−1,0,t Sm−1,0,t ξm−1,0,o
ht

Hm0,t

[-] [-] [m] [m] [m] [m] [m] [s] [s] [-] [-] [-]

492 ∼1000 3.99 0.28 0.27 1.05 0.3 5.80 12.30 0.0014 0.2 0.27

500 ∼1000 3.79 0.08 0.47 0.87 0.22 5.41 12.05 0.0012 0.2 0.09

of 760 (testID 492) and 251 (testID 500) detected impacts, the analysed impacts
represent a relative sample size of 4% and 12% of the total number of impacts,
respectively for testID 492 and 500. The 30 highest force impacts were numbered
in descending order based on the maximum peak of the measured force signals (see
ANNEX C).

Figure 5.1: The time series of total impact force [kN/m] for testID 492 (upper graph)
and testID 500 (lower graph) and the 30 largest impacts for each tests highlighted with
a blue circle.

The maximum total horizontal impact force for testID 492 was found to be
4.77 kN/m in model scale (88.2 kN/m in prototype using Froude similarity and a
scale factor 1-to-4.3). The maximum total impact force for testID 500 was found
to be 1.01 kN/m in model scale (18.7 kN/m in prototype using Froude similarity
and a scale factor 1-to-4.3).

On one hand this was a relatively small sample (60 impact events) to be rep-
resentative for all measured impacts, on the other hand this allowed us to focus
more on individual analysis of the highest impacts. The author preferred to fo-
cus the analysis to the extreme events with the purpose of formulating practical
and reliable design guidance. Inherent to this selection procedure was that the
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obtained 60 impacts were of rather random nature in terms of bore impact process
and bore formation process prior to impact. The large variation of incoming bore
parameters, for example bore interaction patterns, required an individual analysis
and process description for each individual impact event. The measurement files
were cut to 3-s-long clips for all 60 impacts to facilitate the analysis. In all cases,
the range extending from 1.5 s before to 1.5 s after the maximum impact force was
considered for further analysis.

5.2.1 Bore interaction patterns

During wave breaking on the foreshore, run-up on the dike, overtopping over the
dike crest and travelling across the promenade, until impact against the wall, waves
experience several transformation processes. This results in broken waves, which
propagate as “short-duration bores” (in contrast to the long- duration bores in-
duced by tidal and tsunami bores) with different patterns and characteristics affect-
ing the final impact loading of the wall. Due to the irregular nature of random sea
waves, the short-duration bores overtake each other, collide with reflected bores,
and exhibit a number of further interaction patterns over the entire length of the
bore transformation area. To study the bore interaction processes in a nonintru-
sive way and in alternating wet and dry conditions on the promenade, the high
resolution profile measurements of the water surface with the SICK LMS511 laser
profiler were used (see Section 3.3.5).

To distinguish the different bore formation patterns, the high spatial and tempo-
ral laser scanner measurement related to each impact event were analysed together
with the video side- and overview images. Processing of the signals was performed
and described in Marinov (2017). This resulted in five observed bore patterns: (1)
regular bore pattern, (2) collision bore pattern, (3) plunging breaking bore pattern,
(4) sequential overtopping bore pattern, and (5) catch-up bore pattern.

The regular bore pattern (1) consists of a single turbulent bore travelling over
the foreshore and approaching the dike. This bore overtopped the dike, travelled
along the promenade and impacted on the wall without interaction with previous
bores (see Figure 5.2, A). These types of bore patterns mostly occurred in testID
500 with the less energetic wave conditions.

The collision bore pattern (2) refers to the situation of an incoming bore which
collided with a previously reflected bore (see Figure 5.2, B). The reflection of
the previous bore took place at the dike or at the wall. The next incoming bore
collided with the reflected bore and broke again. This resulted in a loss of bore
front uniformity, as well as air and turbulence induced due to the breaking process.
The subsequent overtopping and impact at the wall was expected to be lower than
for the regular bore pattern. If the collision occurred on the promenade, usually the
incoming bore jumped over the reflected bore. If the collision took place in vicinity
of the wall, this resulted in plunging breaking bore pattern (3). Breaking against
the wall and inclusion of an air pocket between breaking bore and wall are the
characteristics of this bore type. Entrapped air due to plunging breaking against
a wall was also observed by Oumeraci et al. (1993) for breaking wave impacts in
deep water conditions, and this introduces a problematic issue related to scaling of
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impact forces.

Figure 5.2: Regular bore pattern (A) observed before impact nr.1 from testID 500 and
collision bore pattern (B) observed before impact nr.1 in testID 492 (see ANNEX C).
Processing of the laser scanner signals was performed and described in Marinov (2017).

The sequential overtopping bore pattern (4) was an overtopping bore which
slides on a residual water layer on top of the promenade, remaining from previous
overtopping events (see Figure 5.3, A). There was no collision with reflected bores
observed, but instead delayed breaking of the incoming bore on the residual water
layer on the promenade and a highly turbulent bore front which slid on top of the
residual water layer was observed until the bore impacted the wall. The friction
between incoming bore and promenade was reduced due to the residual water layer
and the impact at the wall was expected to be of higher magnitude.

The catch-up bore pattern (5) was observed for two successive bore crests
with different velocities travelling over the foreshore and approaching the wall (see
Figure 5.3, B). While travelling on the foreshore and overtopping the dike, the
second bore crest travelled faster and overtook the slower first bore crest. If the
first bore broke against the dike, it further facilitated the catch-up of the second
bore. Also, this resulted in an enhanced overtopping mechanism because the first
bore would cushion the breaking against the dike of the incoming second bore
and less energy was lost during the overtopping process of the second bore. The
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relatively higher velocity of the second bore accelerated the water mass in the first
bore along the promenade and higher energy impacts occurred.

Figure 5.3: Sequential overtopping bore pattern (A) observed before impact nr.13 of
testID 492 and catch-up bore pattern (B) observed for impact nr.2 of testID 492 (see
ANNEX C). Processing of the laser scanner signals was performed and described in Mari-
nov (2017).

As can be seen from the catch-up pattern, all bore patterns are often influ-
enced by another mechanism, termed efficient overtopping mechanism. Efficient
overtopping mechanism was observed when there was a sufficiently high water
level in front of the dike due to previous waves and wave set-up. During efficient
overtopping mechanism the incoming wave would not break against the dike but
instead approaches at the same height as the dike crest and overtops the dike very
smoothly. With efficient overtopping mechanism there was no energy lost due to
breaking of the incoming bore against the dike; therefore, it was expected that
the efficient overtopping mechanism also increases the impact force on the wall.
This is in contrast to an emerged dike against which the incoming bore breaks
and loses part of its energy due to the breaking process. A series of bore patterns
were sometimes visible prior to one impact event. For this study, it was decided
to identify only one bore pattern which was visually more distinct. Also, complex
2D effects (non-uniform flow in cross flume direction), foamy bore fronts and air
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entrainment during breaking, were observed and are expected to change the impact
characteristics of the bore against the wall.

5.2.2 Bore run-up at wall

In addition to the measured pressures and total impact forces (see Section 3.3.4), a
hydrostatic pressure estimate was derived based on the instantaneous run-up of the
bore at the wall. The instantaneous hydrostatic pressure estimate Phyd(t,y) [kPa]
was calculated for each pressure sensor location y [m] based on the instantaneous
run-up Rh(t) [m] using Equation 5.1,

Phyd(t, y) = ρ · g · [Rh(t)− y]. (5.1)

The instantaneous run-up Rh(t) of the impacting bore at the wall was deter-
mined using two GoPro Hero5 video images from a side mounted and top mounted
camera (see Section 3.3.5) and motion tracking of the leading edge of the run-up
water body. The images from the overview camera (see Figure 5.4, left) were used
to track the leading edge of the run-up bore at the wall and the images from the
side view camera (see Figure 5.4, middle) to judge whether the run-up water was
in visible contact with the wall and where it separated because of reflection from
the wall. Therefore, only the area which was in visible contact with the wall was
used to determine the instantaneous run-up height. A length scale was introduced
to the images by measuring the length of defined objects in the images, such as
the 1.6m wall height, and converting the obtained pixels into meters.

Figure 5.4: Motion tracking method of the bore leading edge in consecutive video images.
The video images where recorded by a top mounted (left) and side mounted (middle) Go-
Pro camera with 59.94 frames per second and 0.002 m spatial resolution. The situation at
Ti=0.8 s is shown in the two camera images and the resulting time series of instantaneous
bore run-up at the wall after the motion tracking was performed for impact nr.7 of testID
492 (see ANNEX C) is displayed (right).

The red circles (see Figure 5.4, right) correspond to the same time stamps
shown in the overview (see Figure 5.4, left) and sideview (see Figure 5.4, middle)
image. The run-up was obtained on a line parallel to the pressure sensor array on
the silver metal plate (see Figure 5.4, middle). According to the coordinate system
in the Delta Flume (see Section 3.2.1), this corresponded to y=2.15 m from the
right flume wall (when standing with the back to the paddle). It was important
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to determine pressure and run-up measurement at the same location to take into
account that the bore front was not always uniform along the flume width (for
example cross waves, 2D effects along the flume width). Then the leading edge
of the bore during the entire image sequence of impact and run-up was manually
tracked in the video images and in this way the run-up at the wall was obtained.
The measured maximum run-up heights ranged between Rh,max=0.20–1.59 m in
model scale (see ANNEX C).

The method of tracking the run-up leading edge in combined overview and side-
view video images was preferred over obtaining the run-up, for example by using
the highest pressure sensor that was showing an impact pressure in the wall, due to
higher spatial resolution. Theoretically the accuracy of this method is determined
by the spatial (2 mm resolution) and temporal (59.94 frames per second) resolu-
tion of the camera images. Nevertheless, the foamy and non-uniform bore front
made it difficult to always identify the leading edge of the run-up bore. Hence,
errors due to flow separation from the wall and fuzzy run-up front, are expected.
A standard deviation for the maximum run-up σRh,max=0.33 m was obtained by
repeated tracking of the same event. This was equivalent to a relative error of 3%
in terms of maximum run-up height Rh,max. The camera viewed the wall in an
angle (as it was not mounted on the same height as the wall), which resulted in an
error due to the projection of the image onto the wall surface. The maximum error
in vertical direction due to the projection was in the same order as the standard
deviation of the maximum run-up. Hence, a minimum error of twice the standard
deviation can be expected.

5.2.3 Bore impact type classification

Based on the measured total impact force and pressure distribution over the wall
height, the characteristics of the impact signal were discussed. The combined
evidence of visual process observations, total impact force and pressure distribution,
were used to classify impact types. Typically, the total horizontal impact force
signal showed a double peak shape for each impact event. While the first peak
(F1) was related to the dynamic impact of the bore against the wall, the second
peak (F2) was related to the down-rush of the bore after maximum run-up. For
the investigated impacts in the present study, the ratio of F1/F2 was in the range
of 0.48–2.38. Using the classification from Kortenhaus and Oumeraci (1998) for
church roof impact profiles none of the studied impacts were considered dynamic.
Hence, the term Twin Peaks would be more accurate in this situation, accounting
for the fact that the magnitude difference of first (F1) and second (F2) peak
was smaller. For the present study the ratio F1/F2=1.2 was used to distinguish
dynamic (F1 >1.2·F2) and quasi-static impact types (F1 <1.2·F2).

The factor 1.2 was selected based on a comparison of the 30 highest impacts
from testID 492 with the 30 highest impacts from a repetition test (testID 502)
using the same time-series of waves and geometrical set-up. The average differ-
ence between the 30 highest impacts was 0.39 kN/m. This was equal to an average
difference in horizontal impact force of 16%. In order to establish a robust dis-
tinction between first (F1) and second (F2) impact, the 1.2 threshold, accounting
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Figure 5.5: Bore-induced impact type classification methodology.

for 20% variability in maximum impact force, was chosen as a safe choice well
above the measured 16%. In several cases, the rise time tr,F1

of the dynamic first
(F1) impact was very short (tr,F1=3 · 10−3–1.2 · 10−2 s), comparable to impulsive
impact phase duration 10−3 − 10−2 s observed by Kihara et al. (2015). The rise
time in this study was defined as the time between the start of the impact until the
maximum recorded force. Hence, a second criterion was introduced based on the
rise time tr,F1

of the first peak (F1) to account for the possibility of very short du-
ration impulsive impact types. If the rise time of the first impact (F1) was shorter
than tr,F1= 10−2 s the impact was considered impulsive impact type. Furthermore,
the impulsive impact types showed a very localized maximum pressure in the lower
part of the wall. The classification of impact types does not consider the resonance
period of the wall, since this is a very structure dependent parameter. In this study
only the loading conditions were investigated but not the structural response and
the criteria to determine the impact types were summarized in the methodology
chart (see Figure 5.5).

5.3 Results and discussion

5.3.1 Impulsive impact type

For 9 of the studied 60 impacts a high magnitude and short duration (tr=3·10−3-
1.2·10−2 s peak in the beginning of the impact signal occurred (see Figure 5.6,
middle), resulting from the initial impact of the bore tip with the wall. It can be
seen from the sideview image (see Figure 5.6, left), that the upward deflection of
the main water body had not begun at this moment. From the pressure distribution
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(see Figure 5.6, right) it is evident that the peak pressure was almost solely recorded
at the second lowest pressure sensor, indicating a highly localized phenomenon in
the lower part of the wall.

Figure 5.6: Impact nr.20 of testID 492 (see ANNEX C) at the moment of impulsive
impact (t=1.53 s). A sideview image of the situation (left), the non-dimensional impact
force (middle) and non-dimensional impact pressures (right) are displayed.

A possible generation mechanism was either a very steep bore front which
impacted at the wall or when an incoming bore collided with a previously reflected
bore (tip) in vicinity of the wall under inclusion of an entrapped air pocket (for
example Impact nr.2 of testID 500). The latter resulted in plunging type bore
breaking against the wall and led to significantly higher impulsive impacts and
an oscillating force signal due to the oscillating entrapped air bubble (Bullock
et al., 2007). Hence, they were referred to as impulsive impact types and occurred
over the entire spectrum of investigated impacts with the second largest impact
(F=4.25 kN/m) classified as impulsive impact type (see ANNEX C).

5.3.2 Dynamic impact type

After the initial impulsive impact type or in the absence of an impulsive impact
type, the continuous instream of water against the wall led to upward deflection of
the water at the wall and an increase in measured total force and pressures over
the wall height (see Figure 5.7). Usually this resulted in the first peak (F1) in the
measured double peak total horizontal force signal. The measured pressures over
the wall height were of larger magnitude than the hydrostatic pressure based on the
run-up at the wall. The pressure distribution was not linear but rather uniform from
the bottom up to about the 0.16 m wall height. Above 0.16 m wall height the drop
of pressures was more rapid with increasing height (see Figure 5.7). It was assumed
that the formation of two rollers in the impacting flow result in this particular pres-
sure distribution (Kihara et al., 2015). An outward directed roller above 0.16 m
in counterclockwise direction (in reference to the sideview frame shown in Figure
5.7), resulted in the rapid pressure drop. Conversely, the flow formed a clockwise
roller below 0.16 m wall height, resulting in downward acceleration in the lower
part of the wall and the expected hydrostatic decrease was compensated by this
downward accelerated water body. This led to the assumption that the dynamic
effects based on incoming bore velocities and their change in direction were domi-
nant over the hydrostatic effects at this moment. Hence, the first impact (F1), in
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the absence of an impulsive impact type, was termed dynamic impact type. At first
it seems difficult to distinguish impulsive and dynamic impact types and there were
usually components of both impact types present. However, while the rise time of
the impulsive impact types was of very short duration (tr=·10−3–1.2 · 10−2 s) and
highly localized in terms of pressure distribution on the wall (see Figure 5.6), the
dynamic impact types showed longer rise times tr of the maximum total impact
force (0.1–0.6 s). Also, the high impact pressures were distributed over a larger
area at the wall. Dynamic impact types were found over the entire magnitude
spectrum of the studied impacts. Approaches to predict the dynamic impact force
F1 were outlined in Section 6.3.1.

Figure 5.7: Impact nr.29 of testID 492 (see ANNEX C) at the moment of dynamic
impact (t=1.48 s). A sideview image of the situation (left), the non-dimensional impact
force (middle) and non-dimensional impact pressures (right) are displayed.

After the peak of the dynamic impact force, the water was continuously de-
flected upwards until it reached the elevation of maximum run-up at the wall (see
Figure 5.8, B).

At the same time the measured pressures over the entire wall height were smaller
than the hydrostatic pressure estimate. Still, a small uniform pressure distribution
in the lower part of the wall below y=0.16 m could be observed. It was assumed
that a small portion of the clockwise roller is still present in this lower region at
the wall. The original expectation would be that the measured pressures and total
force were close to the hydrostatic force and pressure estimate at the moment of
maximum run-up. This was not observed and the measured pressure distribution
and total force over the wall height showed lower values (see Figure 5.8, C). It
was assumed that this difference arose from the different vertical accelerations in
the run-up water body. As the rising water velocity decreased to zero, an upward-
directed acceleration made it appear as if the water mass had less than its actual
weight. Thus, the measured force was reduced from what the hydrostatic force
would be because the ’apparent weight’ of the water was less than the actual
water weight. We hypothesize that the change in pressure over a small length of
the vertical wall at the moment of maximum run-up consists of the hydrostatic
pressure due to gravity minus the pressure due to the positive upward acceleration
of the run-up. The theoretical prediction of the impact signal shape resulting from
this hypothesis was further investigated in Section 6.3.3.
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Figure 5.8: Impact nr.7 of testID 492 (see ANNEX C) in different stages of impact.
A) Initial impact stage, B) deflection stage and dynamic impact type, C) moment of
maximum run-up, D) reflection stage and quasi-static impact and E) hydrostatic stage
are displayed. A sideview image of the situation (left), the non-dimensional impact force
(middle) and non-dimensional impact pressures (right) are given for each impact stage
A-E.

5.3.3 Quasi-static impact type

After maximum run-up of the water body at the wall, the upper part of the water
body collapsed; and due to blocking of the wall, outward reflection of the water
body occurred. A short time after the maximum run-up, the pressures in the upper
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part of the water body were larger than estimated hydrostatic pressures based on
the instantaneous run-up (see Figure 5.8, D). It was hypothesized that this dif-
ference was also related to the vertical accelerations of the water body in front
of the wall. The falling water velocity approached zero, and a downward-directed
acceleration added to the effect of gravitational acceleration giving an apparent
water weight greater than the actual weight. The magnitude of the downward
acceleration was dependent on the time and spatial variation of vertical velocity.
Despite the small additional dynamic component, the pressure distribution resem-
bled a hydrostatic distribution and the measured total force almost fell together
with the hydrostatic force estimate based on the instantaneous run-up of the water
at the wall (see Figure 5.8, D). Hence, the authors decided to use the term quasi-
static impact type to refer to the second peak (F2) in the impact signal because
of the dominant hydrostatic effects. The small dynamic component is sufficiently
considered by using the term ’quasi’ in the impact type name. Quasi-static impact
types comprised the majority, as well as the largest (F=4.77 kN/m), investigated
impacts (see ANNEX C). Approaches to predict the quasi-static impact force F1

were outlined in Section 6.3.2.
Unlike tsunami bore impacts, which reach a quasi-steady state a few seconds

after the main impact (Kihara et al., 2015), this was never really the case for the
short duration bore impacts examined in the present study. However, the total
horizontal force converged with the hydrostatic force estimates and the estimated
hydrostatic pressure line with the measured pressures towards the tail of the impact
time series (see Figure 5.8, E).

5.3.4 Distribution of impact types

As a summary, the combined impacts from testID 492 and testID 500 were classified
as impulsive in fifteen percent and in dynamic impact types in fifteen percent of
the impacts as well. The quasi-static impact types were found in seventy percent
or ∼2/3 of the impact events (see Figure 5.9, right). There were fewer dynamic
impact types for testID 500 compared to 492. At the same time the number
of impulsive impact types increased for testID 500, while the quasi-static impact
types remain almost constant in number. This is attributed to the fact that the
overtopped water volumes were of smaller thickness and duration for testID 500,
such that a full dynamic impact with continuous instream of water and formation
of rollers could not develop. Given the fact that the majority of impacts (∼2/3)
and the largest impacts were of quasi-static impact types, they were considered as
the most relevant impact type to be further investigated. This assumes that the
failure mechanism of the structure is not initialized by the short duration impulsive
pressure peaks.

The non-dimensionalized impact force showed that below F/ρ·Rh,max2=0.5
all the quasi-static impact types were found (see Figure 5.9, left). The best-fit
line through this part of the data was at F/ρ · Rh,max2=0.32, which indicated
that a prediction for these impacts could be achieved using hydrostatic theory,
the maximum run-up Rh,max and a coefficient 0.32. In between 0.5< F/ρ ·
Rh,max2 <0.9 only dynamic and impulsive impact types were found and above
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Figure 5.9: Distribution of impact types for the 60 largest impacts of testID 492 and
testID 500 (30 from each test). The percentage distribution (right graph) and the distri-
bution in dependence of the non non-dimensional impact force (left graph) is shown.

F/ρ ·Rh,max2 >0.9 only impulsive impact types were found.

5.3.5 Link between bore impact type and bore interaction
pattern

Only the plunging bore pattern, collision of incoming with reflected bore in vicinity
of the wall and breaking under entrapped air against the wall, resulted in dy-
namic/impulsive impact types at all times (see Figure 5.10). Similar findings are
reported for plunging type wave breaking against a vertical sea wall (Oumeraci
et al., 1993). For the other bore patterns (regular, catch-up, collision and sequen-
tial bore pattern) the link between the pattern and impact type at the wall was not
as apparent as for the plunging breaking bore pattern. Most of the bore patterns
(46% of events or 28 in total), were comprised of collision bore patterns. From
which the majority of events (23 out of 28 events) resulted in quasi-static impact
types. The same trend was observed for catch-up (16% of events or 10 in total),
sequential (13% of events or 8 in total), regular bore interaction pattern (17% of
events or 10 in total), with most of them resulting in quasi-static impact types (see
Figure 5.10).

When considering efficient overtopping mechanism, i.e. when the water at the
dike was sufficiently high for the next incoming bore to just pass over the dike
crest without breaking against the dike, it was observed that the bores were more
likely to generate a dynamic or impulsive impact type; for example taking into
account efficient overtopping mechanism for the collision bore pattern, 80% of
the bores generated a dynamic/ impulsive impact type. On the contrary, without
efficient overtopping mechanism the collision bore pattern generated a quasi-static
impact type in 95% of the cases. This yields to the conclusion that with efficient
overtopping mechanism sufficient energy in the overtopping bore is maintained, and
not dissipated during wave breaking against the dike, resulting in larger dynamic
impacts (F1) on initial impact compared to the quasi-static impacts (F2). Only for
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Figure 5.10: Link between the five bore interaction patterns (1. Collision bore pattern
of an incoming and reflected bore colliding, 2. Catch-up bore pattern with a second bore
overtaking a first bore, 3. Regular bore pattern with no significant interactions observed,
4. Sequential overtopping bore pattern of an incoming bore sliding over a residual water
layer from previous impacts 5. Plunging bore pattern with breaking of the incoming bore
over a reflected bore against the wall) and the three impact types (1. Impulsive impact
type, 2. Dynamic impact type and 3. Quasi-static impact type).

testID 500 (see ANNEX C), with less energetic hydrodynamic conditions, regular
bore patterns were observed. For this bore pattern, the absence of interaction,
leading to bore breaking, with other bores was the key criterion. No interaction
mainly resulted from the fact that the overtopped bores were less in total number
and shorter in duration for testID 500 with lower overtopping discharge compared
to test testID 492 (see ANNEX C).

The findings are an extension of the results from Chen (2016), who identified
catch- up, collision and plunging bore pattern as well as single wave pattern, equiv-
alent to the regular bore pattern in the present study. However, the sequential bore
pattern and efficient overtopping mechanism are introduced for the first time in
the present study, collision and catch-up bore pattern already observed before the
dike, the probability of occurrence discussed and a first attempt to link the bore
interaction patterns to the impact types attempted.

5.3.6 Implications on force predictions

Bore interaction patterns resulting from broken irregular waves were observed to
increase the turbulence, aeration and flow complexity of the incoming flow. Fur-
thermore, bore thickness and velocity changed dramatically along the promenade,
for example when the catch-up bore pattern, plunging bore breaking or collision
bore pattern occurred. Hence, it was concluded that for maximum impacts the
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flow parameters bore thickness and velocity are a less reliable predictor of impact
forces. Any prediction tool derived from measurements of bore thickness and veloc-
ity on the promenade and used for the prediction of maximum impact forces should
therefore be treated carefully. It was concluded that a deterministic prediction of
the maximum impact force based on the process parameters run-up at the dike,
overtopping of the dike, bore thickness and velocity on the promenade can hardly
be achieved due to the presented bore interaction patterns. Furthermore, small
variations during bore transformation along the promenade, bore front uniformity
(3D effects), air entrainment and the turbulent flow processes in vicinity of the wall
complicate any deterministic prediction of maximum impact forces. The variations
in the bore impact process along the flume width direction may result in different
loading conditions at the wall. Furthermore, 3D effects due to oblique wave attack
should be considered as natural sea state and need further investigation. Addition-
ally, most of the impact prediction tools suffer from the drawback that they are not
designed for a geometrical set-up with dike mounted vertical walls. For example
impact prediction force formula in U.S. Army Corps of Engineers (2002), based on
the works by Camfield (1991), are designed for land based structures on a plane
slope not taking into account overtopping over the dike crest in extremely shallow
waters. If they are designed to predict impact forces on dike mounted walls in
extremely shallow waters, they often predict average impact forces (Van Doorslaer
et al., 2017; Kortenhaus et al., 2017; Chen et al., 2015) or a maximum impact force
but do not account for the different physical processes resulting in the different im-
pact types (summary given in Streicher et al. (2018)). Maximum impact forces are
key for a reliable design of coastal structures and often derived from small-scale
experiments and up-scaled to prototype (see Section 4). In this way they suffer
from scale-effects, mainly due to dissimilarities in the entrained air and the air
content of the foamy bores (Blenkinsopp and Chaplin, 2007). Entrained air usually
leads to cushioning effects of the impact pressures. Hence, less air entrained in the
small-scale experiments will lead to less cushioning of the impact (Bullock et al.,
2001). This is expected to lead to an overestimation of the impact loads, when
upscaling the results from small-scale to prototype (Cuomo et al., 2010). Here,
the classification into impact types gives useful insights. Mainly the very short
duration and localized impulsive and also the dynamic impact types are expected
to suffer from scale-effects when up-scaled to prototype due to the not properly
scaled air properties and cushioning effects in the impacting flow. On the contrary
quasi-static impact types are expected to be less affected by scale-effects, due to
the almost hydrostatic situation of the water in front of the wall after maximum
run-up. Since the total impact force signal showed a double shape, with similar
magnitudes of dynamic (F1) and quasi-static impact type (F2), the majority of im-
pacts (∼2/3) and largest impact force (see ANNEX C) were considered quasi-static
impact type, it might be worthwhile to consider only quasi-static impact types for
the structural design. This is strictly only possible if no dynamic effects, due to the
natural period of the structure tn being in the range of impact rise times tr, need
to be considered (see Figure 5.5)). Typically natural periods of 3-50m high build-
ings are in the range of 0.1− 1 s (Chen et al., 2016). The studied rise times for
impulsive impact types (tr,F1=3 · 10−3–1.2 · 10−2 s) did not fall within this range.
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This becomes different if there are for example glass structures with higher natural
periods. Anyhow, the rise times of the dynamic impact types (0.1–0.6 s) where in
the critical range and dynamic structural analysis most likely has to be carried out.

5.4 Conclusions

The complex interaction of short-duration bores resulting from irregular broken
waves in extremely shallow waters were studied, and the types of bore interaction
patterns were identified. The impacts the bore generated at the vertical wall were
classified into three impact types, and a link between bore patterns and impact
types was discussed. This study focused on the 60 highest bore impacts on a
vertical wall for 2 tests (30 impacts from each test) with wave steepness’s at the
dike toe of 0.0012 and 0.0014 as well as an offshore breaker parameter of 0.2
(similar to design storm conditions at the Belgian coast with a 1,000 and 17,000
annual recurrence interval, see Section 3.1.2). The results and conclusions can be
summarised as followed.

• Five bore interaction patterns prior to impact were identified: (1) regular
bore pattern, (2) collision bore pattern, (3) plunging breaking bore pattern,
(4) sequential overtopping bore pattern and (5) catch-up bore pattern. The
bore interaction process complicates a deterministic prediction of impact
forces based on bore properties, for example thickness and velocity.

• For the bore impacts at a dike-mounted vertical wall a double peak impact
signal shape was observed, with similar magnitudes for the two peaks. A
new classification methodology was developed and three bore impact types
were distinguished: (1) impulsive impact type, (2) dynamic impact type, (3)
quasi- static impact type.

• The majority of impacts (∼2/3 of all impacts) and the largest impact force
was considered quasi-static impact type. Based on these findings it was
suggested to use the quasi-static impact types to derive a maximum force
estimate for structural design guidance. This would have the advantage that
the up-scaled results are less affected by scale effects due to the almost
hydrostatic behaviour of the water in front of the wall for this impact type.
This is strictly only possible if no dynamic effects, due to the resonance
period of the structure tn being in the range of the impact rise time tr, need
to be considered for structural analysis.

• A tentative link between the five identified bore patterns and the three iden-
tified impact types was discussed. Only plunging bore pattern lead to dy-
namic/impulsive impact types in any case. Collision bore pattern was the
most frequent (46% of all interaction patterns were identified as collision bore
pattern) and resulted in quasi-static impacts type in the majority of cases.
The other bore patterns were equally frequent and most of them resulted in
quasi-static impact type.
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• A more practical conclusion was that the maximum measured impact force
for extremely shallow foreshore conditions, wave steepness at the dike toe
Sm−1,0,t=0.0012 and breaker parameter offshore βo=0.02 (similar to a de-
sign storm condition with a 1,000 year annual recurrence interval at the
Belgian coast) showed a maximum expected impact force of ∼19 kN/m (pro-
totype value).

Though experiments were conducted on a rather large scale (Froude similarity
and a length scale factor 1-to-4.3), scale effects are still expected, mainly due to
dissimilarities in the entrained air and the air content of the foamy bores, when
upscaling the obtained results to prototype, especially for the measured impact
pressures and the resulting impact forces of the dynamic and impulsive impact
types. A further investigation of the entrained air in the overtopping bores and
consequent scale effects for overtopped wave impacts in extremely shallow water
conditions is therefore required. Additionally, an advanced study of bore transfor-
mation parameters, such as bore front slope, bore thickness and velocity in vicinity
of the wall for single impact events related to regular bore interaction patterns
would increase understanding of the impulsive and dynamic impact types. A sta-
tistical analysis to predict the maximum impact force of overtopped bores on a
dike- mounted vertical wall might be more beneficial to account for the stochastic
behaviour of the measured impacts.



Chapter 6

Analysis of empirical &
theoretical impact force
prediction

A double peak total horizontal impact force signal shape was observed with two
distinct peaks during every impact (see Chapter 5). The two peaks were assigned
consecutively to the dynamic components (thickness and velocity) or hydrostatic
components (time-varying run-up and run-down of water at the wall) of the im-
pacting bore. The two peaks were termed dynamic F1 and quasi-static F2 impact
respectively. In this Chapter it was aimed to describe and predict the double peak
impact signal shape with its two distinct peaks F1 and F2. First, the specific ob-
jectives for this Chapter were given (see Section 6.1). The prediction accuracy of
the reviewed empirical formulas (see Section 2.4) was evaluated using horizontal
bore flow property measurements on the promenade (see Section 6.2.1) to predict
the total horizontal bore-induced impact force from the large-scale ’DeltaFlume’
data-set in Section 6.2. The prediction accuracy was judged based on the error
estimators MAPE, coefficient of variaton R2 and standard deviation (see Section
6.2.2). The prediction accuracy of the quasi-static impact F2 was increased based
on fitting the hydrostatic theory to the maximum run-up measurement at the wall
(see Section 6.3.2). Additionally, it was attempted to theoretically predict the dou-
ble peak impact force signal shape based on the vertical accelerations of the water
mass in front of the wall (see Section 6.3.3). After deconstructing the process chain
preceding an impact, using the physically most meaningful parameters to predict
the impact force, evaluating on a range of existing approaches, and observing the
scattered prediction results, it was concluded that the impact behaviour is highly
stochastic and statistical analysis would be more beneficial (see Section 6.4).

113
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6.1 Specific objectives

Existing empirical prediction formulas for bore-induced impact forces on dike mounted
walls were reviewed in the literature study (see Chapter 2). The presented formulas
were used to achieve the specific objectives of this Chapter:

1. To study how well existing empirical prediction formulas capture the under-
lying physical process which lead to the first dynamic F1 and second quasi-
static F2 force peak from the double peak, bore-induced and total horizontal
impact force signal shape.

2. To adapt existing and derive new semi-empirical formulas to predict the
maximum dynamic F1 and quasi-static F2 force peak, in agreement with the
underlying physics and based on the large-scale ’DeltaFlume’ data-set.

3. To elaborate on a theoretical model to predict the total horizontal impact
force based on the instantaneous accelerations of the water masses in front
of the wall.

6.2 Data analysis and methods

For the purpose of this study the impact process leading to the first dynamic F1 and
second quasi-static F2 force peak was investigated using large-scale experimental
data (testID 492 and 500 from the ’DeltaFlume’ data-set). The model set-up was
described in Chapter 3 and the details of the two selected tests were highlighted
previously in Table 5.1. The two selected tests featured wave conditions similar to
a storm with a 1,000 and 17,000 annual recurrence interval at the Belgian coast.
The 30 highest force peaks from each of the two tests were selected, resulting
in 60 events used for the further study. The 60 impact force events were up-
scaled to prototype using Froude similarity and length scale factor 1-to-4.3. The
existing prediction formulas were tested using these 60 force peaks. Additionally,
the momentum flux and hydrostatic theory were fitted to the data for the first F1

and second F2 force peaks respectively.

6.2.1 Horizontal bore properties on promenade

The horizontal bore properties mainly consisted of the incoming flow thickness η [m]
and incoming flow velocity u [m/s]. The measured time-series of bore thicknesses
and velocities as described in Section 3.3.3 were used to derive the maximum
bore thickness and velocity related to the 30 highest impact events, based on the
processing routines described in Section 3.4.4. The measurements were obtained
at location number three, half way along the promenade and 1.09m in front of the
wall. It was previously observed that the maximum thickness did not necessarily
coincides with the maximum velocity of the overtopping bore flow (Hughes et al.,
2012; Schüttrumpf and Oumeraci, 2005). Also, the authors noticed that maximum
velocities are measured at the front of the overtopping flow. This was supported
by Van Der Meer et al. (2010), stating that the front velocities represented well
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the maximum velocity averaged over the depth. However, for the purpose of this
study it was decided to use the maximum measured bore thickness and maximum
measured bore velocity to empirically relate them to the maximum impact force
(see Figure 6.1).

Figure 6.1: Derived maximum bore thickness (A), maximum bore velocity (B) and the
combined bore thickness η and velocity u (C) related to the 30 highest impacts in testID
492 and 500. All values were upscaled to prototype.

The peak forces for the 30 highest impacts of testID 492 and 500 showed an
increasing trend with increasing maximum bore thicknesses (see Figure 6.1 (A)).
For the maximum bore velocities this trend was not so obvious. The higher wave
energy and water level in testID 492 lead in general to higher velocities but no
increasing trend was observed for events with the same testID (see Figure 6.1
(B)). Anyhow, when plotting maximum impact force, thicknesses and velocities
in the same figure (see Figure 6.1 (C)), it was observed that keeping the same
thickness, a higher velocity tends to result in a higher maximum impact force
(as the lighter colours associated with higher velocities were found in the upper
range of data points). The same trend was observed previously by Van Doorslaer
et al. (2017). The implication of Figure 6.1 (C) would be that any impact force
prediction formula including both the maximum flow thickness η [m] and incoming
flow velocity u [m/s] should result in a better prediction accuracy.

6.2.2 Statistical error estimator

The predicted impact forces Fpre were plotted together with the measured impact
forces Fobs for the 60 events, for the different formulas outlined in Table 6.2 and
Table 6.1. A figure with the predicted values on the x-axis and observed values
on the y-axis was generated and a 45◦-line introduced in the plot. If a perfect
prediction was achieved the data points would fall on the 45◦-line. To assess the
accuracy of the prediction formulas, a number of statistical error estimators was
used. The standard deviation (see Equation 6.1) was a dimensional measure of a
data-set variation and described how close the observations were distributed around
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the mean value (see Equation 6.2),

σ =

√√√√ 1

n− 1

n∑
i=1

(|Fi − Fmean|), (6.1)

Fmean =
1

n
·
n∑
i=1

Fi. (6.2)

Hence, a lower standard deviation generally meant that the prediction was
more precise. However, the accuracy had to be judged by observing how close the
values were situated around the 45◦-line. Furthermore, the goodness-of-fit of the
predictions was also evaluated using the coefficient of determination R2 as it was
typically applied to assess whether a prediction followed closely the ’regression line’
(see Equation 6.3),

R2 = 1−

n∑
i=1

(Fobs,i − Fpre,i)2

n∑
i=2

(Fobs,i − Fmean)2
. (6.3)

In this case the ’regression line’ was the 45◦ line. The squared residuals were
calculated, meaning that with larger distances to the ’regression line’ the error was
relatively larger compared to smaller distances to the ’regression line’. This may
yield in unwanted effects, that the larger deviations in impact force prediction for
the higher impact forces, will outweigh the better prediction accuracy for the lower
impact forces. Furthermore, it was not entirely correct to use R2 for a goodness-of-
fit correlation when the ’regression line’ was not calculated based on the available
data (as in this case, where the 45◦-line was the artificial ’regression line’) and may
yield in negative values, due to a biased over- or under prediction. Anyhow, due
to its wide spread popularity and comprehensible outcome it was given as another
estimator to assess the prediction accuracy. In theory, the closer the coefficient of
determination R2 was to 1, the better the prediction accuracy.

The mean absolute percentage error (MAPE) was chosen as another statistical
error estimator (see Equation 6.4), to overcome the bias towards extreme outliers
in the coefficient of determination R2 estimation. Furthermore, MAPE estimates
directly the error between the predicted and measured valued without referring to
the mean or regression line. Hence, it was considered the best error estimator
to evaluate the prediction accuracy of the formulas in this study. A MAPE value
closer to one can be interpreted as a better prediction,

MAPE =
1

n
·
n∑
i=1

|Fobs − Fpre
Fobs

|. (6.4)
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In the equations 6.1-6.4, Fmean stand for the predicted mean force value
[kN/m], Fobs [kN/m] the measured impact force, Fpre the predicted impact force
[kN/m], n the number of impact force events, i the counter over each impact
force event and Fi the impact force [kN/m] related to event i. Anyhow, there
were drawbacks with this method as well, regarding a biased data-set and that it
systematically selected the method with lower forecasts. Hence, the combination
of the proposed statistical error estimators will be used to judge the accuracy of
the impact force prediction formulas, taking into account the major drawbacks of
each estimator.

6.3 Results and discussion

In this Section the formulas to predict the dynamic F1 (see Section 6.3.1) and
the quasi-static (see Section 6.3.2) bore-induced impact forces were selected and
tested with the 60 highest force peaks from testID 492 and 500. Furthermore, a
theoretical model to predict the impact force signal shape was proposed in Section
??. This was done to assess the prediction accuracy of these approaches and derive
at a conclusion whether they could be used to predict the impact load in the case
of overtopping bore loads in shallow water and mildly sloping foreshore conditions.

6.3.1 Semi-empirical prediction of dynamic impact type

As described in the previous Section the bore thickness η and velocity u were
important during the impact parameters leading to the dynamic force peak F1.
Hence, any existing formulas (see Table 2.6) taking into account the incoming bore
thickness η and bore velocity u prior to impact were considered physically most
correct. Equation 2.7 (Cross, 1967), Equation 2.9 (Ramsden, 1996), Equation 2.10
(Asakura et al., 2002), Equation 2.11 (Robertson et al., 2011), Equation 2.13 (see
Table 2.5) were evaluated from the tsunami-related research; and Equation 2.15
(Van Doorslaer et al., 2012), Equation 2.16 (Van Doorslaer et al., 2017), Equation
6.8 (derived from hydrostatic theory) were evaluated from the overtopping wave-
related research studies. The dynamic force peak F1 for each of the proposed
formulas was calculated based on the maximum bore thickness ηmax and maximum
bore velocity umax immediately prior to the dynamic force peaks F1 for each
of the 60 highest impacts. The bore thickness η and velocity u was measured
at instrument location WLDM2 and PW2 respectively (see Section 3.3.3). The
bore front slope in Equation 2.8 was determined based on a sensitivity study of
theoretical bore front slopes and optimizing the goodness-of-fit parameters of the
prediction. The optimum bore front slope used in this study was 51◦. Additionally,
linear regression and fitting of the force peaks to the momentum flux theory (see
Equation 6.5) by minimizing the MAPE error was done,

Fmflux = 2 · ρw · ηmax · u2max. (6.5)

Cappietti et al. (2018) suggested that the incoming momentum flux is perfectly
reflected 180◦ at the wall, and therefore, added the coefficient 2 to the momentum



118 6. Analysis of empirical & theoretical impact force prediction

flux theory. The calculated and measured force peaks for the different equations
were compared in Figure 6.2.

Figure 6.2: Empirical prediction formulas for the dynamic force peak F1, from tsunami
related studies and overtopping wave related studies (right). Results for the 30 highest
impacts of testID 492 and testID 500 are given in prototype-scale units using Froude
similarity and the length scale factor 1-to-4.3.

The standard deviation σ (8.66− 19.32 kN/m) and the mean absolute per-
centage error MAPE (0.1980–0.9995) for the predictions were calculated and are
presented in Table 6.1. The values given in brackets have to be treated carefully
because these specific prediction results show a bias. Equation 2.11 (Robertson
et al., 2011) yielded in the best goodness-of-fit parameters, using the maximum
bore thickness ηmax and maximum bore velocity umax as input parameters. It
was visually observed and confirmed by the goodness-of-fit parameters that neither
the tsunami related nor the overtopping wave related approaches performed excep-
tionally well in predicting the dynamic force peaks F1 . Equation 2.9 (Ramsden,
1996), Equation 2.10 (Asakura et al., 2002) and Equation 2.16 (Van Doorslaer
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et al., 2017) under predict the dynamic force peaks F1. For the latter this may
result from a different wall height in their studies, as this height was included in cal-
culating the freeboard Rc, or that only non-broken waves and discrete overtopping
bores in the lower range were used for the fitting with computed average velocities
over the promenade. Conversely, Equation 2.13 (Arnason, 2005) using CD=3 over
predicts the dynamic force peaks F1 . Even the drag force formulas with CD=2
(see Equation 2.13) with a different physical meaning (impact force generated by
fully developed flow around submerged structure as opposed to impact forces on
the building or storm wall with dry back sides by unsteady flow) showed similar
prediction accuracies compared to formulas derived for a situation with short du-
ration overtopping bores (see Equation 2.16 (Van Doorslaer et al., 2017)) or a
wall with a dry back (see Equation 2.11 (Robertson et al., 2011), Equation 2.10
(Asakura et al., 2002), Equation 2.7) (Cross, 1967). An over- or underestimation
of the maximum force peak up to a factor of ∼2.2 was observed.

Table 6.1: Dynamic impact type F1 prediction formulas with goodness-of-fit parameters
(prototype values).

Reference Equation σ R2 MAPE

[-] [-] [kN/m] [-] [-]

Cross (1967) 2.7 9.04 0.7615 0.9995

Ramsden (1993) 2.9 10.35 (0.3760) (0.5875)

Asakura et al. (2002) 2.10 18.58 (0.2200) (0.5418)

Arnason (2005) 2.13 (CD=3) 19.32 (0.9083) (0.2560)

Fujima et al. (2009) 2.13 (CD=1) 10.96 0.6214 0.8373

FEMA (2000) 2.13 (CD=2) 10.50 0.3563 0.5813

Robertson et al. (2011) 2.11 8.66 0.7800 0.96146e

Van Doorslaer et al. (2012) 2.15 10.80 0.6394 0.9254

Van Doorslaer et al. (2017) 2.16 14.84 (0.7163) (0.1980)

Momentum flux fitting 6.5 10.81 0.6214 0.8373

The scattered prediction of the dynamic force peaks F1 shown in Figure 6.2 was
assumed to be the result from a highly turbulent bore, bore interaction processes
prior to impact, and different impact mechanisms. Even small fluctuations in
the bore near the wall resulted in a different impact process (for example wave
interaction in front of the wall might lead to plunging wave breaking against the
wall). Two-dimensional effects, such as a non-uniform bore front and the fact that
certain parameters (for example the bore front slope) were not studied might also
contribute to lower prediction accuracy of the dynamic force peak F1. Additionally,
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the bore thickness η and bore velocity u were measured at different locations in the
presented experiments from which the prediction formulas were derived, introducing
further uncertainty when comparing their predictive capabilities. Nevertheless it
seemed more likely that the dynamic force peaks F1 were of stochastic nature, thus
hindering a semi-empirical or deterministic prediction. Similar stochastic behaviour
for overtopping bore-induced impact loads was also observed by Chen et al. (2016)
and Altomare et al. (2015).

6.3.2 Semi-empirical prediction of quasi-static impact type

As described in the previous Section the hydrostatic force, a mass of water statically
subjected on the structure, was dominant in generating the quasi-static force peaks
F2. Hence, any existing formulas (see Table 6.2) taking into account the bore
thickness directly in front of the wall, or run-up height of the bore at the wall
were physically most correct (see Equation 2.12 (Kihara et al., 2015), Equation
2.14 (Chen et al., 2012), Equation 6.8 (derived from hydrostatic theory)). These
formulas were used to predict the quasi-static force F2 using the maximum run-up
height Rh,max related to the 60 selected maximum impacts. The calculated result
was compared to the according measured quasi-static F2 force peak (see Figure
6.3). Froude similarity and a length scale factor 1-to-4.3 were used to compare
calculated and measured impact force in prototype-scale units. The goodness-of-
fit parameters, standard deviation σ (3.21− 6.31 kN/m) and the mean absolute
percentage error MAPE (0.4432–0.9963) were calculated (see Table 6.2). The
values given in brackets had to be treated carefully because these specific prediction
results show a bias. Equation 2.12 (Kihara et al., 2015) tends to always over predict
the impact force. This was expected because the formula was derived for a situation
with developed tsunami overflow over the wall and a sufficiently large water body
in front of the entire wall height. Conversely, the run-up events in this study were
derived for short duration overtopped bores with thin run-up tongues.

For force peaks above 25 kN/m all formulas over-predict the impact force. The
over prediction was caused by the quadratic influence of the maximum run-up
height Rh,max in front of the wall, leading to the conclusion that not the entire
run-up height, especially for larger run-up values, was effectively contributing to
the quasi-static impact force. This was in line with previous studies stating that
not all of the total run-up height was effectively contributing to the hydrostatic
impact force (Klammer et al., 1996). It was also argued that the maximum run-up
height had no direct physical connection to the quasi-static force peak F2 as the
maximum run-up occurred slightly before the quasi-static force peak F2. This is
why the reflected water mass (water body in front of wall after the collapse of
maximum run-up) might be an even better approximation of the quasi-static force
peak F2.

Contrary to the assumption in the hydrostatic theory, the maximum run-up
water body did not arise from a horizontal water surface in front of the wall, but
rather a triangular shape of run-up flow and a thin run-up tongue in the upper
part. Linear regression and fitting of the force peaks to the hydrostatic theory was
done using the maximum run-up height Rh,max obtained from motion tracking of
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Figure 6.3: Empirical prediction formulas for the quasi-static force peak F2. Results
for 30 highest impacts of testID 492 and testID 500 are given in prototype using Froude
similarity and the length scale factor 1-to-4.3.

the bore front at the wall. The fitting was done for force peaks up to 25 kN/m and
by minimizing the MAPE error and a best-fit equation obtained (Equation 6.8),

FBest−fit =
1

2
· ρw · g · (C ·RRh,max)2, (6.6)

C = 0.8, (6.7)

FBest−fit = 0.32 · ρw · g ·R2
Rh,max. (6.8)

Based on these findings it was stated that only a 80% of the maximum run-up
Rh,max was effectively contributing to the impact force on the wall. Substituting
Equation 6.7 into Equation 6.6 yields in a coefficient of 0.32, which was very close
to what was found earlier as C1=0.33 by adapting the momentum flux theory and
using regular waves (Chen et al., 2012). Hence, this finding served as a large-scale
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confirmation that the prediction of quasi-static force peaks F2 using 80% of the
maximum run-up height was also valid for irregular waves. For practical design
guidance and determining the overturning moment of sea-walls, Equation 6.8 can
also be used inversely to calculate the 80% maximum run-up height based on any
given force.

Table 6.2: Quasi-static impact type F2 prediction formulas with goodness-of-fit param-
eters (prototype values).

Author Equation σ R2 MAPE

[-] [-] [kN/m] [-] [-]

Kihara et al. (2015) 2.12 6.31 (3.6059) (0.4432)

Chen et al. (2012) 2.14 3.38 0.2061 0.9725

Hydrostatic fitting 6.8 3.23 0.2943 0.9963

6.3.3 Theoretical prediction of impact signal shape

As the most base line prediction of any horizontal force imposed by a water body
on a vertical structure is the hydrostatic theory (see Equation 6.9),

Fhyd(y, t) =
1

2
· ρw · g · (Rh(y, t))2. (6.9)

The hydrostatic force estimate based on hydrostatic theory is dependant on the
height of the water column in front of the structure Rh; the run-up at the wall.
The theory is however valid for a static water body of sufficient thickness in front
of the wall. In Section 5.3.2 the observation was made that the measured total
horizontal force over the wall height showed lower values than the hydrostatic force
estimate based on the run-up at te wall (see Figure 6.4 shaded area). It was further
stated that the instance of maximum run-up occurred slightly before the measured
maximum hydrostatic force and pressure estimate. This was also observed by other
researchers who found that the moment of maximum run-up does not coincide with
the maximum force on the wall (Cross, 1967; Ramsden, 1996; Kihara et al., 2015;
Chen, 2016; Ko and Yeh, 2018).

It was assumed that this difference arose from the different vertical accelerations
in the run-up water body. As the rising water velocity decreased to zero, an upward-
directed acceleration made it appear as if the water mass had less than its actual
weight. Thus, the measured force was reduced from what the hydrostatic force
would be because the ’apparent weight’ of the water was less than the actual water
weight. The measured pressure gradients over the wall height were rather large in
this study, thus leading to the assumption that velocities were indeed not uniform
over the wall height. Hence, the water body experiences acceleration in vertical



6.3. Results and discussion 123

Figure 6.4: Measured force and theoretical total horizontal force estimate for a quasi-
static (1), impulsive (2) and dynamic (3) impact type from test Bi 2 6. The theoretical
total horizontal force estimate was calculated based on hydrostatic theory (see Equation
6.6) and using the instantaneous run-up of the bore leading edge at the wall.

direction. This theory was further encouraged due to the clockwise and counter-
clockwise roller which formed at the wall (see Section 5.3.2), resulting in opposite
directed acceleration vectors. The magnitude of the upward acceleration depends
on the temporal and spatial variation of vertical velocity of the run-up flow. A
short time after the maximum run-up, the pressures in the upper part of the water
body were larger than estimated hydrostatic pressures based on the instantaneous
run-up. It was hypothesized that this difference was also related to the vertical
accelerations of the water body in front of the wall. The falling water velocity
approached zero, and a downward-directed acceleration added to the effect of
gravitational acceleration giving an apparent water weight greater than the actual
weight. The magnitude of the downward acceleration was dependent on the time
and spatial variation of vertical velocity. Despite the small additional dynamic
component, the pressure distribution resembled a hydrostatic distribution and the
measured total force almost fell together with the hydrostatic force estimate based
on the instantaneous run-up of the water at the wall.

We hypothesize that the change in pressure over the length of the vertical wall
at the moment of maximum run-up consisted of the hydrostatic pressure due to
gravity minus the pressure due to the positive upward acceleration of the run-up
i.e.,

∆P (y, t) = ρ · (g − a(y, t)) ·∆[Rh(t)− y]. (6.10)

where P is instantaneous pressure at elevation y [m], time t [s], instantaneous
vertical run-up Rh [m] and instantaneous time-dependent acceleration of the run-
up water a [m/s2], that can also vary in the vertical. In Equation 6.10 the first
term on the right-hand-side of the equals sign is the hydrostatic pressure, and the
second term is the dynamic pressure associated with the wave run-up. Solving
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Equation 6.10 for a yields the expression:

a(y, t) = g · [1− ∆P (y, t)

g · ρ ·∆[Rh(t)− y]
]. (6.11)

The ratio in the right-hand side of Equation 6.11 is the ratio of measured
pressure to the theoretical hydrostatic pressure based on the height of the run-up.
When this ratio is less than unity, the dynamic acceleration is positive (upward),
and when the ratio is greater than unity, the dynamic acceleration acts in the same
direction as gravity (When the ratio is equal to unity, there is no dynamic accelera-
tion and the pressure distribution is hydrostatic). Equation 6.11 is strictly only valid
when Rh > y and P >0 (i.e., when the pressure sensor was submerged). Also, it
was assumed that this approach is only valid after the dynamic impact occurred,
and the water in front of the wall is simplified as a vertical moving body without
any significant air entrainment and continuous contact of the run-up water body
over the wall height. Accelerations were calculated using the pressure difference
∆P (y, t) of pressures measured between two consecutive pressure sensors along
the wall height (see Section 3.3.4 for the detailed distances between consecutive
pressure sensors),

∆P (y, t) = P (y = i, t)− P (y = i+ 1, t). (6.12)

The assumption showed similarities to the solid-body projectile assumption by
Ko and Yeh (2018), who studied the splash-up of tsunami bore impacts on walls.
They also observed that the measured forces were lower than the theoretical hy-
drostatic force based on the run-up at the wall. Ko and Yeh (2018) measured
small pressure gradients over the wall height which lead to the assumption that
there is a uniform vertical velocity profile of the water in front of the wall. The
small pressure gradients were not observed in this study, thus leading to the as-
sumption that velocities were not uniform over the wall height. Hence, the water
body experiences acceleration in vertical direction. The magnitude of the upward
acceleration depended on the temporal and spatial variation of vertical velocity, and
the acceleration also varied over the height of the water column at each moment
in time.

In order to prove this assumption a measurement of the time-varying vertical
accelerations of the water body in front of the wall, together with the pressure
recordings along the wall, were required. Only pressure but no vertical acceler-
ations were measured in the ’DeltaFlume’ data-set. Hence, the numerical model
OpenFOAM was set-up for the ’DeltaFlume’ data-set by Gruwez et al. (2019) and a
description provided in Streicher et al. (2019a). OpenFOAM (Weller et al., 1998) is
a library of applications and solvers including interFoam, a Navier-Stokes equations
solver following an Eulerian mesh-based method for two incompressible, isothermal
immiscible fluids using a Volume-of-Fluid (VOF) phase-fraction based interface
capturing approach. In this work OpenFOAM v6 was applied, using the solver
interFoam (for a detailed description it is referred to Larsen et al. (2019)) with
the boundary conditions for wave generation and absorption provided by olaFlow
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(Higuera, 2017), hereafter simply referred to as OpenFOAM. Turbulence was mod-
elled by the Reynolds-Averaged Navier-Stokes equations (RANS) coupled with the
turbulence closure model k − ε SST (k is the turbulent kinetic energy density, ε is
the specific dissipation rate). The k − ε SST model that was stabilized in nearly
potential flow regions by Larsen and Fuhrman (2018) was used. The OpenFOAM
model domain started at the wave paddle zero position, and included the fore-
shore and dike geometry as measured in the experiment up to the vertical wall.
The model was run in a vertical two-dimensional (2DV) configuration (cross-shore
section of the wave flume). To optimise the computational time, a variable grid
resolution was applied. The structured mesh had a grid resolution of 0.18 m in
the air phase and 0.9 m in the water phase. The mesh was further refined in the
zone of the surface elevation up to the dike toe (dx=dz=0.045 m) and on the dike
up to the wall (dx=dz=0.0225 m). Waves were generated by applying a Dirichlet-
type boundary condition: the experimental wave paddle displacement was first
converted to a wave paddle velocity, which was then applied to the water phase
at the stationary boundary (x=0 m). Active wave absorption (as implemented in
olaFlow) was activated to prevent re-reflection of reflected waves. The same ge-
ometry of the ’DeltaFlume’ model tests and hydraulic boundary conditions of the
realized paddle motion from the physical model were used. A side-view image of
the numerical model at the moment of bore impact at the wall was shown in Figure
6.5. Distinct features like the mildly sloping foreshore, the dike, the promenade and
wall were visible in the validated numerical model set-up. A detailed description of
the numerical model set-up can be found in Streicher et al. (2019a).

Figure 6.5: Numerical model set-up in OpenFOAM to reproduce the ’DeltaFlume’ ex-
periment and test Bi 2 6, using the hydraulic boundary conditions of the realized paddle
motion in the ’DeltaFlume’ model test (from Gruwez et al. (2019)). The mildly sloping
foreshore, dike, promenade and wall were visible from the side-view image.

As the computational demand to remodel an entire test length including 1000
irregular waves was too high, it was decided to choose the short duration Bichro-
matic wave test Bi 2 6 for this study (see Table 3.2). The time-series was about
200 s long and included ∼10 bore-induced impact events (see Figure 6.6). The
measured pressures at the wall were read out from the numerical model at the
same locations as they were measured in the ’DeltaFlume’ data-set. Furthermore,
similar post-processing routines and pressure integration was applied as for the
measured pressures in the ’DeltaFlume’ data-set (see Section 3.4.5). In this way
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a total horizontal force per meter width was obtained from the numerical model,
which could be compared to the measured horizontal force per meter width from
the ’DeltaFlume’ data-set (see Figure 6.6).

Figure 6.6: Time-series of total horizontal impact force on the wall from pressure inte-
gration for the ’DeltaFlume’ data-set (black) and the numerical simulation in OpenFOAM
(blue). The test Bi 2 6 (see Table 3.2) was chosen for this study.

Three peaks from Figure 6.6 were chosen, representative for a quasi-static
(1), impulsive (2) and dynamic (3) impact type, and were highlighted with a
red rectangle. These three impacts were depicted for a detailed view in Figure
6.7. In general a good agreement of the total horizontal impact force between
measurements and numerical model was observed. However, small difference in the
impact signal shape and a general lower numerically computed horizontal impact
force were noted.

Figure 6.7: A detailed view on the quasi-static (1), impulsive (2) and dynamic (3) impact
from test Bi 2 6 (see Table 3.2), comparing the measured and numerically computed total
horizontal impact force.

As a next step the vertical velocities 0.02 m in front of the wall were read
out from the numerical model, at the same location of the pressure sensors. A
distinction was made between air and water flow and the velocities associated with
water flow selected. The time-series of the velocities was then smoothed using
local regression and weighted linear least squares with a factor 0.2. As a next
step the derivative of the smoothed velocity time-series was calculated to derive
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the vertical accelerations of the water body in front of the wall. The so obtained
vertical accelerations were used to calculate the time-varying pressures along the
height of the wall (see Equation 6.10). The time-varying pressures along the wall
height were again integrated over the height and a total horizontal force per meter
width value obtained. Additionally, the time-varying run-up of the leading edge
in front of the wall, as determined in Section 5.2.2, was used to calculate the
hydrostatic force estimate with Equation 6.6.

The hydrostatic horizontal force estimate (see Equation 6.6) and the theoret-
ical force based on the change in vertical acceleration (see Equation 6.10) were
computed and compared to the measured total horizontal impact force (see Figure
6.8). This was done for the three impacts shown in Figure 6.6.

Figure 6.8: Time-series of measured force (black) and theoretical hydrostatic force esti-
mate (blue) and theoretical force (red) for a quasi-static (1), impulsive (2) and dynamic
(3) impact type. The hydrostatic horizontal force estimate was calculated based on hy-
drostatic theory (see Equation 6.6) and using the instantaneous run-up of the bore leading
edge at the wall. The theoretical force estimated was calculated based on the vertical
accelerations of the water mass in front of the wall (see Equation 6.10).

As indicated in Figure 6.8 the maximum error between the hydrostatic force
estimate and the measured impact force could be reduced by 26%-45% with the
theoretical model based on the accelerations of the water body in front of the wall.
However, a mismatch between the theoretically calculated total horizontal impact
force and the measured total impact force remained, especially for the dynamic first
peak F1 of the double peak shape impact force signal. It was most likely due to the
fact that no horizontal accelerations were accounted for by the theoretical model.
This was especially apparent during the time of the first dynamic peak (F1) in the
impact force signal shape. During the time of the dynamic impact the total force
was largely dependant on the horizontal momentum of the incoming bore flow (see
Section 5.3.2). Only when the flow was turned 90◦ and deflected upwards along
the wall, the theoretical model based on the vertical accelerations along the wall,
became more accurate. The theoretical model was also not able to account for
the continuous horizontal in-stream of water in the lower part of the wall, after
the dynamic first impact. As a result an overestimation by the theoretical model
compared to the measured total horizontal impact force was expected even for the
time after the dynamic first peak F1.
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More reasons why the proposed theory was not fully capable of reproducing the
total horizontal impact force signal shape were first deducted from the fact that
accelerations and measurements of impact pressures were obtained from a different
numerical model and a physical model respectively. Small variations (turbulence or
entrained air) in the impacting flow, differences in the distribution of velocities and
accelerations along the wall might have resulted in deviations which were not due to
a failing theory but due to the fact that measurements were obtained from different
models. Only simultaneous and high resolution measurements of impact pressures,
run-up and accelerations at the wall could help to resolve this issue. Furthermore,
the run-up determination using motion tracking might have influenced the result
as well, for example the thin run-up tongue which did not develop full hydrostatic
force, or detached water due to outward reflection at the wall.

6.4 Conclusions

Overtopping bore-induced impact loads on vertical walls were investigated using
large-scale experimental data obtained for a geometrical set-up with mildly sloping
foreshore, dike, promenade and wall, in extremely shallow water conditions. The
bore impact pressures at the wall were measured together with the bore thickness η
[m], bore velocity u [m/s] and run-up at the wall Rh. A process-based investigation
of the impact at the wall was conducted, and dynamic force peaks F1 and quasi-
static force peaks F2 for a double peak impact signal shape were distinguished
(see Chapter 5). In the majority of impact events (∼2/3) the quasi-static force
peaks F2 were larger than the dynamic force peaks F1. The highest force peak
(4.76kN/m in model scale) was of quasi-static nature. In this Chapter, an ad-hoc
review and comparison of existing formulas to predict the dynamic F1 and quasi-
static F2 force peak was conducted based on data related to 60 maximum impacts.
The 60 maximum impacts were derived from two tests (testID 492 and 500 from
the ’DeltaFlume’ data-set). In both tests approximately ∼1000 irregular waves
were generated, with wave conditions similar to storms with a 1,000 and 17,000
annual recurrence interval for the Belgian coast. The first dynamic force peak F1

was related to the incoming bore thickness and velocity. The second quasi-static
force peak F2 was mostly related to the bore thickness in front of the wall or the
instantaneous run-up at the wall. Hence, specific conclusions can be given as:

• Simple momentum flux theory (see Equation 6.5) was adapted as a new
approach to predict the dynamic first peak F1 in the double peak horizon-
tal force impact signal shape. The adapted momentum flux theory was
within the range of prediction accuracy of previously proposed formulas.
The scatter in all formulas was rather high suggesting a stochastic behaviour
of the dynamic overtopping bore-induced impacts on vertical walls. Equa-
tion 2.11 (Robertson et al., 2011) resulted in the most accurate prediction
(σ=8.6 kN/m in Prototype, MAPE=0.9614).

• Also for the quasi-static force peaks F2 it was observed that the scatter in
the previously proposed prediction formulas, especially for the larger force
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peaks, was rather high. Hydrostatic theory was adapted (see Equation 6.8)
and a coefficient C1=0.32 derived to predict the maximum quasi-static force
peak F2 based on the maximum run-up at the wall Rh,max. The adapted
hydrostatic theory resulted in the most accurate prediction (σ=3.23 kN/m
in prototype, MAPE=0.9963) in comparison to previously derived prediction
formulas.

• A more practical insight was that only 80% of the maximum run-up Rh,max
was effectively causing the force on the wall in case of the quasi-static impact
F2. This observation was explained by the unweighing of the water body in
front of the wall due to upward acceleration, splash up and small or detached
run-up tongue of the water in front of the wall.

• A theoretical model based on the vertical accelerations of the water body in
front of the wall was proposed to predict the total horizontal impact force
signal shape. The vertical accelerations were derived from a numerically
OpenFOAM model, which was used to remodel a short duration test from
the ’DeltaFlume’ data-set. As the model only took into account the vertical
acceleration, thus does not consider the horizontal accelerations some fea-
tures of the total impact force shape, notably the beginning of the signal,
were not captured well. Nevertheless, once the incoming flow was turned into
vertical direction the model significantly reduces the overestimation, resulting
from the hydrostatic force estimate.

It was noted, that even after examining the physical process, distinguishing
impact types related to different physical processes (dynamic F1 and quasi-static
F2 force peaks) and using the most meaningful process parameters (either incoming
bore thickness and velocity or run-up height in front of the wall), the prediction
accuracy for each of the approaches was low. It was argued that bore interaction
processes prior to impact (Streicher et al., 2019b; Chen, 2016), non-uniformity of
the bore front (2D-Effects), air-entrainment in the bore (Chen, 2016), and even
small fluctuations and turbulence in the bore caused different bore impact processes
resulting in the stochastic behaviour of the measured force. Statistical analysis was
therefore recommended to further predict force peaks for irregular and broken waves
in shallow water and mild foreshore conditions. Additionally, the development of
bore thickness and bore velocity along the promenade should be studied further
to find a more reliable measurement location of these parameters and study their
change along the promenade width. Also, parameters such as the bore front slope
and its effect on the impact process should be further investigated. To study the
effect of the bore front slope and at the same time ensure repeatability, validated
numerical modelling might be an option. Specifically, the impulsive impacts of very
short duration at the first impact of the bore tip with the wall were expected to be
largely dependent on the bore front slope and need to be further investigated.





Chapter 7

Analysis of statistical impact
force prediction

Waves breaking in shallow water with mildly sloping foreshores and overtopping sea
dikes generate turbulent bores. These bores show complex patterns (see Section
5), especially if they interact with each other during the storm event. When these
turbulent bores meet any structure while travelling over the dike an impact load is
generated inducing a maximum force Fmax on this structure. In Belgium and other
low-lying countries, these dike-mounted structures can be a sea wall or building.
For the design of these structures it is important to predict the maximum expected
impact force. Due to the turbulent and complex interaction patterns of the bore,
a deterministic prediction of the impact force is difficult (see Section 6). Hence,
a statistical analysis of the stochastic bore-induced force peaks was carried out
in this chapter. First a comparison of the data-sets obtained in this study with
existing data-sets and statistical prediction methods was attemped in Section 7.1.
This review resulted in the specific objectives for this chapter (see Section 7.2).
In the following Section 7.3 an appropriate extreme value distribution function
was chosen and the force peaks from individual tests in the ’UGent1’-’UGent3’ and
’DeltaFlume’ data-sets (see Section 7.3.2) were combined into larger samples (more
than ∼100 impacts per sample). Five samples S1-S5 based on the non-dimensional
average overtopping discharge q∗ were created and a Weibull distribution fitted to
the force peaks in the sample. A sensitivity study regarding the sample size (see
Section 7.3.3) and fitting threshold (see Section 7.3.4) was carried out to arrive
at a robust calculation of shape κ and scale λ parameter (see Section 7.3.5). A
statistical relation between the exceedance probability Pm, based on the number
of impacts, and the impact force Fm was presented (see Section 7.4). A novel
prediction methodology was described involving the empirical prediction of the
expected maximum impact force Fmax, together with an estimated exceedance
probability Pm (see Section 7.4.1). An example calculation was carried out in
Section 7.4.2. Finally, the derived conclusions were presented (see Section 7.5).

131



132 7. Analysis of statistical impact force prediction

7.1 Review of existing approaches

Statistical analysis of overtopping bore-induced loads on dike mounted vertical walls
was carried out previously by Van Doorslaer et al. (2017) and Chen et al. (2016).
The ranges of the investigated relative promenade widths Gc/Lt and relative water
depths at the dike toe ht/Hm0,o in their studies was shown in Figure 7.1 together
with the measurements from the ’UGent1’-’UGent3’ and ’DeltaFlume’ data-sets of
this study (see Section 3). The shallow water wave length Lt was calculated with
Equation 2.3.

Figure 7.1: Relative promenade width Gc/Lt and relative water depth at the dike toe
ht/Hm0,o for Chen et al. (2016); Van Doorslaer et al. (2017) plotted together with the
measurements from data-set ’UGent1’-’UGent3’ and ’DeltaFlume’ (see Section 3).

As expected the ranges of relative water depths for which the Van Doorslaer
et al. (2017) data-set is valid varies significantly from the relative water depths
obtained for this study. Furthermore there is an overlap between the range of
relative water depth and non-dimensional promenade width between the Chen
et al. (2016) data-set and the data-sets used in this study (’UGent1’-’UGent3’ and
’DeltaFlume’). The data-sets from the present study were obtained for relative
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water depths at the dike toe between ht/Hm0,o=0.05-0.80 and non-dimensional
promenade widths between Gc/Lt=0.02-0.36 (see Table 3.8). Which is an ex-
tension of the Chen et al. (2016) data-set towards shallower relative water depths
and larger non-dimensional promenade widths. Additionally, a second dike slope
cot(α)=2 and a variable promenade width Gc=5− 30 m in prototype was investi-
gated for the data-sets of the present study (’UGent1’-’UGent3’ and ’DeltaFlume’).

The seven-step procedure introduced by Chen et al. (2016) was used (see Equa-
tion 2.19 to Equation 2.25) to calculate the maximum expected impact force based
on the parameters of the data-set ’UGent1’-’UGent3’ and ’DeltaFlume’ and com-
pare the result to the measured maximum impact force of the tests in data-set
’UGent1’-’UGent3’ and ’DeltaFlume’ (see Figure 7.2).

Figure 7.2: The calculated maximum bore-induced impact force after Chen et al. (2016)
compared to the measured maximum bore-induced impact force for the tests in data-set
’UGent1’-’UGent3’ and ’DeltaFlume’.

Based on this comparison it was concluded that the prediction after Chen
et al. (2016) works especially well for the larger maximum force peaks. Below
approximately 50 kN/m the predicted values were larger compared to the measured
maximum force peaks. Hence, an improved prediction accuracy in this range, as
well as reducing the general scatter, was aimed for.

As shown in Figure 7.1 the range of tested parameters with the Van Doorslaer
et al. (2017) statistical methodology was outside the range of tested parameters of
the data-sets ’UGent1’-’UGent3’ and ’DeltaFlume’. It was also noted that the cal-
culated values were significantly under-predicted, probably due to the fact that the
mean impact force Fmean, which again is highly dependent on the threshold above
which force peaks were selected for analysis, was used to compute the empirical
relation for the scale parameter. Furthermore, the parameter Rc, distance between
still water level and the top of the wall, is not apparent for a non-overtopped wall
as investigated for this study. Hence, no direct comparison was attempted. Never-
theless, the comparison of methodologies of Chen et al. (2016) and Van Doorslaer
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et al. (2017) yields useful insights (see Section 2.4.2) for the prediction methodol-
ogy attempted in this study.

7.2 Specific objectives

The overall aim of this study was to establish a statistical relation between the
average overtopping discharge q [m3/s per m] and the distribution of impact loads
induced by an overtopped bore on a dike mounted vertical structure, in order
to predict Fmax together with its exceedance probability Pm. The bores were
generated by irregular breaking waves in mildly sloping foreshore conditions and for
relative water depths a the dike toe ranging from very to extremely shallow (after
Hofland et al. (2017)). The detailed objectives were:

1. To increase the test range compared to Chen et al. (2016) towards larger
relative promenade widths (Gc/Lt=0.04-0.50) and extremely shallow water
depths at the dike toe (ht/Hm0,o=0.05-0.80).

2. To establish the link between average overtopping discharge q [m3/s per m]
and distribution of bore-induced force peaks, by using the average overtop-
ping discharge q [m3/s per m] as a key variable in the derived prediction
methodology.

3. To perform the statistical fitting on sufficiently large samples of force peaks,
in order to ensure a robust analysis. A sensitivity study of the sample size
and fitting threshold should be conducted as part of the analysis.

4. To select an extreme value distribution and determine the statistical param-
eters for each sample. The scatter in the statistical parameter should now
be minimized due to the large enough sample size.

5. To develop a statistical prediction methodology for maximum overtopped
bore-induced loads on dike mounted walls.

6. To discuss the predictive capability of the proposed methodology based on
data obtained from a different experimental data-set.

7.3 Data analysis and methods

An appropriate extreme value distribution function was chosen (see Section 7.3.1),
the bore-induced force peaks from ’UGent1’-’UGent3’ and ’DeltaFlume’ data-sets
(see Section 7.3.2) combined into a larger sample (more than ∼100 force peaks per
sample). Five samples S1-S5 based on the non-dimensional average overtopping
discharge q∗ were distinguished and a Weibull distribution fitted to the force peaks
in each sample. A sensitivity study regarding the sample size (see Section 7.3.3)
and fitting threshold (see Section 7.3.4) was carried out to arrive at a robust
calculation of shape κ and scale λ parameter (see Section 7.3.5).
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7.3.1 Choice of statistical distribution function

Previously the applicability of several statistical extreme value distributions for the
statistical analysis of maximum overtopping bore-induced loads on vertical walls
was investigated by Chen et al. (2016), leading to the best-fit for a Generalized
Pareto distribution. Nevertheless, the mean RMSE was in a similar range for a
Weibull distribution in their studies. The good performance of a Weibull distri-
bution for the statistical study of overtopping bore-induced loads on vertical walls
was confirmed in another study (Van Doorslaer et al., 2017). Both, Weibull and
Generalized Pareto distribution were considered extreme value distributions. The
Weibull distribution is based on two parameters while the Generalized Pareto dis-
tribution is based on three, adding more complexity for similar accuracy in the
outcome (Chen et al., 2016). Hence, the Weibull distribution was chosen for this
study. The exceedance probability Pm [%] of the non-dimensional overtopping
bore-induced force F ∗ [-] for a Weibull distribution was given in Equation 7.1 with
the shape κ and scale λ parameter,

Pm = exp(−[
F ∗

λ
]κ). (7.1)

The non-dimensional overtopped bore impact force F ∗ [-] as defined in Equation
7.4 was used. The linearised Weibull distribution (see Equation 7.2) was used for
the fitting of shape κ and scale λ parameter to the force peaks of the samples
S1-S5 (see Section 7.3.5),

log(λ) +
1

κ
· log(−ln(Pm)) = log(F ∗). (7.2)

For plotting positioning of the data points Equation 7.3 was used for the ex-
ceedance probability Pm. Where m was the considered force peak and NI the total
number of force peaks per sample ranked from high to low,

Pm =
m

NI + 1
. (7.3)

7.3.2 Generation of data-samples for statistical analysis

For statistical analysis homogeneity of the processes in the data-sets ’UGent1’-
’UGent3’ and ’DeltaFlume’ was required. The homogeneity for the data-sets
was demonstrated (see Section 3 and Figure 3.21) with the average overtopping
discharge q being comparable and in the same predicted range for all data-sets
(’UGent1’-’UGent3’ and ’DeltaFlume’). Furthermore, the recorded force peaks fol-
lowed a similar distribution for all model tests (see Section 3 and Figure 3.27). It
is therefore assumed that the physical processes between model tests ’UGent1’-
’UGent3’ and ’DeltaFlume’ were sufficiently homogeneous. It could be argued
that the impact type quasi-static, dynamic or impulsive (see Section 5) was non-
homogeneous. Hence, it was first attempted in this study to select only force peaks
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from quasi-static impact types. No significant statistical difference to a case where
also the dynamic and impulsive impact types were included was found. Hence, it
was decided to include force peaks from all impact types for statistical analysis.
Additionally, the force peaks from repetition tests and parallel measurement of
two load cells as well as integrated pressures were included. This automatically
improves the second key criteria for a robust statistical analysis; a sufficient num-
ber of data points available for the fitting of the extreme value distribution. The
data points were comprised from bore-induced force peaks recorded in the data-sets
(’UGent1’-’UGent3’ and ’DeltaFlume’). For a detailed description on how the force
peaks for each data-set were detected it is referred to section 3. In total 145 tests
with different geometrical and hydraulic parameters were selected (see Table 7.1).
139 of the 145 selected tests had a duration of approximately 1,000 offshore waves.
Only 6 (testID: 493 494 495 504 424 425) of the selected 145 tests had a duration
of approximately 3,000 offshore waves. For each test the non-dimensional average
overtopping discharge q∗ [-] and the non-dimensional maximum Force F ∗max [-]
were calculated based on Equation 7.4 and Equation 7.5 respectively,

F ∗max =
Fmax

ρ · g ·Ac ·Hm0,t
, (7.4)

q∗ =
q√

g · ht · Lt ·Gc
. (7.5)

Where, Fmax [N/m] was the measured maximum force per test, q [m3/s · m]
the average overtopping discharge, ρ the salt water density with 1029 kg/m3, g the
gravitational acceleration with 9.81 m/s2, Ac [m] the crest freeboard, Hm0,t [m]
the incident spectral wave height at the dike toe, Tm−1,0,t [s] the spectral wave
period at the dike toe, ht [m] the water depth dike toe and the promenade width
Gc [m]. The shallow water wave length was calculated with Equation 2.3.

The non-dimensional average overtopping discharge q∗ [-] was then plotted
against the non-dimensional maximum Force F ∗max [-] in Figure 7.3 for the indi-
vidual tests of each data-set (’UGent1’-’UGent3’ and ’DeltaFlume’).

A linear best-fit line was derived, using linear least square fitting method, for
the non-dimensional average overtopping discharge q∗ against the non-dimensional
maximum force F ∗max (see Equation 7.6). The according coefficient of determina-
tion was R2=0.79,

F ∗max = 3827.4 · q∗. (7.6)

It was noted that for tests, especially for low non-dimensional maximum impact
forces F ∗max and average overtopping discharges q∗ the number of selected force
peaks was low as well. For example in a test with hydrodynamic conditions similar
to a storm with an annual recurrence interval of 1,000 years at the Belgian coast
(testID 430-439 and testID 500), there were only ∼80 force peaks available. Any
analysis on the extreme force peaks, for example the upper 10% would result in
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Figure 7.3: The non-dimensional average overtopping discharge q∗ plotted against the
non-dimensional maximum impact force F ∗

max for each test of the data-sets ’UGent1’-
’UGent3’ and ’DeltaFlume’ (left figure). The same data points on a logarithmic scale
(right figure) introducing the boundaries (vertical black lines) for sample S1-S5. The red
circle indicates the average value per sample S1-S5.

8 force peaks for statistical analysis. A statistical analysis on 8 force peaks does
not seem to be very reliable. A storm with an annual recurrence interval of 1,000
years is already a severe event and should be reliably accounted for by any predic-
tion tool. Hence, it was decided to group several tests into samples based on the
non-dimensional average overtopping discharge q∗ [-]. Five samples S1-S5 were
generated. The boundaries for the five samples were derived based on suggested
average overtopping limits for vehicles and people on the promenade or yachts be-
hind the coastal defense structure (Eurotop, 2016). In Eurotop (2016) five average
overtopping regimes (q=0− 5 l/s per m, q=5− 10 l/s per m, q=10− 20 l/s per
m, q=20− 75 l/s per m, q> 75 l/s per m in prototype) were distinguished with ac-
cording damage criteria (see Table 7.1). The other parameters were kept constant:
Gc=10 m, Ac=2.5 m, ht=0.5 m, Tm−1,0,t=20 s, Hm0,t=1.5 m in prototype. The
geometrical parameters are one example for a Belgian coastal cross section and
hydraulic conditions in the range of a storm with an annual recurrence interval of
1,000 years. The non-dimensional overtopping discharge q∗ was used to determine
the sample boundaries (see Figure 7.3, right). The x-axis is plotted in logarithmic
scale to better show the region of lower non-dimensional overtopping discharges
q∗ for the samples. All tests and according force peaks were gathered into the
samples S1-S5 based on the non-dimensional overtopping discharge q∗ (see Table
7.1). In total 145 individual tests were used in this study, resulting in 36,756 force
peaks for statistical analysis.

For the low non-dimensional overtopping discharges (sample S1 and S2) the
number of force peaks was still rather low (93 and 314 respectively). This was
simply because of the fact that lower non-dimensional average overtopping dis-
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Table 7.1: Characteristics of sample S1-S5 based on the impacts from the data-sets
’UGent1’-’UGent3’ and ’DeltaFlume’. The sample boundaries where determined based
on damage criteria related to an average overtopping discharge q (Eurotop, 2016)

Data sample Average overtopping
q [l/s per m]

q∗ [-]
(Eq. 7.5)

Total nr. of
tests [-]

Total nr. of
impacts [-]

Eurotop (2016)

S0 0-443
0
-

7.1210 · 10−3

145 37090 -

S1 0-5
0
-

7.5851 · 10−5

15 93
safe for cars (Hm0 <3m),
people (Hm0 <1) and larger
yachts (Hm0 >1)

S2 5-10
7.5851 · 10−5

-

1.5170 · 10−4

13 304

safe for cars (Hm0 <2),
people (Hm0 <1), sink-
ing small boats (Gc=5-
10m), damage large yachts
(Hm0=3-5)

S3 10-20
1.5170 · 10−4

-

3.0340 · 10−4

38 2,327

safe for cars (Hm0==2),
people (Hm0=<1), signifi-
cant damage or sinking larger
yachts (Hm0=>5)

S4 20-75
3.0340 · 10−4

-

1.1377 · 10−3

56 11,190

safe for cars (Hm0 <1,
h <0.3m), not safe for peo-
ple, significant damage or sink-
ing larger yachts (Hm0=3-5)

S5 >75
1.1377 · 10−3

-

7.1210 · 10−3

23 23,176
not safe for cars, people and
yachts

charges also led to fewer overtopping volumes and consequently less bore-induced
impacts measured at the wall. In the following Section 7.3.3 it was investigated
whether the number of force peaks per sample was sufficient for statistical analysis.
The underlying assumption, when using the average overtopping to determine the
sample boundaries, was that increased average overtopping discharge q resulted
in larger individual overtopping volumes (Eurotop, 2016) and finally lead to larger
forces measured on the wall. At the same time (Eurotop, 2016) states that a
similar average overtopping discharge q can be caused by small waves and low-
crested freeboards (many small individual overtopping volumes) or by large waves
together with larger freeboards (few large individual overtopping volumes). De-
pending which scenario was tested this would also effect the loading of the wall.
Despite this controversy, it was only considered significant if the statistical anal-
ysis for two tests in the same range of average overtopping q would have shown
inconsistencies. Another supporting argument to use the average overtopping dis-
charge q over the maximum individual overtopping volumes Vmax was of practical
nature; unlike for the maximum individual volumes, the average overtoppind dis-
charge has been extensively investigated and there are existing empirical (Altomare
et al., 2016; Van Gent, 1999b) and numerical (Suzuki et al., 2017) approaches
to calculate the average overtopping discharge q in mildly sloping foreshores and
shallow water conditions.



7.3. Data analysis and methods 139

7.3.3 Sensitivity of sample size for statistical analysis

The sample size, number of force peaks used for fitting, determines the Weibull
parameter estimation accuracy. To study the sensitivity of the sample size a
bootstrap-kind approach was used (James et al., 2013). The samples S1-S5 were
used for this sensitivity analysis. For each sample a sub-sample with n randomly
selected force peaks was created. For this sub-sample the Weibull distribution pa-
rameters (κ and λ) were estimated using Equation 7.2 and an upper 15% fitting
threshold (see Section 7.3.4). This was repeated 1,000 times for each sample size
n and the mean parameter and standard deviation calculated (Equation 4.1 and
Equation 4.2 respectively). Where, n is the sub-sample size, A the investigated
parameter (κ and λ) and σ the standard deviation. Then the sub-sample size n
was varied ranging from 10-200 samples and the same process was repeated. One
subsequently studies the sample size effect on the parameters (κ and λ) together
with its standard deviation. For a visual comparison the evolution of the parameter
(κ and λ) as a function of the sample size n, together with the 95% confidence
interval (CI) as 1.96 times the standard error was computed. The result for sample
S4 was displayed (see Figure 7.4).

Figure 7.4: Sensitivity of shape κ and scale λ parameter in dependence of sample size
n. Data sample S4 was chosen for investigation (Table 7.1). The shape κ and scale λ
parameter were plotted together with the 95% confidence interval.

While the shape parameter κ converged fast towards a constant value already
for a sample size of 40, the scale parameter λ required a larger sample size to
converge to a rather constant value. A sample size of 100 was indicated as a safe
sample size but already for a sample size 50–100 the scale parameter was considered
a rather constant value. The findings for S4 can be applied to the sub-samples S1,
S2, S3 and S5 as well (see ANNEX D).



140 7. Analysis of statistical impact force prediction

7.3.4 Sensitivity of the fitting threshold for statistical analysis

In previous studies the upper 20% (Van Doorslaer et al., 2017) and the upper 10%
(Chen et al., 2016) of force peaks were defined as fitting thresholds for an extreme
value distribution. This upper fitting thresholds were based on the findings from
statistical analysis of individual overtopping volumes, where a 10% upper thresh-
old (Hughes et al., 2012) or all values above the mean value (Victor et al., 2012)
were used. Especially the 10% upper fitting threshold yield in a better represen-
tation of the extreme tail of the overtopping volume distribution, while sacrificing
accuracy in the lower volume range of the distribution. It was recommended to
further elaborate on the upper fitting threshold in the case of extreme force peak
samples (Chen et al., 2016). For this purpose the data sample S4 (see Table 7.1)
was used and change in shape κ and scale λ parameter depending on the fitting
threshold investigated (see Figure 7.5). The goodness-of-fit was evaluated using
the coefficient of determination R2 and standard deviation σ of the residuals as
given in Equation 6.7 and Equation 4.2 respectively.

For the sensitivity study the fitting threshold was varied between 7% to 100%.
This means that 7% to 100% of the non-dimensional force peaks from the sample
were used for fitting the statistical distribution. The goodness-of-fit parameters R2

and standard deviation σ of the residuals were evaluated together with the shape
κ and scale λ parameter of the Weibull distribution (see Figure 7.5).

The shape parameter κ was rather stable and showed only slight increase with
increasing fitting threshold. The scale parameter λ increased linearly with increas-
ing fitting threshold 10%. This was partly expected, as the scale parameter λ was
expected to change when an increasing number of smaller non-dimensional force
peaks were included in the fitting. Hence, an engineering choice for a fitting thresh-
old taking into account a sufficient number of extreme events, while minimizing the
standard deviation σ and maximizing the coefficient of determination R2 for the
fitted curve, had to be made. Ideally the threshold was chosen as high as possible
to fit to the extreme non-dimensional force peaks but as low as necessary to have
enough events for the fitting (see Section 7.3.3). Together with the information
of the goodness-of-fit parameters, a fitting threshold for further analysis at 15%
was finally chosen. This means only the upper 15% of the ranked non-dimensional
force peaks per sample were chosen for the fitting of the Weibull distribution to the
force peaks in Section 7.3.5. For sample S1 this resulted in only 10 force peaks for
further analysis (see Table 7.2). Nevertheless, it was decided to not further increase
the fitting threshold in order to focus the analysis on the extreme non-dimensional
force peaks.

7.3.5 Statistical fitting of Weibull distribution to the samples

The linearized Weibull distribution (see Equation 7.2) was fitted to the upper 15%
of non-dimensional force peaks for the samples S1–S5. Least squares method was
used for the fitting and shape κ and scale λ parameter derived for each sample.
With shape κ and scale λ parameter parameter the best-fit line for the upper
15% non-dimensional force peaks was derived and plotted together with all non-



7.3. Data analysis and methods 141

Figure 7.5: Calculated κ and scale λ parameter for S4 in dependence of the high-pass
threshold. The coefficient of determination R2 and standard deviation σ are calculated
accordingly.

dimensional force peaks (blue) and the upper 15% of non-dimensional force peaks
(red) in Figure 7.6.

Visually, it was concluded that the linearized best-fit line (see Figure 7.6, graph-
ics on the right hand sided) fits well the upper 15% of non-dimensional force peaks
and that the shape of the distributions was similar for the samples S1-S5. To
make the result of the statistical analysis more comparable between the samples
S1-S5, it was decided to select randomly 13 tests per sample and perform the
fitting on the according non-dimensional force peaks. As one test usually consisted
of ∼1,000 offshore waves (only in few cases ∼3,000 offshore waves were tested),
in total ∼13,000 offshore waves were considered per sub-sample. Shape κ and
scale λ parameter were then determined for the 13,000-offshore-wave-sub-sample.
This procedure was repeated 1,000 times, each time selecting randomly 13 tests
per sample, and the shape κ and scale λ parameter derived. The averaged sub-
sample size, shape κ and scale λ parameter together with their standard deviation
were calculated for each sample S1-S5 (see Table 7.2) Only for sample S1 and
S2 the average number of non-dimensional force peaks used for the fitting was
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Figure 7.6: Plotting positioning of the impacts and best-fit line (left figure). Fitting of
the linearised Weibull extreme value distribution to the upper 15% of impacts (red dots)
and derived shape κ and scale λ parameter for sample S1-S5 (right figure).
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below the critical number of 50 non-dimensional force peaks (see Section 7.3.3).
Despite this, the κ and scale λ parameter derived were following the trend of the
other samples (except from S2 showing slightly lower values) and it was carefully
concluded that the result for S1 and S2 was reliable as well. As a next step, the
average shape κ and scale λ parameter for sample S1-S5 were plotted against the
mean non-dimensional average overtopping discharge (q∗) for each sample S1-S5

(see Figure 7.7).

Figure 7.7: Scale λ (left figure) and shape κ (right figure) parameter for sample S1-S5

were plotted over the non-dimensional average overtopping discharge q∗, together with
the best-fit lines.

It was noted that the scale λ parameter showed a linear trend and the shape
κ parameter an exponential decay trend over the non-dimensional average over-
topping discharge q∗ (note that the x-axis in Figure 7.7 was plotted in logarithmic
scale for better visualization of the lower q∗). Hence, a linear best-fit and expo-
nential best-fit line were derived for shape κ and scale λ parameter respectively
(see Equation 7.8 and Equation 7.7),

λ = 436.69 · q∗ + 0.0832, (7.7)

κ = 0.4362 · q∗(−0.0965). (7.8)

The fitting was done using linear least squares method. The standard deviation
of the best-fit lines was larger for the shape parameter and the samples S1 and
S2 (see Table 7.2). This was explained by the average number of non-dimensional
force peaks used for the fitting, which was below the critical number of 50 for S1

and S2. However, even shape κ and scale λ for sample S1 and S2 followed closely
the best-fit line.
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Table 7.2: Fitting parameters for sample S1-S5

Data sam-
ple

Average overtopping
q [l/s per m]

Nr. of
waves [-]

Nr. of force
peaks F∗ [-]

Shape (κ)
parameter [-]

σ
Eq. 4.2

Scale (λ)
parameter [-]

σ
Eq. 4.2

S1 0-5 ∼13,000 ∼10 1.2008 0.8494 0.1147 0.0394

S2 5-10 ∼13,000 ∼35 1.0089 0.2914 0.1048 0.0212

S3 10-20 ∼13,000 ∼92 0.9898 0.0609 0.1709 0.0178

S4 20-75 ∼13,000 ∼302 0.8863 0.0529 0.4173 0.0649

S5 >75 ∼13,000 ∼1,481 0.8182 0.0707 0.7725 0.2435

7.4 Results and discussion

The results of the empirical study to predict the maximum expected impact force
Fmax and the statistical study to predict the force Fm related to an exceedance
probability Pm will be presented and discussed in Section 7.4.1. The novel method-
ology to combine the findings from empirical and statistical analysis is given in this
Section and an example calculation executed in Section 7.4.2.

7.4.1 Prediction method for maximum overtopped bore loads

In Section 7.3.5 the shape κ and scale λ parameter for a Weibull distribution were
derived as a function of the mean non-dimensional average overtopping discharge
q∗ for each sample S1-S5. This resulted in Equation 7.8 for the shape κ and
Equation 7.7 for the scale λ parameter. Substituting them into Equation 7.2 the
non-dimensional force F ∗ can be calculated as a function of the return period
Pm. For varying return periods Pm this exercise was repeated and displayed as the
curved lines in Figure 7.8. The bold curved lines represent the area where data
was available to derive the best-fit line for shape κ and scale λ parameter and the
thinner outer part of the curved line were the extrapolated areas. The red dots in
Figure 7.8 represent the mean value of the individual tests in each sample S1-S5.
The boundaries of the samples S1-S5 were indicated with black vertical lines in
Figure 7.8.
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Figure 7.8: Prediction chart with combined empirical (Fmax) and statistical (Fm with
according Pm) result.

Following, the non-dimensional average overtopping discharge q∗ was plot-
ted against the non-dimensional force F ∗ in for each test in this study (grey
circles in Figure 7.8). Furthermore, the previously established empirical relation
between non-dimensional average overtopping discharge q∗ and the maximum non-
dimensional force F ∗max was introduced as a dotted black line in Figure 7.8). This
was possible as the same parameters on x-axis (non-dimensional average overtop-
ping discharge q∗) and y-axis (non-dimensional force F ∗) were used for both, the
statistical and empirical analysis. As a result, one achieved an overlay of statis-
tical (curved lines with exceedance probabilities Pm) and empirical (dotted line
for F ∗max) prediction tools. To further elaborate on the use of such overlay a
prediction methodology was developed in 6 steps, to showcase the benefits of a
combined statistical and empirical prediction of maximum overtopped bore loads
on dike mounted vertical walls (see Figure 7.9).

The input parameters for the calculation were the average overtopping discharge
q [m3/s per m], the crest freeboard Ac [m], the promenade width Gc [m], the water
depth at the dike toe ht [m], the incident spectral wave height Hm0,t [m] and
period Tm−1,0,t [s] at the dike toe location. Note, that the incident spectral wave
conditions were derived for a situation without the dike present, to avoid influence
from reflected waves and focus the analysis on purely incident waves.

1. Based on the input parameters the shallow water wave length Lt was calcu-
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lated with Equation 2.3, as well as the non-dimensional average overtopping
discharge q∗ with Equation 7.5.

2. The empirical relation in Equation 7.6 (see Section 7.3.2) was used to derive
the non-dimensional maximum expected impact force F ∗max. Alternatively,
Figure 7.8 can also be used to derive the non-dimensional maximum expected
impact force F ∗max in this step. With F ∗max, the dimensional maximum
expected impact force Fmax can be calculated with Equation 7.4.

3. Shape κ and scale λ parameter were computed by making use of Equation
7.8 and Equation 7.7. Alternatively, shape κ and scale λ can also be read
from Figure 7.8.

4. Equation 7.1 can be used together with the maximum expected impact force
Fmax from step 2) to calculate the exceedance probability Pm. Note, that
the exceedance probability Pm was derived for the number of impacts in
a storm with 13,000 offshore waves. Alternatively, Figure 7.8 can be used
for a visual interpretation in this step, with the non-dimensional average
overtopping discharge q∗ [x-axis] and non-dimensional maximum expected
impact force F ∗ (y-axis) as input parameters. If the obtained exceedance
probability Pm is considered too high/low or the storm duration of 13,000
offshore waves is considered too long, an engineering choice can be made to
derive a new exceedance probability Pm−new as outlined in Section 7.4.2.

5. The force Fm related to the adapted exceedance probability Pm−new can
now be calculated by solving Equation 7.1 for the impact force Fm and
substituting Equation 7.8 and Equation 7.7 for the shape κ and scale λ
parameter. Finally, one may consider ∼20% variability in impact force due
to stochastic non-repeatability, scale- and model effects (see Section 4).

The output is a design force FD in Newton per meter, together with an ex-
ceedance probability Pm. The exceedance probability Pm can be interpreted as
the probability that the design force FD will be exceeded for a storm with 13,000
offshore waves and for a geometry (Ac, Gc) and storm conditions (ht, Hm0,t,
Tm−1,0,t, q) specified in the input parameters.
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Figure 7.9: Six-step prediction methodology for overtopped bore-induced impacts on dike
mounted walls.

7.4.2 Example calculation for prediction methodology

To provide an example of the described combined empirical and statistical predic-
tion methodology (see previous Section 7.4) a test from a similar test campaign was
selected (Chen et al., 2016). As shown in Figure 7.1 the range of test parameters
in the study from Chen et al. (2016) overlaps with the range of test parameters in
this study. A single test was chosen to showcase the new prediction methodology
(see Table 7.3).

The selected test featured a 1-tot-35 foreshore slope, a 1-to-3 dike slope, com-
parable to a typography for countries with low lying coastlines. Values are given
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Table 7.3: Input parameters for the example calculation. Values were given in prototype.

q Ac Gc ht Hm0,t Tm−1,0,t ρ g

[m3/s · m] [m] [m] [m] [m] [s] [kg/m3] [m/s3]

0.12204 1.3 12.5 1.275 0.725 55.9 1029 9.81

in prototype using Froude similarity and a length-scale factor 1-to-25. In case the
average overtopping discharge or incident spectral wave parameters at the dike toe
were not measured, existing prediction tools can be used. It was previously shown
that the average overtopping discharge q in shallow water and mild foreshore con-
ditions can be empirically (Altomare et al., 2016) and numerically with SWASH
(Suzuki et al., 2017) derived. The incident spectral wave period at the dike toe
was empirically derived by Hofland et al. (2017). For a more detailed analysis
SWASH has also proven to be capable to reproduce the spectral wave parameters
for the dike toe location including directional spreading (Suzuki et al., 2015). The
six-step prediction methodology described in Section 7.4.2 was followed to derive
the maximum Fmax and design FD impact force for an exceedance probability Pm:

1. The shallow water wave length Lt (see Equation 2.3) and non-dimensional
average overtopping discharge q∗ (see Equation 7.5) are calculated,

Lt = Tm−1,0,t ·
√
g · (ht ·Hm0,t) = 55.9·

√
9.81 · (1.275 + 0.725 = 247.61[m],

q∗ =
q√

g · ht · Lt ·Gc
=

0.12204√
9.81 · 1.275 · 247.61 · 12.5

= 6.2026 ·10−4 [−].

2. The maximum expected impact force Fmax (see Equation 7.6) will be cal-
culated in the next step,

F ∗max = 3827.4 · q∗.

Substituting Equation 7.4 and Equation 7.5 into Equation 7.6 the following
expression is derived and solved for Fmax,

Fmax
ρ · g ·Ac ·Hm0,t

= 3827.4 · q√
g · ht · Lt ·Gc

,

Fmax = 1029 · 9.81 · 1.3 · 0.725 · 3827.4 · 0.12204√
9.81 · 1.275 · 247.61 · 12.5

,
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Fmax = 22586.20 [N/m].

Having calculated Fmax, the non-dimensional maximum expected impact
force F ∗max can be computed with Equation 7.4,

F ∗max =
Fmax

ρ · g ·Ac ·Hm0,t
=

22586.20

1029 · 9.81 · 1.3 · 0.725
= 2.559 [−].

The yellow star in Figure 7.10 shows the result of non-dimensional aver-
age overtopping discharge q∗ plotted against the non-dimensional maximum
expected impact force F ∗max.

Figure 7.10: Example calculation using the prediction chart (see Figure 7.8) and predic-
tion methodology (see Figure 7.9).

The non-dimensional average overtopping discharge q∗ for this test is located
in Sample S4 in Figure 7.10. After Eurotop (2016) this is related to the
overtopping damage criteria: ’safe for cars (Hm0 <1 m, h <0.3 m), not safe
for people and significant damage or sinking of larger yachts (Hm0=3− 5 m)’
(see Table 7.1).
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3. Shape κ and scale λ parameter are computed using Equation 7.8 and Equa-
tion 7.7,

λ = 436.6886·q∗+0.0832 = 436.6886·6.2026·10−4+0.0832 = 0.3276 [−],

κ = 0.4362 · q∗(−0.0965) = 0.4362 · (6.2026 ·10−4)(−0.0965) = 0.8896 [−].

4. The exceedance probability Pm is derived using Equation 7.1 and the calcu-
lated shape κ and scale λ parameter as well as the non-dimensional maximum
expected impact force F ∗max,

Pm = exp(−[
F ∗

λ
]κ) = exp(−[

2.559

0.3276
]0.8896) = 0.0029998.

Alternatively this result can also be read from Figure 7.10, indicated with
the yellow star.

5. In this step the ’engineering choice’ was made to change the exceedance
probability Pm to match a storm with 1,000 offshore waves. The exceedance
probabilities in Figure 7.8 were derived for impacts resulting from a storm
with ∼13,000 offshore waves. The number of impacts for sample S4 and a
storm with 13,000 offshore waves is NI=358 (see Table 7.2). Note, that the
value 302 are the 15% highest impacts used for the fitting. By multiplying
302 with a factor 1.85 (to arrive at 100% of the impacts again) and further
multiplying by a factor 1,000/13,000=0.0769 (to reduce the 13,000 to 1,000
offshore waves), a new number of impacts is derived NI−new for a similar
storm with 1,000 offshore waves. The underlying assumption is here that
the number of impacts reduces proportional to a reduction in the number
of offshore waves. Based on NI−new and setting i=1 (for the maximum
impact) a new exceedance probability Pm−new is calculated, representing
the exceedance probability for the maximum impact force during a storm
with 1,000 offshore waves,

Pm−new =
i

NI · 1.85 · 0.0769 + 1
=

1

302 · 1.85 · 0.0769 + 1
= 0.022745.

Hence the impact force Fm for the new exceedance probability Pm−new is
calculated by solving Equation 7.1 for the impact force and substituting Pm
with Pm−new. The previously computed shape κ and scale λ parameter are
used (they are statistically robust),

Fm
ρ · g ·Ac ·Hm0,t

= 10(log(λ)+
1
κ ·log(−ln(Pm−new))),
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Fm
ρ · g ·Ac ·Hm0,t

= 10(log(0.3276)+
1

0.8896 ·log(−ln(0.022745))) = 1.580,

Fm = 1029 · 9.81 · 1.3 · 0.725 · 10(log(0.3276)+
1

0.8896 ·log(−ln(0.022745))),

Fm = 15034.56 [N/m].

The newly computed force Fm was non-dimensionalized using Equation 7.4
and plotted together with the exceedance probability Pm−new=0.001 in Fig-
ure 7.10 as a green star.

6. In this step 20% of Fm were added to Fm in order to derive the design force,
accounting for stochastic non-repeatability, scale- and model-effects,

FD = Fm + Fm · 0.2 = 15034.56 + 15034.56 · 0.2,

FD = 18041.47 [N/m].

FD is now the maximum design force for a storm with the duration of ∼1,000
offshore waves and including an uncertainty factor of 20% to account for stochastic
effects.

7.5 Conclusions

In this Section a new statistical analysis methodology to predict maximum over-
topping bore-induced loads on dike mounted vertical walls in shallow water and
mild foreshore conditions was presented. Tests from several experimental data-sets
(’UGent1’-’UGent3’, ’DeltaFlume’) were combined in samples, to overcome the
issue of too little data points for robust statistical analysis. The subdivision into
samples was done based on an empirical relation between non-dimensional average
overtopping discharge q∗ and non-dimensional maximum impact force F ∗max and
the boundaries of the samples were set based on suggested values from Eurotop
(2016). A sensitivity study on sample size and fitting threshold was conducted and
the shape κ and scale λ parameter for the samples derived. The best-fit line for the
distribution parameters was computed to enable a statistical prediction. Finally,
the novel prediction methodology was presented in a 6-step approach to arrive
at a design force FD for a given overtopping condition, hydraulic and structural
parameters. More detailed conclusions were:
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• The range of application of the ’UGent1’-’UGent3’, ’DeltaFlume’ data-set
was in the range of previously derived data-sets (Chen et al., 2016), with
an extension towards larger relative promenade widths Gc/Lt=0.04-0.5 and
extremely shallow waters ht/Hm0,o <0.3 (after Hofland et al. (2017)).

• A new empirical link between the non-dimensional maximum measured im-
pact force F ∗max and the non-dimensional average overtopping discharge q∗

for the tests from ’UGent1’-’UGent3’, ’DeltaFlume’ was established, to pre-
dict the maximum impact force Fmax.

• Five data samples S1-S5 were generated for robust statistical analysis from
the force peaks of the data-sets ’UGent1’-’UGent3’and ’DeltaFlume’. The
sample boundaries were set based on the non-dimensional average overtop-
ping discharge q∗ and suggested values from Eurotop (2016).

• A sensitivity study revealed that approximately 50 force peaks were required
for robust fitting of the statistical distribution to the force peaks. Further-
more, a sensitivity study of the upper fitting threshold was conducted and an
upper 15% fitting threshold selected. Only force peaks above this threshold
were further used for the fitting of a Weibull distribution to the data.

• Statistical distribution parameters, shape κ and scale λ parameter, were
derived for a Weibull distribution and for each sample S1-S5. The best-fit
line for shape κ and scale λ parameter over the non-dimensional average
overtopping discharge q∗ for the five samples was calculated and showed a
very stable behaviour (R2=0.9873 for shape κ and R2=0.9925 for scale λ
parameter).

• Finally, a novel prediction methodology was developed, combining the empir-
ical and statistical prediction presented in this section. A maximum expected
impact force Fm can be calculated together with its exceedance probability
Pm. The exceedance probability Pm can be interpreted as the probability
that Fm will be exceeded for a storm with 13,000 offshore waves and hy-
draulic boundary conditions (ht, Hm0,t, Tm−1,0,t, q) specified together with
the structural information (Ac, Gc) in the input parameters.

• A new 6-step approach was presented to arrive at the design force FD includ-
ing the possibility to adjust the exceedance probability (engineering choice)
by changing the number of considered offshore waves for the prediction.

An example calculation was performed to showcase the newly derived prediction
methodology for a test from the Chen et al. (2016) data-set. This served as a
first indication that the presented prediction methodology was not out of range.
Despite this first confirmation, further validation of the prediction methodology is
required, ideally from prototype measurements. Furthermore, the practicability can
be improved by further investigating the relation between exceedance probability
Pm and storm duration.



Chapter 8

Summary of key findings and
recommendations for future
research

A good conclusion should unveil the obvious, go back to why the study was con-
ducted in the first place and zoom out in the end, leading towards recommendations
for future research. This was attempted in this Chapter by summarising the main
research findings in Section 8.1 and discussing the challenges for future studies in
Section 8.2.

8.1 Summary of key findings

The coastal structures of low-lying countries such as Belgium, the Netherlands or
Germany are often comprised of a mildly sloping sand foreshore and shallow waters
in front of a dike. Often the dike is followed by a promenade. On top of the prome-
nade a storm wall or buildings are constructed. Storm walls situated on top of dikes
are a short-term measure to cope with rising sea levels or extreme storm events.
These storm walls are commonly designed and assessed based on a reduction in
overtopping to prevent flooding, not taking into account the hydrodynamic loads
induced by overtopped bore attack. Hence, the overtopping bore-induced loads
need to be predicted to enable a reliable structural design of these storm walls, or
any buildings situated on top of the dike.

In this study overtopping bore-induced loads on dike mounted vertical walls, in
shallow water and in mild foreshore conditions, were investigated from laboratory
scale-model tests. The overtopping bores, resulting from breaking waves in an
irregular wave field, were of short duration and showed interactions with previous
overtopped bores. This yielded in complex and turbulent behaviour of the water
masses prior to impact. For an accurate prediction of the impact loads it was
considered a key research challenge to investigate and distinguish the different
physical processes during bore overtopping, bore formation and transformation,
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until final bore impact with the wall.
To summarize, a detailed physical process description of bore-induced loading

of dike mounted vertical walls was given. Five bore interaction patterns were
identified from laser profiler measurements. A new classification method developed
to distinguish impulsiv, dynamic and quasi-static impact types was developed. The
majority (∼3/4) and the largest impact force were considered a quasi-static impact
type. Two new empirical formulas were derived to predict the dynamic first peak
F1 and the quasi-static second peak F2 from the double peak impact force signal
shape. Furthermore, a theoretical approach to describe the double peak impact
force signal shape, involving the vertical accelerations of the bore in front of the
wall, was presented. Both, the empirical formulas and analytical description showed
high variability in the prediction. To account for the scattered force prediction a
novel statistical impact force prediction methodology was developed for Fmax and
linked to the average overtopping discharge q. Finally, a reassessment of scale-
effects in laboratory small-scale impact force measurements was done, as they were
in the range of non-repeatability related uncertainties. More detailed conclusions
were:

• Prior to bore impact on the wall five bore interaction patterns were identified:
(1) regular bore pattern, (2) collision bore pattern, (3) plunging breaking
bore pattern, (4) sequential overtopping bore pattern and (5) catch-up bore
pattern. Collision bore pattern was the most frequent (46% of all interaction
patterns were identified as collision bore pattern) and resulted in quasi-static
impacts type in a majority of cases (see Chapter 5).

• A double peak impact force signal shape was observed, with similar magni-
tudes for the two peaks F1 and F2. A new classification methodology was
developed and three bore impact types were distinguished: (1) impulsive
impact type, (2) dynamic impact type, (3) quasi- static impact type. The
majority of impacts (∼2/3 of all impacts) and the largest impact force was
considered quasi-static impact type (see Chapter 5).

• From a detailed process study in terms of impact pressures, forces and camera
images it was concluded that the first dynamic force peak F1 was related to
the momentum of the incoming bore thickness and velocity, while the second
quasi-static force peak F2 was related to the bore thickness in front of the
wall after maximum run-up (see Chapter 5).

• For wave conditions similar to a design storm with a 1,000 year annual re-
currence interval for the Belgian coast (Veale et al., 2012; Verwaest et al.,
2011) and a model geometry comparable to the Belgian coast (shallow wa-
ter and mild foreshore conditions), the maximum measured impact force in
prototype was ∼19 kN/m (see Chapter 5).

• Reviewing existing semi-empirical approaches and using the large-scale im-
pact force measurements revealed a scattered prediction of F1 based on the
incoming bore thickness η and velocity u. A most accurate prediction was
achieved with Equation 2.11 (Robertson et al., 2011). A prediction for F2



8.1. Summary of key findings 155

was derived from hydrostatic theory, using the maximum run-up Rh,max of
the bore at the wall. After fitting the coefficient 0.5 from hydrostatic theory
was changed to 0.32 in Equation 6.8. This also means that only 80% of the
maximum run-up Rh,max was effectively causing the force on the wall, which
has practical implications on the calculation of the overturning moment (see
Chapter 6).

• A new six-step statistical prediction methodology was developed. A maxi-
mum expected impact force Fm was calculated together with its exceedance
probability Pm. The exceedance probability Pm can be interpreted as the
probability that Fm will be exceeded for a storm with the hydraulic bound-
ary conditions (ht, Hm0,t, Tm−1,0,t, q) specified together with the structural
information (Ac, Gc) in the input parameters (see Chapter 7).

• The shortcomings from previous statistical studies due to small sample sizes
were overcome by grouping individual tests into 5 larger samples (S1-S5).
A sample size of >50 samples resulted in robust statistical analysis. The
extreme value Weibull distribution was fitted to the 15% largest impacts of
the 5 data-samples S1-S5 (see Chapter 6).

• As a part of the new statistical method, a novel empirical link between the
maximum impact force Fmax measured at the dike mounted vertical wall and
the average overtopping discharge q over the dike crest was established (see
Chapter 6).

• Non-repeatability of maximum overtopping bore-induced impact forces Fmax
and F1/250 were estimated from small-scale experiments with a coefficient
of variation in the order of 10%. In individual extreme cases a deviation up
to 20% for Fmax, F1/250 was observed (see Chapter 4).

• The study of scale-effects revealed a small systematic scale-related shift to
higher impact forces in the order of 4%, 9% for Fmax, F1/250 respectively,
in the small-scale model. This means, that if a minimum water depth at
the dike toe, as well as thickness and velocity of the overtopping flow were
maintained, the scale-related uncertainties in the impact force measurements
disappeared within the uncertainties related to non-repeatability and model
effects (see Chapter 4).

• A number of new measurement approaches and data processing routines were
tested. A laser scanner was successfully applied for the first time to monitor
bore interaction processes in shallow foreshore conditions. A new method to
perform motion tracking was developed to obtain run-up measurements at
the wall by tracking the bore leading edge from camera images. A new tool
called Impact-Analysis-Toolbox (IAT) was developed for the post-processing
of the load cell and pressure sensor signals (see ANNEX E, ANNEX F and
Chapter 3).

This concludes the main findings of this thesis. There are still issues to be
tackled in order to arrive at a coherent story regarding overtopped bore-induced
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impacts on dike mounted vertical walls, in shallow water and mild foreshore condi-
tions. These issues are presented in the following Section as recommendations for
future research.

8.2 Recommendations for future research

As the measurement of laboratory impact forces and pressures is highly stochas-
tic further uncertainty studies are recommended to enhance the understanding of
the non-repeatability of measured impact loads. Here, a study of repeated 1,000
irregular wave tests for different seed numbers and a range of wave parameters
is proposed. Furthermore, to advance the wave generation and wave absorption
software to better represent the long wave characteristics in the small-scale model.

The experimental study could be extended to different geometries, such as
varying foreshore slopes, to determine its effect on the wave parameters at the
dike toe. Furthermore, it is expected that 3D effects of waves attacking from an
angle will reduce the measured impact loads, compared to perpendicular 2D wave
loading in this study. 3D basin tests could be carried out to prove this.

The measurement and post processing of bore thickness η and velocity u in
alternating dry and wet conditions remains a challenge. An advanced study of
bore thickness and bore velocity along the promenade should be enabled to further
investigate a most reliable measurement location of this parameters and to study
their behaviour along the promenade width. Also, parameters such as the bore
front slope and its effect on the impact process should be further investigated.
Specifically, the impulsive impacts of very short duration at the first impact of the
bore tip with the wall are expected to be largely dependent on the bore front slope
and need to be further investigated. In order to study the effect of the bore front
slope and the bore thickness η and velocity u along the promenade high resolution
numerical modelling might be an appropriate tool.

The applicability of the statistical prediction tool presented in this work (see
Chapter 7) still needs to be validated, ideally with measurements from a prototype
situation. Furthermore, by adding more tests with a small non-dimensional over-
topping discharge q∗ (around ∼1 l/s per m) to the samples S1 and S1, the number
of data points could be raised to the recommended ∼50 for these samples, to arrive
at an even more robust fitting. Furthermore, the practicability can be improved
by further investigating the relation between exceedance probability Pm and storm
duration.

For future studies on scale effects the measurements of air entrainment in both
scales, at a location close to the wall where the impact occurs, would be beneficial
to judge the difference in flow aeration between different scale models and to
further evaluate whether air compression plays a significant role (see Bogaert et al.
(2010)). The use of pressure sensors in both scale models is recommended to
further study the scale influence on peak impact pressures. Extra intermediate
scale models or fully prototype measurements could be used to judge whether the
wave impact forces scale linearly and to increase the relative scale difference.

An issue not often discussed but important is the filtering of impact forces and
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the reduction of measured impacts due to the filters. Here, a detailed study is
proposed to study the effects of the filter settings on the reduction of force peaks,
to show which frequencies are responsible for certain parts in the impact force
time-series.
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Wall set-up ’DeltaFlume’
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Parameters for testID 492
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Table C.1: Details of the 30 highest impacts for testID 492 of the ’DeltaFlume’ data-set.
Values are in model scale (Froude similarity and length scale factor 1-to-4.3). The bore
velocity and thickness were measured at Location 3 (see Section 3.3.3).

Impact nr. Impact type
Impact
force

Bore pattern
Efficient
overtopping

Max. thickness Max. velocity Max. run-up

[-] [-] [kN/m] [-] [-] [m] [m/s] [m]

1 quasi-static 4.77 collision no 0.30 3.43 1.59

2 impulsive 4.25 catch-up yes 0.31 2.29 1.27

3 quasi-static 4.22 catch-up yes 0.33 1.53 1.56

4 dynamic 4.20 plunging yes 0.26 2.46 0.70

5 quasi-static 3.66 collision no 0.31 1.79 1.03

6 dynamic 3.10 collision yes 0.26 2.01 1.34

7 quasi-static 2.97 collision no 0.26 2.68 0.85

8 quasi-static 2.22 collision no 0.23 3.18 1.17

9 quasi-static 2.39 seq. overtopping no 0.23 2.45 0.79

10 quasi-static 2.53 collision yes 0.25 3.50 1.36

11 quasi-static 2.49 collision no 0.23 1.80 1.06

12 dynamic 2.44 plunging yes 0.24 3.21 0.86

13 quasi-static ??? catch-up no 0.23 3.03 0.73

14 quasi-static 2.40 cacth-up yes 0.46 1.84 1.09

15 quasi-static 2.38 collision no 0.30 1.25 0.78

16 quasi-static 2.29 collision no 0.18 3.62 1.06

17 quasi-static 2.26 seq. overtopping yes 0.20 2.65 0.81

18 dynamic 2.22 catch-up yes 0.25 2.17 0.77

19 quasi-static 2.20 catch-up yes 0.16 2.13 0.90

20 impulsive 2.15 seq. overtopping no 0.21 1.51 0.46

21 quasi-static 2.13 seq. overtopping no 0.21 2.66 0.96

22 quasi-static 2.12 collision no 0.11 2.47 0.80

23 dynamic 2.10 plunging yes 0.21 2.18 0.78

24 quasi-static 2.07 collision no 0.20 3.35 0.79

25 quasi-static 2.06 collision no 0.29 1.68 0.96

26 quasi-static 2.06 seq. overtopping no 0.17 2.02 0.66

27 quasi-static 2.02 catch-up yes 0.18 3.41 0.94

28 quasi-static 2.00 catch-up no 0.27 2.62 0.88

29 dynamic 1.97 collision yes 0.21 2.32 0.92

30 quasi-static 1.96 collision no 0.22 3.54 0.65



165

Table C.2: Details of the 30 highest impacts for testID 500 of the ’DeltaFlume’ data-set.
Values are in model scale (Froude similarity and length scale factor 1-to-4.3). The bore
velocity and thickness were measured at Location 3 (see Section 3.3.3).

Impact nr. Impact type
Impact
force

Bore pattern
Efficient
overtopping

Max. thickness Max. velocity Max. run-up

[-] [-] [kN/m] [-] [-] [m] [m/s] [m]

1 quasi-static 1.01 regular no 0.13 2.25 0.58

2 quasi-static 0.82 collision no 0.17 1.97 0.53

3 dynamic 0.80 catch-up yes 0.13 2.18 0.46

4 impulsive 0.70 plunging no 0.05 1.66 0.30

5 dynamic 0.62 collision yes 0.08 2.03 0.35

6 quasi-static 0.61 seq. overtopping no 0.19 1.10 0.44

7 quasi-static 0.59 collision no 0.08 2.23 0.45

8 quasi-static 0.58 collision no 0.05 1.88 0.43

9 quasi-static 0.51 collision no 0.18 0.51 0.44

10 impulsive 0.50 collision no 0.03 1.70 0.20

11 quasi-static 0.49 collision no 0.12 0.70 0.41

12 quasi-static 0.48 collision no 0.07 1.74 0.41

13 quasi-static 0.48 regular no 0.08 2.01 0.43

14 impulsive 0.48 collision yes 0.09 1.01 0.28

15 quasi-static 0.44 regular no 0.06 1.92 0.34

16 quasi-static 0.44 collision no 0.10 1.41 0.35

17 quasi-static 0.44 regular no 0.04 1.67 0.37

18 impulsive 0.41 catch-up yes 0.04 1.48 0.30

19 quasi-static 0.40 regular no 0.04 1.65 0.38

20 impulsive 0.40 seq. overtopping yes 0.12 n.a. 0.30

21 quasi-static 0.38 collision no 0.06 2.11 0.33

22 impulsive 0.38 regular no 0.04 1.71 0.31

23 quasi-static 0.36 collision no 0.08 2.68 0.30

24 quasi-static 0.35 regular no 0.06 1.66 0.32

25 quasi-static 0.35 collision no 0.07 1.25 0.30

26 impulsive 0.32 seq. overtopping no 0.08 1.33 0.24

27 dynamic 0.32 regular no 0.06 1.46 0.27

28 quasi-static 0.31 collision no 0.10 1.65 0.31

29 quasi-static 0.31 regular no 0.05 1.65 0.33

30 quasi-static 0.30 collision no 0.06 1.65 0.32



Appendix D

Sensitivity Sample Size S1,
S2, S3, S5

Figure D.1: Sensitivity of shape κ and scale λ parameter in dependence of sample size
n. Data sample S1 was chosen for investigation (Table 7.1). The shape κ and scale λ
parameter were plotted together with the 95% confidence interval.
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Figure D.2: Sensitivity of shape κ and scale λ parameter in dependence of sample size
n. Data sample S2 was chosen for investigation (Table 7.1). The shape κ and scale λ
parameter were plotted together with the 95% confidence interval.

Figure D.3: Sensitivity of shape κ and scale λ parameter in dependence of sample size
n. Data sample S3 was chosen for investigation (Table 7.1). The shape κ and scale λ
parameter were plotted together with the 95% confidence interval.
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Figure D.4: Sensitivity of shape κ and scale λ parameter in dependence of sample size
n. Data sample S5 was chosen for investigation (Table 7.1). The shape κ and scale λ
parameter were plotted together with the 95% confidence interval.



Appendix E

Impact-Analysis-Toolbox
(IAT) - Load cell

First script: Load cell signal filtering

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Date : 11/05/2017
% Author : Max im i l i an S t r e i c h e r , Phd s tuden t Ghent U n i v e r s i t y .
% Emai l : Max im i l i an . S t r e i che r@UGent . be ( s t r . max1@gmx . de )
%
% Sc r i p t : F i l t e r i n g o f f o r c e s i g n a l s ob t a i n ed wi th l oad c e l l s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
%
%% MANUAL USER INPUT

c l c ; c l o s e a l l ; c l e a r a l l ;

d i r = ’ .\ I n p u t\Force\ ’ ; % inpu t d i r e c t o r y
f i l e = ’ 040 A 008A . lvm ’ ; % inpu t . t x t f i l e w i th l oad c e l l s i g n a l s ( nr . o f
% colums equa l s the number o f l oad c e l l s )
f i l e = c h a r ( f i l e ) ;
s k i p r o w s = 2 3 ; % rows to s k i p at the b eg i nn i n g o f the i n pu t f i l e
s k i p c o l = 1 ; % colums to s k i p at the b eg i nn i n g o f i n pu t f i l e
d e l = ’\ t ’ ; % d e l i m i t e r i n i n pu t f i l e . space : ’ ’ , tab : ’ t ’
f s = 1 0 0 0 ; % samp l ing f r e qu en c y o f l oad c e l l s i g n a l s [ Hz ]
hpf = 0 ; % high pas s f i l t e r [ Hz ] . Set to 0 i f no h igh pas s f i l t e r i s used
l p f = 7 0 ; % low pas s f i l t e r [ Hz ] . Set to 0 i f no low pas s f i l t e r i s used
l b p f = [ 3 5 8 0 ] ; % lowe r bounda r i e s o f bandpass f i l t e r s [ Hz ] .
% Set to 0 i f no bandwidth f i l t e r i s used
ubpf = [ 7 0 1 0 0 ] ; % upper bounda r i e s o f bandpass f i l t e r s [ Hz ] .
% Set to 0 i f no bandwidth f i l t e r i s used
n o i s e = [ 0 . 1 5 0 . 1 5 ] ; % upper n o i s e boundary f o r each l oad c e l l s i g n a l .
% A l l v a l u e s below the upper n o i s e boundary w i l l be used to c a l c u l a t e the
% po l ynom i a l f i t th rough the data i n o r d e r to do the z e r o c o r r e c t i o n o f the s i g n a l
b f = 4 ; % orde r o f bu t t e rwo r t h f i l t e r

%% LOAD DATA

i n = dlmread ( [ d i r f i l e ] , d e l , s k i p r o w s , s k i p c o l ) ; % read i n data from f i l e
t ime = ( 0 : 1 / f s : ( l e n g t h ( i n )−1)/ f s ) ’ ; % gene r a t e t ime v e c t o r
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%% FILTERING

f o r i = 1 : s i z e ( in , 2 ) % go ove r each l oad c e l l i n d i v i d u a l l y

% REMOVE DRIFT WITH DETREND
detrY = d e t r e n d ( i n ( : , i ) ) ; % removes the be s t s t r a i g h t− l i n e f i t from the s i g n a l

% REMOVE DRIFT WITH POLYNOMIAL BEST−FIT
i d x = f i n d ( detrY<=n o i s e ( i ) ) ; % f i n d v a l u e s below the upper n o i s e l e v e l to g ene r a t
% po l ynom i a l best− f i t l i n e , i n o r d e r to c o r r e c t f o r non−l i n e a r d r i f t i n the s i g n a l
y i n t = i n t e r p 1 ( t ime ( i d x ) , det rY ( i d x ) , t ime ) ;
[ p , s , mu] = p o l y f i t ( t ime ( i d x ) , det rY ( i d x ) , 2 0 ) ; % f i t po l ynom i a l best− f i t l i n e
% through s e l e c t e d data
f y = p o l y v a l ( p , t ime , [ ] , mu ) ; % c a l c u l a t e v a l u e s f o r bes t− f i t l i n e
n o D r i f t = detrY−f y ; % remove the po lynomia best− f i t l i n e from the s i g n a l

% COMPUTE SPECTRUM FOR COMPARISON
[ P , F ] = pwelch ( n o D r i f t , f s ∗100 ,( f s /2)∗100 , f s ∗500 , f s ) ; % compute spectrum us i ng
% pwelch f u n c t i o n i n Matlab f o r v i s u a l i s a t i o n pu rpo s e s

% FILTERING IN FREQUENCY DOMAIN
X mags = f f t ( n o D r i f t ) ; % Fou r i e r t r a n s f o rma t i o n
num bins = l e n g t h ( X mags ) ; % number o f b i n s

b i n v a l s = 0 : num bins−1; % x−v e c t o r
f a x H z = ( b i n v a l s ∗ f s / num bins ) ; % conve r t b i n s i n t o f r e q u e n c i e s
N = f l o o r ( num bins / 2 ) ; % ha l f o f the spectrum on l y

psdx = ( 1 / ( f s ∗num bins ) ) ∗ abs ( X mags ) . ˆ 2 ; % ca c u l a t e power s p e c t r a l d e n s i t y
NY = f s / 2 ; % nyqu i s t f r equency , h a l f the samp l i ng f r e qu en c y

% FILTERING
FIL = n o D r i f t ;

% low pas s f i l t e r
i f l p f ˜= 0
[ b a ] = b u t t e r ( bf , l p f /NY, ’ low ’ ) ; % low pas s bu t t e rwo r t h f i l t e r d e s i g n
R1 = f r e q z ( b , a ,N ) ; % f r equen c y r e s pon s e bu t t e rwo r t h f i l t e r
FIL = f i l t f i l t ( b , a , FIL ) ; % f i l t e r i n g
c l e a r a b
end

% high pas s f i l t e r
i f hpf ˜= 0
[ b a ] = b u t t e r ( bf , hpf /NY, ’ h i g h ’ ) ; % high pas s bu t t e rwo r t h f i l t e r d e s i g n
R2 = f r e q z ( b , a ,N ) ; % f r equen c y r e s pon s e bu t t e rwo r t h f i l t e r
FIL = f i l t f i l t ( b , a , FIL ) ; % f i l t e r i n g
c l e a r a b
end

% bandwidth f i l t e r
R3 = [ ] ;
i f ubpf ˜= 0
f o r c n t = 1 : l e n g t h ( ubpf )
[ b a ] = b u t t e r ( bf , [ l b p f ( c n t ) ubpf ( c n t ) ] /NY, ’ s t o p ’ ) ; % bandwidth bu t t e rwo r t h
% f i l t e r d e s i g n
tmp = f r e q z ( b , a ,N ) ; % f r equen c y r e s pon s e bu t t e rwo r t h f i l t e r
FIL = f i l t f i l t ( b , a , FIL ) ; % f i l t e r i n g
R3 = c a t ( 2 , R3 , tmp ) ;
c l e a r a b tmp
end
end

%% VISUALIZE OUTPUT

% p l o t o f t ime s e r i e s from measured p r e s s u r e s e n s o r s i g n a l
f 1 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
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ho ld on ; g r i d on ;
p l o t ( t ime , i n ( : , i ) , ’−k ’ ) ;
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ Force [ kN ] ’ ) ;
t i t l e ( ’Raw data : Force s i g n a l ’ ) ;
l egend ( ’ Time s e r i e s measured f o r c e ’ , ’ F o n t S i z e ’ , 2 4 ) ;
ho ld o f f ;

% p l o t o f f r e qu en c y spectrum
f 2 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d on ;
l e g ( 1 ) = p l o t ( f a x H z ( 3 :N) , psdx ( 3 :N) . / max( psdx ( 3 :N) ) , ’−b ’ ) ;m% p l o t spectrum
% computed wi th f f t f u n c t i o n
t x t {1} = ’FFT spectrum ’ ;
l e g ( 2 ) = p l o t ( F ( 3 : end ) ,P ( 3 : end ) . / max(P ( 3 : end ) ) , ’−r ’ ) ; % p l o t spectrum
% computed wi th Pwelch f u n c t i o n
t x t {2} = ’ PWelch spectrum ’ ;
c t = 3 ; % i n i t i a l i s e coun t e r
i f l p f ˜= 0 % low pas s f i l t e r
l e g ( c t ) = p l o t ( f a x H z ( 1 :N) , abs ( R1 ) , ’−k ’ ) ; % p l o t f r e qu en c y r e s pon s e
t x t { c t} = ’ Low−p a s s f i l t e r ’ ;
c t = c t + 1 ;
end
i f hpf ˜= 0 % high pas s f i l t e r
l e g ( c t ) = p l o t ( f a x H z ( 1 :N) , abs ( R2 ) , ’ .−k ’ ) ; % p l o t f r e qu en c y r e s pon s e
t x t { c t} = ’ High−p a s s f i l t e r ’ ;
c t = c t + 1 ;
end
i f ubpf ˜= 0
f o r c n t = 1 : l e n g t h ( ubpf )
l e g ( c t ) = p l o t ( f a x H z ( 1 :N) , abs ( R3 ( : , c n t ) ) , ’ : k ’ ) ; % p l o t f r e qu en c y r e s pon s e
t x t { c t} = ’ Bandwidth f i l t e r ’ ;
end
end
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Frequency [ Hz ] ’ ) ; y l a b e l ( ’ Norma l i ze d magnitude [−] ’ ) ;
t i t l e ( ’ Frequency domain ’ ) ;
l egend ( l e g , t x t , ’ F o n t S i z e ’ , 2 4 ) ;
a x i s ( [ 0 200 0 1 . 2 ] ) ;
ho ld o f f ;

% p l o t o f t ime s e r i e s o f s i g n a l a f t e r each f i l t e r s t e p
f 3 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d minor ;
p l o t ( t ime , i n ( : , i ) , ’− ’ , ’ C o l o r ’ , [ 0 . 5 0 . 5 0 . 5 ] ) ; % o r i g i n a l s i g n a l
p l o t ( t ime , detrY , ’− ’ , ’ C o l o r ’ , [ 1 0 0 ] ) ; % a f t e r a pp l y i n g Matlab de t r end f u n c t i o n
p l o t ( t ime , n o D r i f t , ’− ’ , ’ C o l o r ’ , [ 0 1 0 ] ) ; % a f t e r remov ing po l ynom ia l best− f i t i n e
p l o t ( t ime , f y , ’− ’ , ’ C o l o r ’ , [ 0 . 5 0 0 ] ) ; % best− f i t polynom
p l o t ( t ime , FIL , ’− ’ , ’ C o l o r ’ , [ 0 0 1 ] ) ; % a f t e r FFT f i l t e r i n g
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ Force [ kN ] ’ ) ;
t i t l e ( f i l e ) ;
l egend ( ’ 1 . Measured s i g n a l ’ , ’ 2 . A f t e r remov ing best− f i t s t r a i g h t l i n e ’ , . . .
’ 3 . A f t e r remov ing p o l y n o m i a l best− f i t l i n e ’ , ’ 4 . Polynomia best− f i t l i n e ’ , . . .
’ 5 . A f t e r FFT− f i l t e r i n g ’ , ’ A f t e r t ime a v e r a g e ’ , ’ F o n t S i z e ’ , 2 4 ) ;
ho ld o f f ;

%% SAVE OUTPUT

f i l e I D = fopen ( [ savename ’ L o a d c e l l ’ num2str ( i ) . . .
’ f i l t e r e d . t x t ’ ] , ’w ’ ) ; % save f i l t e r e d t ime s e r i e s
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ Time [ s ] ’ , [ ’ L o a d c e l l ’ num2str ( i ) ’ [ kN ] ’ ] ) ;
f p r i n t f ( f i l e I D , ’ %.8 f \ t %.8 f \n ’ , c a t ( 1 , t ime ’ , FIL ’ ) ) ;
f c l o s e ( f i l e I D ) ;

f i l e I D = fopen ( [ savename ’ L o a d c e l l ’ num2str ( i ) . . .
’ Metadata . t x t ’ ] , ’w ’ ) ; % save meta data
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ o r i g i n a l f i l e : ’ , f i l e ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ sample f r e q u e n c y [ Hz ] : ’ , num2str ( f s ) ) ;
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f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ h igh−p a s s f i l t e r [ Hz ] : ’ , num2str ( hpf ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ low−p a s s f i l t e r [ Hz ] : ’ , num2str ( l p f ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ bandwidth f i l t e r [ Hz ] : ’ , . . .
[ num2str ( l b p f ) ’− ’ num2str ( ubpf ) ] ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ n o i s e [ Hz ] : ’ , . . .
[ num2str ( n o i s e ( 1 ) ) ’ , ’ num2str ( n o i s e ( 2 ) ) ] ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ f i l t e r d e s i g n : ’ , [ ’ b u t t e r w o r t h = ’ num2str ( b f ) ] ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ f o r c e u n i t : ’ , ’kN ’ ) ;
f c l o s e ( f i l e I D ) ;

s a v e f i g ( f1 , [ ’ .\Output\Force\ L o a d c e l l ’ num2str ( i ) ’ measured . f i g ’ ] ) ; % save f i g u r e s
s a v e f i g ( f2 , [ ’ .\Output\Force\ L o a d c e l l ’ num2str ( i ) ’ s p e c t r u m . f i g ’ ] ) ;
s a v e f i g ( f3 , [ ’ .\Output\Force\ L o a d c e l l ’ num2str ( i ) . . .
’ p o s t p r o c e s s i n g s t e p s . f i g ’ ] ) ;

c l o s e a l l ;
end

Second script: Load cell signal summation

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Date : 09/05/2017
% Author : Max im i l i an S t r e i c h e r , Phd s tuden t Ghent U n i v e r s i t y .
% Emai l : Max im i l i an . S t r e i che r@UGent . be ( s t r . max1@gmx . de )
%
% Sc r i p t : c a l c u l a t e the sum o f l oad c e l l s and f o r c e pe r u n i t width
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
%
%% MANUAL USER INPUT

c l c ; c l e a r a l l ; c l o s e a l l ;

d i r = ’ .\Output\Force\ ’ ; % inpu t d i r e c t o r y
s k i p r o w s = 1 ; % rows to s k i p at the b eg i nn i n g o f the i n pu t f i l e
s k i p c o l = 1 ; % colums to s k i p at the b eg i nn i n g o f i n pu t f i l e
d e l = ’\ t ’ ; % d e l i m i t e r i n i n pu t f i l e . space : ’ ’ , tab : ’ t ’
width = 0 . 1 ; % width o f the f o r c e u n i t measurement p l a t e f o r each l oad c e l l [m]
f s = 1 0 0 0 ; % sample f r e qu en c y
nr = 1 ; % number o f l oad c e l l s a t t a ched to the same measurement p l a t e

%% LOAD DATA

f o r i = 1 : 1

nr = i ;

Sens = dlmread ( [ savename ’ L o a d c e l l ’ num2str ( nr ) ’ f i l t e r e d . t x t ’ ] , d e l , . . .
s k i p r o w s , s k i p c o l ) ;
% p r e a l l o c a t i o n o f mat r i x

t ime = ( 0 : 1 / f s : ( l e n g t h ( Sens )−1)/ f s ) ’ ; % gene r a t e t ime v e c t o r

%% CALCULATION

Sens sum = sum ( Sens , 2 ) . / width . / 1 0 0 0 ; % c a l c u l a t e the sum o f a l l l o ad
% c e l l measurements and conv e r t number to meter u n i t width [ kN/m]

%% VISUALISATION

f 1 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
g r i d minor ; ho ld on ;
p l o t ( t ime , Sens sum , ’−k ’ ) ;
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
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x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ Force [ kN/m] ’ ) ;
l egend ( ’ T o t a l f o r c e ’ , ’ F o n t S i z e ’ , 2 4 ) ;
ho ld o f f ;

%% SAVE OUTPUT

f i l e I D = fopen ( [ savename ’ T o t a l f o r c e L o a d c e l l ’ num2str ( nr ) ’ . t x t ’ ] , ’w ’ ) ;
% save t ime s e r i e s o f t o t a l impact f o r c e
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ Time [ s ] ’ , ’ T o t a l f o r c e [ kN/m] ’ ) ;
f p r i n t f ( f i l e I D , ’ %.8 f \ t %.8 f \n ’ , c a t ( 1 , t ime ’ , Sens sum ’ ) ) ;
f c l o s e ( f i l e I D ) ;

s a v e f i g ( f1 , [ d i r ’ T o t a l f o r c e L o a d c e l l ’ num2str ( nr ) ’ . f i g ’ ] ) ; % save f i g u r e

end

Third script: Load cell signal peak detection

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Date : 09/05/2017
% Author : Max im i l i an S t r e i c h e r , Phd s tuden t Ghent U n i v e r s i t y .
% Emai l : Max im i l i an . S t r e i che r@UGent . be ( s t r . max1@gmx . de )
%
% Sc r i p t : Peak d e t e c t i o n method f o r t o t a l f o r c e from l o a d c e l l s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
%
%% MANUAL USER INPUT

% c l c ; c l e a r a l l ;
c l o s e a l l ;

d i r = ’ .\Output\Force\ ’ ; % inpu t d i r e c t o r y
s k i p r o w s = 1 ; % rows to s k i p at the b eg i nn i n g o f the i n pu t f i l e
s k i p c o l = 0 ; % colums to s k i p at the b eg i nn i n g o f i n pu t f i l e
d e l = ’\ t ’ ; % d e l i m i t e r i n i n pu t f i l e . space : ’ ’ , tab : ’ t ’
f s = 1 0 0 0 ; % samp l ing f r e qu en c y o f l oad c e l l s i g n a l s [ Hz ]
s e l = 0 . 0 0 0 3 7 ; % minimum magnitude d i f f e r e n c e between two c o n s e c u t i v e
% de t e c t e d peaks [ kN/m]
hpt = 0 . 0 0 0 3 7 ; % high pas s t h r e s h o l d [ kN/m]
dt = 0 . 8 3 ; % minimum time between impact s [ s ]
addpath ( ’C:\ Program F i l e s \Matlab\ResearchR2015b\ t o o l b o x\ p e a k f i n d e r ’ ) ;
% add too l boxpa th
nr = 1 ;

%% LOAD DATA

f o r k = 1 : 1

nr = k ;

Sens = dlmread ( [ savename ’\T o t a l f o r c e L o a d c e l l ’ num2str ( nr ) ’ . t x t ’ ] , d e l , . . .
s k i p r o w s , s k i p c o l ) ; % read i n f o r c e data from f i l e

%% PEAK DETECTION

[ peakLoc peakMag ] = p e a k f i n d e r ( Sens ( : , 2 ) , s e l , hpt , 1 , 1 ) ;
% use Matlab p e a k f i n d e r t oo l bo x to f i n d peaks .
% 1 s t and s f o r maxima and second 1 f o r i n c l u d i n g the endpo i n t s

c n t = 1 ;



174 E. Impact-Analysis-Toolbox (IAT) - Load cell

X = z e r o s ( l e n g t h ( peakLoc ) , 1 ) ;
Y = z e r o s ( l e n g t h ( peakLoc ) , 1 ) ;

f o r i = 1 : l e n g t h ( peakLoc )

window = peakLoc ( i )−dt ∗1 0 0 0 : 1 : peakLoc ( i ) ; % f i l t e r v a l u e s which a r e
% too c l o s e i n t ime
n = f i n d ( ismember ( peakLoc , window )==1);

i f l e n g t h ( n ) == 1 % check i f on l y 1 peak was d e t e c t ed i n the range o f dt
X( cnt ,1)= peakLoc ( n ) ;
Y( cnt ,1)= peakMag ( n ) ;
c n t = c n t +1;

e l s e
[ mx I ] = max( peakMag ( n ) ) ; % check backwards i f the l a s t en t r an c e i n
% X and Y i s pa r t o f the same impact and maybe o v e rw r i t e

i f peakMag ( n ( I ) ) >= Y( cnt−1)
X( cnt−1,1)= peakLoc ( n ( I ) ) ;
Y( cnt−1,1)=peakMag ( n ( I ) ) ;
e l s e
end
end

end

S e n s e v e n t s = [ Sens (X(Y>=hpt ) , 1 ) Y(Y>=hpt ) ] ; % high pas s t h r e s h o l d

%% VISUALISATION

f 1 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d minor ;
p l o t ( Sens ( : , 1 ) , Sens ( : , 2 ) , ’− ’ , ’ C o l o r ’ , [ 0 0 0 ] ) ;
p l o t ( S e n s e v e n t s ( : , 1 ) , S e n s e v e n t s ( : , 2 ) , ’ ob ’ , ’ M a r k e r S i z e ’ , 1 5 ) ;
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ Force [ kN/m] ’ ) ;
t i t l e ( f i l e ) ;
l egend ({ ’ T o t a l f o r c e ’ , ’ Peak e v e n t ’ } , . . .
’ F o n t S i z e ’ , 2 4 , ’ L o c a t i o n ’ , ’ NorthWest ’ ) ;

%% SAVE OUTPUT

f i l e I D = fopen ( [ savename ’ E v e n t s L o a d c e l l ’ num2str ( nr ) ’ . t x t ’ ] , ’w ’ ) ;
% save peak e v en t s
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ Time [ s ] ’ , ’ E ve n ts [ kN/m] ’ ) ;
f p r i n t f ( f i l e I D , ’ %.8 f \ t %.8 f \n ’ , c a t ( 1 , S e n s e v e n t s ( : , 1 ) ’ , S e n s e v e n t s ( : , 2 ) ’ ) ) ;
f c l o s e ( f i l e I D ) ;

f i l e I D = fopen ( [ savename ’ M e t a d a t a L o a d c e l l ’ num2str ( nr ) ’ . t x t ’ ] , ’w ’ ) ;
% save meta data
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ h i g h p a s s t h r e s h o l d [ kN ] : ’ , num2str ( hpt ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ min . d i f f e r e n c e i n magnitude between 2 . . .
c o n s e c u t i v e i m p a c t s [ kN/m] : ’ , num2str ( s e l ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ min . t ime d i f f e r e n c e between 2 . . .
d e t e c t e d i m p a c t s [ s ] : ’ , num2str ( dt ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ f o r c e u n i t : ’ , ’kN/m’ ) ;
f c l o s e ( f i l e I D ) ;

s a v e f i g ( f1 , [ d i r ’ E v e n t s L o a d c e l l ’ num2str ( nr ) ’ . f i g ’ ] ) ; % save f i g u r e

end
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Impact-Analysis-Toolbox
(IAT) - Pressure sensor

First script: Pressure sensor signal filtering

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Date : 11/05/2017
% Author : Max im i l i an S t r e i c h e r , Phd s tuden t Ghent U n i v e r s i t y .
% Emai l : Max im i l i an . S t r e i che r@UGent . be ( s t r . max1@gmx . de )
%
% Sc r i p t : F i l t e r i n g o f p r e s s u r e s e n s o r s i g n a l s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
%
%% MANUAL USER INPUT

c l c ; c l e a r a l l ; c l o s e a l l ;

d i r = ’ .\ I n p u t\P r e s s u r e \ ’ ; % inpu t d i r e c t o r y
f i l e = ’#Bi 02 6 DR00x15−1kHz . a s c ’ ; % inpu t . t x t f i l e w i th p r e s s u r e s e n s o r s i g n a l s
% ( nr . o f colums equa l s the number o f p r e s s u r e s e n s o r s )
s k i p r o w s = 1 ; % rows to s k i p at the b eg i nn i n g o f the i n pu t f i l e
s k i p c o l = 0 ; % colums to s k i p at the b eg i nn i n g o f i n pu t f i l e
d e l = ’ ’ ; % d e l i m i t e r i n i n pu t f i l e . space : ’ ’ , tab : ’ t ’
f s = 1 0 0 0 ; % samp l ing f r e qu en c y o f p r e s s u r e s e n s o r s i g n a l s [ Hz ]
hpf = 0 ; % high pas s f i l t e r [ Hz ] . Set to 0 i f no h igh pas s f i l t e r i s used
l p f = 4 8 ; % low pas s f i l t e r [ Hz ] . Set to 0 i f no low pas s f i l t e r i s used
l b p f = [ ] ; % lowe r bounda r i e s o f bandpass f i l t e r s [ Hz ] .
% Set to 0 i f no bandwidth f i l t e r i s used
ubpf = [ ] ; % upper bounda r i e s o f bandpass f i l t e r s [ Hz ] .
% Set to 0 i f no bandwidth f i l t e r i s used
n o i s e = [−0.009 −0.004 −0.002 −0.0007 0 .0015 0 .0005 0 .0005 0 .0005 0 . 0 0 1 . . .
0 . 0 0 1 0 .0005 0 .0005 0 . 0 0 1 0 .0002 0 . 0 0 0 3 ] ;
% upper n o i s e boundary f o r each p r e s s u r e s e n s o r s i g n a l . A l l v a l u e s below the
% upper n o i s e boundary w i l l be used to c a l c u l a t e the po l ynom i a l f i t th rough
% the data i n o r d e r to do the z e r o c o r r e c t i o n o f the s i g n a l

b f = 4 ; % orde r o f bu t t e rwo r t h f i l t e r

%% LOAD DATA

i n = dlmread ( [ d i r f i l e ] , d e l , s k i p r o w s , s k i p c o l ) ; % read i n p r e s s u r e data from f i l e
t ime = ( 0 : 1 / f s : ( l e n g t h ( i n )−1)/ f s ) ’ ; % gene r a t e t ime v e c t o r
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%% FILTERING

f o r i = 1 : s i z e ( in , 2 ) % go ove r each p r e s s u r e s e n s o r i n d i v i d u a l l y

% REMOVE DRIFT
detrY = d e t r e n d ( i n ( : , i ) ) ; % removes the be s t s t r a i g h t− l i n e f i t from
% the s i g n a l

i d x = f i n d ( detrY<=n o i s e ( i ) ) ; % f i n d v a l u e s below the upper n o i s e
% l e v e l to g ene r a t po l ynom ia l best− f i t l i n e , i n o r d e r to c o r r e c t
% f o r non−l i n e a r d r i f t i n the s i g n a l
[ p , s , mu] = p o l y f i t ( t ime ( i d x ) , det rY ( i d x ) , 2 2 ) ;
% f i t po l ynom ia l best− f i t l i n e through s e l e c t e d data
f y = p o l y v a l ( p , t ime , [ ] , mu ) ; % c a l c u l a t e v a l u e s f o r bes t− f i t l i n e
n o D r i f t = detrY−f y ; % remove the po lynomia best− f i t l i n e from the s i g n a l

% COMPUTE SPECTRUM FOR COMPARISON
[ P , F ] = pwelch ( n o D r i f t , f s ∗100 ,( f s /2)∗100 , f s ∗100 , f s ) ; % compute spectrum us i ng
% pwelch f u n c t i o n i n Matlab f o r v i s u a l i s a t i o n pu rpo s e s

% FILTERING IN FREQUENCY DOMAIN
X mags = f f t ( n o D r i f t ) ; % Fou r i e r t r a n s f o rma t i o n
num bins = l e n g t h ( X mags ) ; % number o f b i n s

b i n v a l s = 0 : num bins−1; % x−v e c t o r
f a x H z = ( b i n v a l s ∗ f s / num bins ) ; % conve r t b i n s i n t o f r e q u e n c i e s
N = f l o o r ( num bins / 2 ) ; % ha l f o f the spectrum on l y

psdx = ( 1 / ( f s ∗num bins ) ) ∗ abs ( X mags ) . ˆ 2 ; % ca c u l a t e power s p e c t r a l d e n s i t y
NY = f s / 2 ; % nyqu i s t f r equency , h a l f the samp l i ng f r e qu en c y

% FILTERING
FIL = n o D r i f t ;

% low pas s f i l t e r
i f l p f ˜= 0
[ b a ] = b u t t e r ( bf , l p f /NY, ’ low ’ ) ; % low pas s bu t t e rwo r t h f i l t e r d e s i g n
R1 = f r e q z ( b , a ,N ) ; % f r equen c y r e s pon s e bu t t e rwo r t h f i l t e r
FIL = f i l t f i l t ( b , a , FIL ) ; % f i l t e r i n g
c l e a r a b
end

% high pas s f i l t e r
i f hpf ˜= 0
[ b a ] = b u t t e r ( bf , hpf /NY, ’ h i g h ’ ) ; % high pas s bu t t e rwo r t h f i l t e r d e s i g n
R2 = f r e q z ( b , a ,N ) ; % f r equen c y r e s pon s e bu t t e rwo r t h f i l t e r
FIL = f i l t f i l t ( b , a , FIL ) ; % f i l t e r i n g
c l e a r a b
end

% bandwidth f i l t e r
R3 = [ ] ;
i f ubpf ˜= 0
f o r c n t = 1 : l e n g t h ( ubpf )
[ b a ] = b u t t e r ( bf , [ l b p f ( c n t ) ubpf ( c n t ) ] /NY, ’ s t o p ’ ) ;
% bandwidth bu t t e rwo r t h f i l t e r d e s i g n
tmp = f r e q z ( b , a ,N ) ; % f r equen c y r e s pon s e bu t t e rwo r t h f i l t e r
FIL = f i l t f i l t ( b , a , FIL ) ; % f i l t e r i n g
R3 = c a t ( 2 , R3 , tmp ) ;
c l e a r a b tmp
end
end

%% VISUALIZE OUTPUT

% p l o t o f t ime s e r i e s from measured p r e s s u r e s e n s o r s i g n a l
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f 1 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d on ;
p l o t ( t ime , i n ( : , i ) , ’−k ’ ) ; % p l o t raw data s i g n a l
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ P r e s s u r e [ bar ] ’ ) ;
t i t l e ( ’Raw data : P r e s s u r e s i g n a l ’ ) ;
l egend ( ’ Time s e r i e s measured p r e s s u r e ’ , ’ F o n t S i z e ’ , 2 4 ) ;
ho ld o f f ;

% p l o t o f f r e qu en c y spectrum
f 2 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d on ;
l e g ( 1 ) = p l o t ( f a x H z ( 3 :N) , psdx ( 3 :N) . / max( psdx ( 3 :N) ) , ’−b ’ ) ;
% p l o t spectrum computed wi th f f t f u n c t i o n
t x t {1} = ’FFT spectrum ’ ;
l e g ( 2 ) = p l o t ( F ( 3 : end ) ,P ( 3 : end ) . / max(P ( 3 : end ) ) , ’−r ’ ) ;
% p l o t spectrum computed wi th Pwelch f u n c t i o n
t x t {2} = ’ PWelch spectrum ’ ;
c t = 3 ; % i n i t i a l i s e coun t e r
i f l p f ˜= 0 % low pas s f i l t e r
l e g ( c t ) = p l o t ( f a x H z ( 1 :N) , abs ( R1 ) , ’−k ’ ) ; % p l o t f r e qu en c y r e s pon s e
t x t { c t} = ’ Low−p a s s f i l t e r ’ ;
c t = c t + 1 ;
end
i f hpf ˜= 0 % high pas s f i l t e r
l e g ( c t ) = p l o t ( f a x H z ( 1 :N) , abs ( R2 ) , ’ .−k ’ ) ; % p l o t f r e qu en c y r e s pon s e
t x t { c t} = ’ High−p a s s f i l t e r ’ ;
c t = c t + 1 ;
end
i f ubpf ˜= 0
f o r c n t = 1 : l e n g t h ( ubpf )
l e g ( c t ) = p l o t ( f a x H z ( 1 :N) , abs ( R3 ( : , c n t ) ) , ’ : k ’ ) ; % p l o t f r e qu en c y r e s pon s e
t x t { c t} = ’ Bandwidth f i l t e r ’ ;
end
end
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Frequency [ Hz ] ’ ) ; y l a b e l ( ’ Norma l i ze d magnitude [−] ’ ) ;
t i t l e ( ’ Frequency domain ’ ) ;
l egend ( l e g , t x t , ’ F o n t S i z e ’ , 2 4 ) ;
a x i s ( [ 0 l p f +30 0 1 . 2 ] ) ;
ho ld o f f ;

% p l o t o f t ime s e r i e s o f s i g n a l a f t e r each f i l t e r s t e p
f 3 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d minor ;
p l o t ( t ime , i n ( : , i ) , ’− ’ , ’ C o l o r ’ , [ 0 0 0 ] ) ; % o r i g i n a l s i g n a l
p l o t ( t ime , detrY , ’− ’ , ’ C o l o r ’ , [ 1 0 0 ] ) ; % a f t e r a pp l y i n g Matlab de t r end f u n c t i o n
p l o t ( t ime , n o D r i f t , ’− ’ , ’ C o l o r ’ , [ 0 1 0 ] ) ; % a f t e r remov ing po l ynom ia l best− f i t i n e
p l o t ( t ime , f y , ’− ’ , ’ C o l o r ’ , [ 0 0 . 5 0 ] ) ; % best− f i t polynom
p l o t ( t ime , FIL , ’− ’ , ’ C o l o r ’ , [ 0 0 1 ] ) ; % a f t e r FFT f i l t e r i n g
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ P r e s s u r e [ bar ] ’ ) ;
t i t l e ( ’ Time s e r i e s a f t e r each post−p r o c e s s i n g s t e p ’ ) ;
l egend ( ’ 1 . Measured s i g n a l ’ , ’ 2 . A f t e r remov ing best− f i t s t r a i g h t l i n e ’ , . . .
’ 3 . A f t e r remov ing p o l y n o m i a l best− f i t l i n e ’ , ’ 4 . Polynomia best− f i t l i n e ’ , . . .
’ 5 . A f t e r FFT− f i l t e r i n g ’ , ’ F o n t S i z e ’ , 2 4 ) ;
ho ld o f f ;

%% SAVE OUTPUT

f i l e I D = fopen ( [ ’ .\Output\P r e s s u r e \S e n s o r ’ num2str ( i ) . . .
’ f i l t e r e d . t x t ’ ] , ’w ’ ) ; % save f i l t e r e d t ime s e r i e s
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ Time [ s ] ’ , [ ’ S e n s o r ’ num2str ( i ) ’ [ bar ] ’ ] ) ;
f p r i n t f ( f i l e I D , ’ %.8 f \ t %.8 f \n ’ , c a t ( 1 , t ime ’ , FIL ’ ) ) ;
f c l o s e ( f i l e I D ) ;

f i l e I D = fopen ( [ ’ .\Output\P r e s s u r e \S e n s o r ’ num2str ( i ) . . .
’ Metadata . t x t ’ ] , ’w ’ ) ; % save meta data
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ o r i g i n a l f i l e : ’ , f i l e ) ;
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f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ sample f r e q u e n c y [ Hz ] : ’ , num2str ( f s ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ h igh−p a s s f i l t e r [ Hz ] : ’ , num2str ( hpf ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ low−p a s s f i l t e r [ Hz ] : ’ , num2str ( l p f ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ bandwidth f i l t e r [ Hz ] : ’ , . . .
[ num2str ( l b p f ) ’− ’ num2str ( ubpf ) ] ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s\ t%s . . .
\ t%s\ t%s\n ’ , ’ n o i s e [ Hz ] : ’ , num2str ( n o i s e ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ f i l t e r d e s i g n : ’ , ’ b u t t e r w o r t h ’ ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ p r e s s u r e u n i t : ’ , ’ bar ’ ) ;
f c l o s e ( f i l e I D ) ;

s a v e f i g ( f1 , [ ’ .\Output\P r e s s u r e \S e n s o r ’ num2str ( i ) ’ measured . f i g ’ ] ) ;
% save f i g u r e s
s a v e f i g ( f2 , [ ’ .\Output\P r e s s u r e \S e n s o r ’ num2str ( i ) ’ s p e c t r u m . f i g ’ ] ) ;
s a v e f i g ( f3 , [ ’ .\Output\P r e s s u r e \S e n s o r ’ num2str ( i ) . . .
’ p o s t p r o c e s s i n g s t e p s . f i g ’ ] ) ;

c l o s e a l l ;

end

Second script: Pressure sensor signal integration

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Date : 11/05/2017
% Author : Max im i l i an S t r e i c h e r , Phd s tuden t Ghent U n i v e r s i t y .
% Emai l : Max im i l i an . S t r e i che r@UGent . be ( s t r . max1@gmx . de )
%
% Sc r i p t : I n t e g r a t i o n o f p r e s s u r e s e n s o r s to ob t a i n a f o r c e v a l u e
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
%
%% MANUAL USER INPUT

c l c ; c l e a r a l l ; c l o s e a l l ;

d i r = ’ .\Output\P r e s s u r e \ ’ ; % inpu t d i r e c t o r y
s k i p r o w s = 1 ; % rows to s k i p at the b eg i nn i n g o f the i n pu t f i l e
s k i p c o l = 1 ; % colums to s k i p at the b eg i nn i n g o f i n pu t f i l e
d e l = ’\ t ’ ; % d e l i m i t e r i n i n pu t f i l e . space : ’ ’ , tab : ’ t ’
f s = 1 0 0 0 ; % samp l ing f r e qu en c y o f p r e s s u r e s e n s o r s i g n a l s [ Hz ]
Loc = [ 0 . 0 2 0 . 0 7 0 . 0 7 0 . 0 7 0 . 0 7 0 . 0 7 0 . 0 7 0 . 0 7 0 . 0 7 0 . 1 2 0 . 1 2 0 . 1 2 0 . 1 2 ] ;
% d i s t a n c e between p r e s s u r e s e n s o r s i n mete r s ( s t a r t i n g from bottom )

%% LOAD DATA

Sens1 = dlmread ( [ d i r ’ S e n s o r 1 f i l t e r e d . t x t ’ ] , d e l , s k i p r o w s , s k i p c o l ) ;
% p r e a l l o c a t i o n o f mat r i x
Sens = z e r o s ( l e n g t h ( Sens1 ) , l e n g t h ( Loc ) ) ;

f o r i = 1 : 1 : l e n g t h ( Loc )
Sens ( : , i ) = dlmread ( [ d i r ’ S e n s o r ’ num2str ( i ) ’ f i l t e r e d . t x t ’ ] , . . .
’\ t ’ , s k i p r o w s , s k i p c o l ) ; % read i n data from f i l e
end

t ime = ( 0 : 1 / f s : ( l e n g t h ( Sens )−1)/ f s ) ’ ; % gene r a t e t ime v e c t o r

%% RECTANGULAR INTEGRATION

I n t = Sens ( : , 1 ) . ∗ ( Loc (1)+ Loc ( 2 ) / 2 ) ; % f i r s t s e n s o r above bottom

f o r i = 2 : l e n g t h ( Loc)−1
tmp = Sens ( : , i ) .∗ ( Loc ( i )/2+ Loc ( i +1)/2) ; % i n t e g r a t i o n o f p r e s s u r e s e n s o r s
I n t = I n t + tmp ;
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end

tmp = Sens ( : , end ) .∗ ( Loc ( i +1)/2) ; % upper s e n s o r
I n t = ( I n t + tmp ) .∗ 1 0 0 .∗ 1 ; % con v e r s i o n to kN/m (1 Bar = 100 kN/m)

%% VISUALISATION

f 1 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
g r i d minor ; ho ld on ;
p l o t ( t ime , I n t , ’−k ’ ) ;
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ Force [ kN/m] ’ ) ;
l egend ( ’ I n t e g r a t e d p r e s s u r e ’ , ’ F o n t S i z e ’ , 2 4 ) ;
ho ld o f f ;

%% SAVE OUTPUT

f i l e I D = fopen ( [ d i r ’\ I n t e g r a t e d p r e s s u r e s . t x t ’ ] , ’w ’ ) ;
% save t ime s e r i e s a f t e r i n t e g r a t i o n
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ Time [ s ] ’ , ’ I n t e g r a t e d P r e s s u r e [ kN/m] ’ ) ;
f p r i n t f ( f i l e I D , ’ %.8 f \ t %.8 f \n ’ , c a t ( 1 , t ime ’ , I n t ’ ) ) ;
f c l o s e ( f i l e I D ) ;

s a v e f i g ( f1 , [ d i r ’ I n t e g r a t e d p r e s s u r e s . f i g ’ ] ) ; % save f i g u r e

First script: Pressure sensor signal peak detection

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Date : 11/05/2017
% Author : Max im i l i an S t r e i c h e r , Phd s tuden t Ghent U n i v e r s i t y .
% Emai l : Max im i l i an . S t r e i che r@UGent . be ( s t r . max1@gmx . de )
%
% Sc r i p t : Peak d e t e c t i o n method f o r i n t e g r a t e d p r e s s u r e s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
%
%% MANUAL USER INPUT

c l c ; c l e a r a l l ; c l o s e a l l ;

d i r = ’ .\Output\P r e s s u r e \ ’ ; % inpu t d i r e c t o r y
s k i p r o w s = 1 ; % rows to s k i p at the b eg i nn i n g o f the i n pu t f i l e
s k i p c o l = 0 ; % colums to s k i p at the b eg i nn i n g o f i n pu t f i l e
d e l = ’\ t ’ ; % d e l i m i t e r i n i n pu t f i l e . space : ’ ’ , tab : ’ t ’
f s = 1 0 0 0 ; % samp l ing f r e qu en c y o f p r e s s u r e s e n s o r s i g n a l s [ Hz ]
s e l = 0 . 0 2 ; % minimum magnitude d i f f e r e n c e between two c o n s e c u t i v e
% de t e c t ed peaks [ kN/m]
hpt = 0 . 0 2 ; % high pas s t h r e s h o l d [ kN/m]
dt = 2 ; % minimum time between impact s [ s ]
addpath ( ’C:\ Program F i l e s \Matlab\ResearchR2015b\ t o o l b o x\ p e a k f i n d e r ’ ) ;
% add too l boxpa th

%% LOAD DATA

Sens = dlmread ( [ d i r ’\ I n t e g r a t e d p r e s s u r e s . t x t ’ ] , d e l , s k i p r o w s , s k i p c o l ) ;
% read i n i n t e g r a t e d p r e s s u r e data from f i l e

%% PEAK DETECTION

[ peakLoc peakMag ] = p e a k f i n d e r ( Sens ( : , 2 ) , s e l , hpt , 1 , 1 ) ;
% use Matlab p e a k f i n d e r t oo l bo x to f i n d peaks . 1 s t and s f o r
% maxima and second 1 f o r i n c l u d i n g the endpo i n t s

c n t = 1 ;
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X = z e r o s ( l e n g t h ( peakLoc ) , 1 ) ;
Y = z e r o s ( l e n g t h ( peakLoc ) , 1 ) ;

f o r i = 1 : l e n g t h ( peakLoc )

window = peakLoc ( i )−dt ∗1 0 0 0 : 1 : peakLoc ( i ) ;
% f i l t e r v a l u e s which a r e too c l o s e i n t ime
n = f i n d ( ismember ( peakLoc , window )==1);

i f l e n g t h ( n ) == 1 % check i f on l y 1 peak was d e t e c t ed i n the range o f dt
X( cnt ,1)= peakLoc ( n ) ;
Y( cnt ,1)= peakMag ( n ) ;
c n t = c n t +1;

e l s e
[ mx I ] = max( peakMag ( n ) ) ; % check backwards i f the l a s t en t r an c e i n X and
% Y i s pa r t o f the same impact and maybe o v e rw r i t e

i f peakMag ( n ( I ) ) >= Y( cnt−1)
X( cnt−1,1)= peakLoc ( n ( I ) ) ;
Y( cnt−1,1)=peakMag ( n ( I ) ) ;
e l s e
end
end

end

S e n s e v e n t s = [ Sens (X(Y>=hpt ) , 1 ) Y(Y>=hpt ) ] ; % high pas s t h r e s h o l d

%% VISUALISATION

f 1 = f i g u r e ( ’ u n i t s ’ , ’ n o r m a l i z e d ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
ho ld on ; g r i d minor ;
p l o t ( Sens ( : , 1 ) , Sens ( : , 2 ) , ’− ’ , ’ C o l o r ’ , [ 0 0 0 ] ) ;
p l o t ( S e n s e v e n t s ( : , 1 ) , S e n s e v e n t s ( : , 2 ) , ’ ob ’ , ’ M a r k e r S i z e ’ , 1 5 ) ;
s e t ( gca , ’ F o n t S i z e ’ , 2 4 ) ;
x l a b e l ( ’ Time [ s ] ’ ) ; y l a b e l ( ’ Force [ kN/m] ’ ) ;
l egend ({ ’ I n t e g r a t e d p r e s s u r e ’ , ’ Peak e v e n t ’ } , . . .
’ F o n t S i z e ’ , 2 4 , ’ L o c a t i o n ’ , ’ NorthWest ’ ) ;

%% SAVE OUTPUT

f i l e I D = fopen ( [ d i r ’ Ev e nt s . t x t ’ ] , ’w ’ ) ; % save peak e v en t s
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ Time [ s ] ’ , ’ E ve n ts [ kN/m] ’ ) ;
f p r i n t f ( f i l e I D , ’ %.8 f \ t %.8 f \n ’ , c a t ( 1 , S e n s e v e n t s ( : , 1 ) ’ , S e n s e v e n t s ( : , 2 ) ’ ) ) ;
f c l o s e ( f i l e I D ) ;

f i l e I D = fopen ( [ d i r ’ Metadata . t x t ’ ] , ’w ’ ) ; % save meta data
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ h i g h p a s s t h r e s h o l d [ kN ] : ’ , num2str ( hpt ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ min . d i f f e r e n c e i n magnitude between 2 . . .

c o n s e c u t i v e i m p a c t s [ kN/m] : ’ , num2str ( s e l ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ min . t ime d i f f e r e n c e between 2 . . .

d e t e c t e d i m p a c t s [ s ] : ’ , num2str ( dt ) ) ;
f p r i n t f ( f i l e I D , ’%s\ t%s\n ’ , ’ f o r c e u n i t : ’ , ’kN/m’ ) ;
f c l o s e ( f i l e I D ) ;

s a v e f i g ( f1 , [ d i r ’ Ev e nt s . f i g ’ ] ) ; % save f i g u r e
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positionierten hochwasserschutzmauern. Master’s thesis, RWTH Aachen,
Aachen, Germany.



REFERENCES 185

Hofland, B., Chen, X., Altomare, C., and Oosterlo, P. (2017). Prediction formula
for the spectral wave period Tm-1,0 on mildly sloping shallow foreshores.
Coastal Engineering, 123:21–28.

Hofland, B., Diamantidou, E., van Steeg, P., and Meys, P. (2015). Wave runup and
wave overtopping measurements using a laser scanner. Coastal Engineering,
106:20 – 29.

Hofland, B., Wenneker, I., and Van Gent, M. (2013). Description of the new Delta
Flume, pages 1346–1355. ICE publishing.

Hughes, S. (1995). Physical models and laboratory techniques in coastal engineer-
ing. Advanced series on ocean engineering 7. World Scientific.

Hughes, S. (2015). Hydraulic parameters of individual overtopping wave volumes.
Technical report, Engineering Research Center, Colorado State University, Fort
Collins, USA.

Hughes, S., Thornton, C., Van der Meer, J., and Scholl, B. (2012). Improvements
in describing wave overtopping processes. In Proceedings 33rd International
conference on coastal engineering (ICCE).

Hughes, S. A. (2004a). Estimation of wave run-up on smooth, impermeable slopes
using the wave momentum flux parameter. Coastal Engineering, 51(11):1085
– 1104.

Hughes, S. A. (2004b). Wave momentum flux parameter: a descriptor for nearshore
waves. Coastal Engineering, 51(11):1067 – 1084.

IPCC (2014). Climate change 2014: Synthesis report. contribution of working
groups i, ii and iii to the fifth assessment report of the intergovernmental
panel on climate change. Technical report, IPCC, Geneva, Switzerland.

James, G., Witten, D., Hastie, T., and Tibshirani, R. (2013). An introduction to
statistical learning: with applications in R. Springer, New York, USA.

Kihara, N., Niida, Y., Takabatake, D., Kaida, H., Shibayama, A., and Miyagawa,
Y. (2015). Large-scale experiments on tsunami-induced pressure on a vertical
tide wall. Coastal Engineering, 99:46 – 63.

Klammer, P., Kortenhaus, A., and Oumeraci, H. (1996). Wave impact loading of
vertical face structures for dynamic stability analysis- prediction formulae. In
25th International conference on coastal engineering (ICCE).

Kleidon, P. (2004). Modelluntersuchungen zum wellenüberlauf eines geschütteten
wellenbrechers und zur überlaufinduzierten gefährdung von personen auf kro-
nenbauwerken. Master’s thesis, TU Braunschweig, Braunschweig, Germany.

Ko, H. T.-S. and Yeh, H. (2018). On the splash-up of tsunami bore impact. Coastal
Engineering, 131:1–11.



186 REFERENCES

Kolkman, P. (1984). Consideration about the accuracy of discharge relations of
hydraulic structures and the use of scale models for their calibration. In Sym-
posium on scale effects in modelling hydraulic structures.

Kortenhaus, A., Gallach Sanchez, D., Streicher, M., Hohls, C., Trouw, K., Al-
tomare, C., Suzuki, T., Thoon, D., Troch, P., and De Rouck, J. (2017).
Wave-induced loads on coastal sea walls. In Coastal structures and solutions
to coastal disaster joint conference, pages 1–7.

Kortenhaus, A. and Oumeraci, H. (1998). Classification of wave loading on mono-
lithic coastal structures. In 26th International conference on coastal engineer-
ing (ICCE), pages 867–880.

Kortenhaus, A. and Oumeraci, H. (1999). Scale effects in modelling wave impact
loading of coastal structures. In Hydralab-workshop on experimental research
and synergy effects with mathematical models, page 10.

Kortenhaus, A., Oumeraci, H., Geeraerts, J., De Rouck, J., Medina, J., and
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