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#### Abstract

A tree cover of a metric space $(X, d)$ is a collection of trees, so that every pair $x, y \in X$ has a low distortion path in one of the trees. If it has the stronger property that every point $x \in X$ has a single tree with low distortion paths to all other points, we call this a Ramsey tree cover. Tree covers and Ramsey tree covers have been studied by $[15,31,19,30,38]$, and have found several important algorithmic applications, e.g. routing and distance oracles. The union of trees in a tree cover also serves as a special type of spanner, that can be decomposed into a few trees with low distortion paths contained in a single tree; Such spanners for Euclidean pointsets were presented by [8].

In this paper we devise efficient algorithms to construct tree covers and Ramsey tree covers for general, planar and doubling metrics. We pay particular attention to the desirable case of distortion close to 1 , and study what can be achieved when the number of trees is small. In particular, our work shows a large separation between what can be achieved by tree covers vs. Ramsey tree covers.
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## 1 Introduction

The problem of approximating metric spaces by tree metrics has been a successful research thread in the past decades, and has found numerous algorithmic applications. This is mainly due to the fact that a tree has a very simple structure that can be exploited by the algorithm designer. While a single tree cannot provide a meaningful approximation, due to a lower bound of [44] (the metric of the $n$ point cycle requires $\Omega(n)$ distortion for embedding into a tree), several other variants have been considered in the literature. The purpose of this paper is to study the natural question whether there exists a small collection of trees (tree cover) such that each pair is well preserved in at least one of them. A natural stronger demand may be that for each point all of its interpoint distances to the rest of the metric are well preserved in one of the trees (Ramsey tree covers).
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Tree covers and Ramsey tree covers have been studied by [31, 15, 19, 30, 38], and are useful ingredients in important algorithmic applications such as routing and distance oracles.

Given a metric space $\left(X, d_{X}\right)$ and an edge-weighted tree $T$ with $X \subseteq V(T)$, for $x, y \in X$ let $d_{T}(x, y)$ denote the length of the path in $T$ from $x$ to $y$. We say $T$ is dominating if $d_{T}(x, y) \geq d_{X}(x, y)$ for all $x, y \in X$. A dominating tree $T$ has distortion $\alpha$ for a pair $x, y \in X$, if $d_{T}(x, y) \leq \alpha \cdot d_{X}(x, y)$. In what follows, all trees we consider are always dominating (this can be assumed w.l.o.g.).

- Definition 1 (Tree cover). Given a metric space $\left(X, d_{X}\right)$, for $\alpha \geq 1$ and an integer $k$, a tree cover with distortion $\alpha$ and size $k,(\alpha, k)$-tree cover in short, is a collection of $k$ dominating trees $T_{1}, \ldots, T_{k}$, such that for any $u \neq v$ in $X$ there is a tree $T_{i}$ with distortion at most $\alpha$ for the pair $u$, $v$.

If for each $u \in X$ there is a tree $T_{i}$ with distortion at most $\alpha$ for each pair $u, v$ with $v \in X$, we call this a Ramsey $(\alpha, k)$-tree cover.

If the metric is a shortest path metric of some graph $G$, and the trees are subgraphs, we call this a spanning tree cover.

The notion of tree covers is closely related to the well studied notion of spanners. In the context of metric spaces, a spanner with distortion $\alpha$ for the metric $\left(X, d_{X}\right)$, is a graph $H$ with $X \subseteq V(H)$, so that for all $x, y \in X, d_{X}(x, y) \leq d_{H}(x, y) \leq \alpha \cdot d_{X}(x, y)$. It is often desired that the spanner would be a sparse graph. Note that taking $H$ as the union of the trees in a (Ramsey) tree cover forms a sparse spanner with a special structure; that can be decomposed into a few trees, and every pair (or every point) has the distortion guarantee in one of these trees. In the context of graphs $H$ is usually required to be a subgraph of the original graph, and then the same holds for spanning tree covers. Spanners are basic graph constructions, have been intensively studied [42, 7, 22, 20, 8, 24, 16, 47, 41] and have numerous applications in various settings, see e.g. [9, 43, 10, 22, 46, 25].

A related well-studied concept is probabilistic embedding of a metric space into tree metrics. This notion was introduced by Bartal [11], and a sequence of works by Bartal, and Fakcharoenphol et al. [12, 27, 13] culminated in obtaining a tight $O(\log n)$ bound. The result of [11] already implies a probabilistic construction of tree covers of size $k$ with distortion $O\left(n^{2 / k} \log n\right)$, for general metrics spaces. In Theorem 2 we improve this by constructing deterministic Ramsey tree covers with almost optimal distortion (nearly matching the lower bound in Theorem 27).

In the rest of the section we review known results on tree covers and Ramsey tree covers, and present the new results of this paper.

### 1.1 Tree Covers

In the context of Euclidean spanners, Arya et al. [8] used the so called dumbbell trees to build low distortion spanners. Rephrased in our context, they obtained a tree cover for Euclidean pointsets. More specifically, for any finite set of points in $d$-dimensional Euclidean space, and any parameter $\epsilon>0$, they devised a $(1+\epsilon)$-distortion tree cover with $O\left((d / \epsilon)^{d} \log (d / \epsilon)\right)$ trees. We note that their trees are using Steiner points (i.e., points in Euclidean space that are not part of the input set), and it is not clear that such points can be removed from the spanner while maintaining $(1+\epsilon)$ distortion.

Chan et al. [19] presented tree covers for doubling metrics. The doubling constant of a metric $\left(X, d_{X}\right)$ is the minimal $\lambda$, so that every ball of radius $2 r$ can be covered by $\lambda$ balls of radius $r$. The doubling dimension of $\left(X, d_{X}\right)$ is defined as $\log \lambda$, and a family of
metrics is called doubling if every metric in it has doubling dimension $O(1)$. The result of [19] used hierarchical partitioning to construct a tree cover with distortion $O\left(\log ^{2} \lambda\right)$ and $O(\log \lambda \cdot \log \log \lambda)$ trees.

The notion of spanning tree covers was introduced by Gupta et al. in [31], who used these for MPLS routing. They devised spanning tree covers for planar graphs: an exact (i.e. distortion 1) tree cover with $O(\sqrt{n})$ trees (more generally $O(r(n) \log n)$ trees for graphs admitting a hierarchical $r(n)$ size separators), and a spanning tree cover with distortion 3 and only $O(\log n)$ trees. They also showed the former result for planar graphs is tight, i.e., at least $\Omega(\sqrt{n})$ trees are needed for an exact tree cover.

### 1.1.1 Our results

As a starting point for this study, we observe, that for general metrics, the number of trees of any tree covers with distortion $\alpha$ must be as large as $n^{1 / \alpha}$. (This bound stems from the standard example of high girth graphs and extends a previous lower bound for spanning trees of [31]). Nearly optimal upper bounds are known even for Ramsey tree covers (see next subsection). The above lower bound also implies a lower bound of $\lambda^{1 / \alpha}$ in any space with doubling constant $\lambda$.

One of our main results is a tree cover for doubling metrics. We develop a novel hierarchical clustering for such metrics, built in a bottom-up manner. We then use this new clustering to show that for any $0<\epsilon<1$, every metric with doubling constant $\lambda$ admits a tree cover with distortion $1+\epsilon$ and only $(1 / \epsilon)^{O(\log \lambda)}$ trees. Since $d$-dimensional Euclidean space has doubling dimension $\Theta(d)$, the number of trees in the cover is therefore $(1 / \epsilon)^{O(d)}$. Hence, this can be viewed as both a generalization and improvement of the result of [8]. Moreover, we improve their result in another aspect, since unlike [8] we do not require the use of Steiner points. In particular, for any $\epsilon>0$ our result provides a $(1+\epsilon)$-spanner with $n / \epsilon^{O(\log \lambda)}$ edges, that can be decomposed to a small number of trees, and where each pair has a $1+\epsilon$ stretch path in one of the trees. We note that the number of edges in this spanner is asymptotically optimal [45], and thus so is our result.

We then turn to obtaining a distortion-size tradeoff for tree covers of doubling spaces with arbitrary distortion $\alpha$. We improve and extend the result of [19]; for any parameter $\alpha$, we use a more sophisticated construction of hierarchical partitions, to build a tree cover with distortion $O(\alpha)$ and $O\left(\lambda^{1 / \alpha} \cdot \log \lambda \cdot \log \alpha\right)$ trees (note that setting $\alpha=\log \lambda$ yields distortion $O(\log \lambda)$ with $O(\log \lambda \cdot \log \log \lambda)$ trees). We note that the trees obtained here are in fact ultrametrics ${ }^{1}$. This result provides a special type of spanner with distortion $O(\alpha)$ and $O\left(n \cdot \lambda^{1 / \alpha} \cdot \log \lambda \cdot \log \alpha\right)$ edges, which improves the recent spanner construction of [28], whose number of edges was larger by a factor of $O\left(\log _{\lambda} n\right)$ (though their spanner has additionally bounded lightness). The lower bound mentioned above for doubling spaces implies that our tree cover bounds cannot be substantially improved.

For planar graphs with $n$ vertices, and more generally graphs excluding a fixed minor, we apply the path-separators framework of [48, 4], and show that for any $\epsilon>0$, there exists a tree cover with distortion $1+\epsilon$ and $O((\log n) / \epsilon)^{2}$ trees. (Recall that for distortion 1, [31] used the planar separators of [37], but this requires $\Omega(\sqrt{n})$ trees.) We also observe that certain hierarchical partitions of [35] for planar (and fixed minor-free) graphs, can be used to obtain a tree cover with $O(1)$ distortion and only $O(1)$ trees (the obtained trees are ultrametrics).

[^0]See Table 1 for a succinct comparison between our and previous results on tree covers.
Table 1 Results on tree covers for general, planar (our new results also hold for fixed minor-free graphs) and doubling metrics. (The upper bound for general metrics appears in Table 2.)

| Family | Reference | Number of trees | Distortion |
| :--- | :--- | :--- | :--- |
| General metrics | New | $\Omega\left(n^{1 / \alpha}\right)$ | $\alpha$ |
| Doubling metrics | $[19]$ | $O(\log \lambda \cdot \log \log \lambda)$ | $O\left(\log ^{2} \lambda\right)$ |
|  | New | $(1 / \epsilon)^{\Theta(\log \lambda)}$ | $1+\epsilon$ |
|  | New | $O\left(\lambda^{1 / \alpha} \cdot \log \lambda \cdot \log \alpha\right)$ | $O(\alpha)$ |
|  | New | $\Omega\left(\lambda^{1 / \alpha}\right)$ | $\alpha$ |
| Planar metrics | $[31]$ | $\Theta(\sqrt{n})$ | 1 |
|  | $[31]$ | $O(\log n)$ | 3 |
|  | New | $O((\log n) / \epsilon)^{2}$ | $1+\epsilon$ |
|  | $[35]+$ New | $O(1)$ | $\mathrm{O}(1)$ |

### 1.2 Ramsey Tree Covers

Given a metric ( $X, d$ ), the metric Ramsey problem asks for a large subset $S \subseteq X$ that embeds with a given distortion into a simple metric, such as a tree metric or Euclidean space. Following [15], [38] gave a probabilistic construction that finds in any $n$ point metric $(X, d)$ a set $S \subseteq X$ of size at least $n^{1-1 / \alpha}$ that embeds into an ultrametric with distortion $O(\alpha)$. In fact, the embedding has such distortion on all pairs in $S \times X$. Applying this iteratively, [38] obtained a collection of $O\left(\alpha \cdot n^{1 / \alpha}\right)$ trees, so that each point $x \in X$ has a "home tree" $T_{x}$ with distortion $O(\alpha)$ for every pair containing $x$. We call such a collection a Ramsey tree cover. Some further works aim at improving the leading constant in the distortion ([14, 40, 17]) and finding a deterministic construction ([14]). Recently, in the graph setting, [3] devised a spanning Ramsey tree cover, where the trees are subgraphs of the input graph. They obtained the same number of trees, but with slightly larger distortion $O(\alpha \cdot \log \log n)$.

We note that the number of trees in all previous works is $\alpha \cdot n^{1 / \alpha} \geq \log n$ for any value of $\alpha$. It seems like a natural question to understand what can be achieved in the inverse tradeoff, where the number of trees, $k$, is small. We remark that the lower bound via high girth graphs is rather weak, it implies that using $k$ trees the distortion must be only $\Omega\left(\log _{k} n\right)$, as that is the bound on the girth of a graph with $k n$ edges [18].

### 1.2.1 Our results

We focus on the regime where the number of trees is small. We first observe that a similar method as used in [38] of iteratively extracting large Ramsey subspaces can be applied in this setting as well. Given any metric space ( $X, d$ ) on $n$ points, and a parameter $k \geq 1$, there exists a Ramsey tree cover of size $k$ (in particular, ultrametrics) and distortion $O\left(n^{1 / k} \cdot \log ^{1-1 / k} n\right)$. We also note that the result of [3] can be translated to this setting: given a graph $G=(V, E)$ with $n$ vertices, we find a Ramsey spanning tree cover with $k$ spanning trees and distortion $O\left(n^{1 / k} \cdot \log ^{1-1 / k} n \cdot \log \log n\right)$. The proof of this observation is given in the full version of the paper.

Next, we investigate the tightness of this bound. We find a graph on $n$ vertices, such that any Ramsey tree cover with $k$ trees requires distortion $\Omega\left(n^{1 / k}\right)$, significantly improving the $\Omega\left(\log _{k} n\right)$ bound obtained from high girth graphs. This also implies that our upper bound is tight, up to lower order terms.

Moreover, the graph we construct is series-parallel (in particular a planar graph) and also has $O(1)$ doubling dimension. Thus, our lower bound indicates a large separation between what can be achieved by a tree cover vs. a Ramsey tree cover; Our upper bounds give a tree cover with $O(1)$ trees and constant distortion for planar and doubling metrics (even $1+\epsilon$ distortion for the latter), as opposed to the $n^{\Omega(1)}$ distortion required with a constant number of Ramsey trees, for both planar and doubling metrics.

We also use a result of [15] to show a lower bound for planar and doubling metrics in the low distortion regime: there are $n$-point planar (in fact, series-parallel) doubling metrics, such that any Ramsey tree cover with distortion $\alpha$ must contain at least $n^{\Omega(1 /(\alpha \log \alpha))}$ trees.

Overall, for general, planar and doubling metrics, our results solve the question of covering metrics by Ramsey trees, up to logarithmic terms, in every regime of parameters. See Table 2 for a concise description of previous and our results.

Table 2 Previous and our results on Ramsey trees for general, planar and doubling metrics.

| Family | Reference | Number of trees | Distortion |
| :--- | :--- | :--- | :--- |
| General metrics | $[38]$ | $O\left(\alpha \cdot n^{1 / \alpha}\right)$ | $O(\alpha)$ |
|  | New | $k$ | $O\left(n^{1 / k} \cdot \log ^{1-1 / k} n\right)$ |
| Planar \& doubling metrics | New | $k$ | $\Omega\left(n^{1 / k}\right)$ |
|  | New | $n^{\Omega(1 /(\alpha \log \alpha))}$ | $\alpha$ |

### 1.3 Overview of Techniques

Tree cover for doubling metrics. The standard way to construct a $(1+\epsilon)$-spanner for doubling metrics is along the following lines [29, 32]: Choose a hierarchical collection of $2^{i}$-nets (see Section 3 for definitions), and assign every vertex to its nearest net-point at the level $i$ when it first leaves the net hierarchy; this creates a net tree. Then additional edges are added to other net-points within distance $\approx 2^{i} / \epsilon$. This spanner cannot be decomposed into a few trees as low distortion paths for the pairs use both the net tree and the additional edges.

We use a different approach for constructing a spanner, so that it can be decomposed to trees; We first partition the hierarchical net into a small number of well-separated sub-nets (so that in level $i$, distances between points in the sub-net are at least $2^{i} / \epsilon$ ). Then construct a tree for each hierarchical sub-net, by iterative clustering around the sub-net points in a bottom-up manner. In order to control the radius increase caused by the clustering of lower level sub-nets, we also take sufficiently large gaps between consecutive levels used in the same tree.

Tree cover for minor-free graphs. We apply the path separators of [4], asserting that graphs excluding a fixed minor have a separator consisting of $O(1)$ shortest paths (see Section 4 for the precise definitions). Adding for each point $O(1 / \epsilon)$ edges to each shortest path guarantees small distortion for all separated pairs [48, 34]. However, since we desire trees, we can allow each point to add only 1 edge (per tree) to the path separator. Using a simple randomized algorithm to choose these edge connections, we show that w.h.p. all pairs will have a low distortion tree.

Hierarchical partitions. We construct a collection of HST spaces (a special type of ultrametric spaces, see Section 5) via a hierarchical probabilistic partitions similarly to [19]. Yet instead of using the basic probabilistic partitions (e.g. [11]) we use the probabilistic partitions
of [1], which have two main strong properties: The padding of the partition can be set as a parameter, which may also be a constant depending on distortion $\alpha$; The partitions are local, i.e. the probability of being padded is not affected by the structure of the clusters that are far enough. This allows showing that intersecting a bundle of such independent partitions achieves a good tradeoff when the number of scale levels is small. Combining these with the idea of bottom-up union of clusters similar to that of [19], we are able to construct hierarchies with diameters of clusters decreasing by a constant factor while letting the padding parameter depend on $\alpha$, obtaining more general and improved bounds.

### 1.4 Related Work

We note that Charikar et al. [21] studied a related question of bounding the number of trees sufficient for probabilistic embedding. The result they obtain implies an exponentially weaker cover size than those that follow from [11] and from our construction.

In [30], Gupta et al. considered a stronger version of tree covers (stronger than Ramsey tree covers), which they used to devise an oblivious algorithm for network design problems. We note that the lower bounds given in this paper show that the bound they get using this method is almost tight, even for doubling or planar metrics.

In the context of spanning trees, the problem of computing a spanning tree with low average stretch was first studied by Alon et al. [6]. Following Elkin et al. [23], Abraham et al. $[2,5]$ obtained a nearly tight $O(\log n \cdot \log \log n)$ bound.

## 2 Ramsey Tree Covers for General Metrics with Few Trees

In this section we show a deterministic Ramsey tree cover construction for general metrics. Unlike previous works, we build a cover with a small (possible constant) number of trees.

- Theorem 2. For any n-point metric $(X, d)$ and any $k \geq 1$, there is a deterministic algorithm that constructs a Ramsey tree cover for $X$ of size $k$ with distortion $O\left(n^{1 / k} \cdot(\log n)^{1-1 / k}\right)$.

Our deterministic construction follows directly from the following theorem on deterministic Ramsey embedding into a tree metric that was presented by Bartal [14] and later by Abraham et al. [3] (alternatively, a randomized construction can be based on [38]).

- Theorem 3 ([14, 3]). Let $(X, d)$ be a metric space, fix any subset $S \subseteq X$, and let $\alpha \geq 1$ be a parameter. There is a deterministic algorithm that finds a subset $Z \subseteq S$, of size $|Z| \geq|S|^{1-\frac{1}{\alpha}}$, and an embedding $f$ of $X$ into an ultrametric $T$ with distortion $O(\alpha)$ for any pair $(u, v) \in Z \times X$.

Proof of Theorem 2. Let $S_{1}=X$. For $i=1, \ldots, k-1$ iteratively apply the algorithm of Theorem 3 on the subset $S_{i}$ with parameter $\alpha$ (to be determined later), and obtain trees $T_{1}, \ldots, T_{k-1}$. The last tree $T_{k}$ will be constructed separately. Let $Z_{i} \subseteq S_{i}$ be the set of size at least $\left|S_{i}\right|^{1-1 / \alpha}$ guaranteed by Theorem 2, and define $S_{i+1}=S_{i} \backslash Z_{i}$. Note that every point $x \in X \backslash S_{k}$ has a tree with distortion $O(\alpha)$ for all pairs in $\{x\} \times X$. For each $i \geq 1$, we have $\left|S_{i+1}\right|=\left|S_{i}\right|-\left|Z_{i}\right| \leq\left|S_{i}\right|\left(1-n^{-1 / \alpha}\right)$. Therefore, after $k-1$ iterations we have $\left|S_{k}\right| \leq n\left(1-n^{-1 / \alpha}\right)^{k-1}$. We can embed the metric $S_{k}$ into an ultrametric with distortion $\left|S_{k}\right|-1$ by the embedding of $[15,32]$. This embedding can be extended to all of $X$, with distortion $O\left(\left|S_{k}\right|\right)$ for pairs in $S_{k} \times X$ by [38, Lemma 4.1]. Therefore, $\alpha$ should be chosen so that $n \cdot\left(1-n^{-1 / \alpha}\right)^{k-1} \leq \alpha$. Using the inequality $e^{x} \geq 1+x$ for all $x \in \mathbb{R}$ we have: $n \cdot\left(1-n^{-1 / \alpha}\right)^{k-1}=n \cdot\left(1-e^{-\frac{\ln n}{\alpha}}\right)^{k-1} \leq n \cdot\left(\frac{\ln n}{\alpha}\right)^{k-1}$. Taking $\alpha=n^{1 / k} \cdot(\ln n)^{\left(1-\frac{1}{k}\right)}$ gives a Ramsey tree cover with distortion $O(\alpha)$.

## $3(1+\epsilon)$-Distortion Tree Covers for Doubling Metrics

In this section we devise a tree cover for doubling metrics with distortion arbitrarily close to 1. Let $(X, d)$ be a metric with doubling constant $\lambda$, and fix $0<\epsilon<1 / 8$.

- Definition 4. An r-net $N \subseteq X$ is a set satisfying: 1) For every $x, y \in N, d(x, y)>r$, and 2) For every $u \in X$ there exists $x \in N$ with $d(x, u) \leq r$. We say that a collection $\left\{N_{i}\right\}$ of $2^{i}$-nets is hierarchical if $N_{i+1} \subseteq N_{i}$.

It is well-known that a simple greedy algorithm can construct (hierarchical) nets. Also, it is known that the size of an $r$-net of a ball of radius $R$ is bounded by $\lambda^{O(\log (R / r))}$.

Let $\left\{N_{i}\right\}$ be a hierarchical collection of $2^{i}$-nets of $X$. (It suffices to take the indices $i$ from the range $[\log (\epsilon \delta), \log \Delta]$ where $\delta=\min _{x \neq y \in X}\{d(x, y)\}$ and $\Delta=\max _{x, y \in X}\{d(x, y)\}$.)
$\triangleright$ Claim 5. There is a partition of $N_{i}$ to $t=\lambda^{O(\log (1 / \epsilon))}$ sets $N_{i 1}, \ldots, N_{i t}$, so that for every $x, y \in N_{i j}, d(x, y) \geq 6 / \epsilon \cdot 2^{i}$. It is also hierarchical: if $x \in N_{i j}$ then $x \in N_{i^{\prime} j}$ for every $i^{\prime}<i$.

Proof. First place in $N_{i j}$ all the points of $N_{(i+1) j}$ for each $j$, and denote $N_{i}^{\prime}=N_{i} \backslash\left(\bigcup_{j} N_{(i+1) j}\right)$. Next, for $j=1,2, \ldots, t$ complete $N_{i j}$ by choosing greedily from the points remaining in $N_{i}^{\prime} \backslash\left(N_{i 1} \cup \cdots \cup N_{i(j-1)}\right)$. Since for any $x \in N_{i}$ the ball of radius $6 / \epsilon \cdot 2^{i}$ contains less than $t$ net points of $N_{i}$, we will surely pick $x$ to some $N_{i j}$ in some iteration $j \leq t$.

Construction of trees. Assume w.l.o.g that $\log (1 / \epsilon)$ is an integer, we will construct $t \cdot \log (1 / \epsilon)$ trees (in fact, forests). The tree $T_{j, p}$ is indexed by the pair $(j, p)$ with $1 \leq j \leq t$ and $0 \leq p<$ $\log (1 / \epsilon)$. Fix $j$ and $p$, we now describe how to build $T_{j, p}$. Let $I_{p}=\{i: i \equiv p(\bmod \log (1 / \epsilon))\}$. Initially all points in $X$ are unclustered. We go over all $i \in I_{p}$ (from small to large in order), and for every $x \in N_{i j}$ we add an edge from $x$ to every unclustered point $y \in X$ satisfying $d(x, y)<3 / \epsilon \cdot 2^{i}$, of weight $d(x, y)$. These points connected to $x$ are now clustered. (The center $x$ is not considered clustered.)

The following observation is proved in the full version of the paper:

## - Observation 6.

a. No point $x \in N_{i j}$ is clustered when iteration $i$ is complete.
b. Every $u \in X$ can be clustered by at most 1 point.
c. If $C_{x}$ is the connected component created by the clustering of $x \in N_{i j}$ at level $i \in I_{p}$, then $\operatorname{diam}\left(C_{x}\right) \leq 8 / \epsilon \cdot 2^{i}$.
$\triangleright$ Claim 7. When the process completes we have a forest.
Proof. By Observation $6(b)$ every point $u$ adds at most a single edge to $T_{j, p}$, at the time it becomes clustered. As $u$ adds this edge to an unclustered point, it cannot close a cycle. (More formally, if we give each vertex a time stamp which is the time it becomes clustered, then the single edge every vertex adds is to a vertex with a higher time stamp.)
$\triangleright$ Claim 8. Let $C_{x}$ be the connected component created when we clustered points to $x$ at some level $i \in I_{p}$. Then for every point $y \in B\left(x, 2 / \epsilon \cdot 2^{i}\right)$ we have $d_{C_{x}}(x, y) \leq d(x, y)+2^{i+4}$.
Proof. If $y$ was unclustered when creating $C_{x}$ then $d_{C_{x}}(x, y)=d(x, y)$ by definition. Otherwise, let $z$ be the (unique) unclustered point in $C_{z}$, the connected component containing $y$ before executing the clustering of level $i$. Let $i^{\prime}<i$ be the level in which $z$ created $C_{z}$, and by Observation $6(c)$ we have $\operatorname{diam}\left(C_{z}\right) \leq 8 / \epsilon \cdot 2^{i^{\prime}} \leq 8 \cdot 2^{i}$ (recall $i^{\prime} \leq i-\log (1 / \epsilon)$ since $\left.i^{\prime} \in I_{p}\right)$. As $8 \leq 1 / \epsilon$ it follows that $d(x, z) \leq d(x, y)+d(y, z) \leq 2 / \epsilon \cdot 2^{i}+8 \cdot 2^{i} \leq 3 / \epsilon \cdot 2^{i}$, so $x$ will cluster $z$ (recall that by Observation $6(b)$ no other center can cluster $z$ ). Furthermore, $d_{C_{x}}(x, y)=$ $d_{C_{x}}(x, z)+d_{C_{z}}(z, y)=d(x, z)+d_{C_{z}}(z, y) \leq d(x, y)+2 d_{C_{z}}(z, y) \leq d(x, y)+2^{i+4}$.

- Lemma 9. For every $u, v \in X$, there is a tree $T=T_{j, p}$ so that $d_{T}(u, v) \leq(1+O(\epsilon)) \cdot d(u, v)$.

Proof. Choose $i$ such that $2^{i-1} / \epsilon \leq d(u, v)<2^{i} / \epsilon$, and let $p=i \bmod \log (1 / \epsilon)$. Let $x \in N_{i}$ be the nearest net point to $u$, so that $d(x, u) \leq 2^{i}$, and let $1 \leq j \leq t$ be such that $x \in N_{i j}$.

Observe that $d(x, v) \leq d(x, u)+d(u, v) \leq 2^{i}+2^{i} / \epsilon<2 / \epsilon \cdot 2^{i}$, so by Claim 8

$$
d_{C_{x}}(x, v) \leq d(x, v)+2^{i+4} \leq d(x, u)+d(u, v)+2^{i+4}=(1+O(\epsilon)) \cdot d(u, v)
$$

We also have by the same claim that $d_{C_{x}}(x, u) \leq d(x, u)+2^{i+4}=O(\epsilon) \cdot d(u, v)$. The fact that $C_{x}$ is a subtree of the forest $T=T_{j, p}$ completes the proof.

Since we use edge weights that are the actual distances in $(X, d)$, clearly $d_{T} \geq d$. Rescaling $\epsilon$ by a constant yields the following.

- Theorem 10. For every metric $(X, d)$ with doubling constant $\lambda$, and any $0<\epsilon<1$, there is an efficient algorithm to construct a tree cover of size $\lambda^{O(\log (1 / \epsilon))}$, with distortion $1+\epsilon$.


## $4 \quad(1+\epsilon)$-Distortion Tree Covers for Planar and Minor-Free Graphs

In this section we use path-separators for planar [48] and more generally minor-free graphs [4], to devise tree covers with $1+\epsilon$ distortion and $O((\log n) / \epsilon)^{2}$ trees. We start with some preliminary definitions.

A graph $G$ has $H$ as a minor if one can obtain $H$ from $G$ by a sequence of edge deletions, vertex deletions and edge contractions. The graph $G$ is $H$-minor-free if it does not contain $H$ as a minor.

- Definition 11. A graph $G=(V, E)$ on $n$ vertices is s-path separable if there exists an integer $t$ and a separator $S \subseteq V$ such that:

1. $S=V\left(\mathcal{P}_{0}\right) \cup V\left(\mathcal{P}_{1}\right) \cup \cdots \cup V\left(\mathcal{P}_{t}\right)$, where for each $0 \leq i \leq t, \mathcal{P}_{i}$ is a collection of shortest paths in the graph $G \backslash\left(\bigcup_{0 \leq j<i} \mathcal{P}_{j}\right)$ (and $V\left(\mathcal{P}_{i}\right)$ is the vertex set used by the paths in $\mathcal{P}_{i}$ ).
2. $\sum_{i=0}^{t}\left|\mathcal{P}_{i}\right| \leq s$, that is, the total number of paths is at most $s$.
3. Each connected component of $G \backslash S$ is s-path separable and has at most $n / 2$ vertices.

- Theorem 12 ([4]). Every $H$-minor-free graph is s-path separable for some $s=s(H)$, and an s-path separator can be computed in polynomial time.

The following Lemma is implicit in the works of [34, 48] (for completeness a proof is included in the full version of the paper):

- Lemma 13. Let $G=(V, E)$ be an edge-weighted graph, fix any $0<\epsilon<1$, and let $P$ be $a$ shortest path in $G$. Then one can find for each $x \in V$ a set of landmarks $L_{x}$ on $P$ of size $\left|L_{x}\right|=O(1 / \epsilon)$, such that for any $x, y \in V$ whose shortest path between them intersects $P$, there exists $u \in L_{x}$ and $v \in L_{y}$ satisfying $d_{G}(x, u)+d_{P}(u, v)+d_{G}(v, y) \leq(1+\epsilon) \cdot d_{G}(x, y)$.

Construction. Using these tools, we are ready to describe our tree cover for minor-free graphs. Apply the path separator of Theorem 12 on the input graph $G=(V, E),|V|=n$, to obtain a collection $\mathcal{P}$ of $s$ paths, and denote $S=V(\mathcal{P})$. For each path $P \in \mathcal{P}$, apply Lemma 13 to get a set of landmarks for each vertex, and let $\ell=\max _{x \in V}\left\{\left|L_{x}\right|\right\}=O(1 / \epsilon)$ be the maximal size of a landmark set. Let $T$ be a tree formed by taking $P$, and for each $x \in V \backslash V(P)$ add a single edge to $u \in L_{x}$ chosen uniformly and independently at random. Let $d_{G}(x, u)$ be the weight of a chosen edge. We pick $(C \log n) / \epsilon^{2}$ such trees independently for each path $P$, for sufficiently large constant $C$.

Next, we continue recursively on each connected component of $G \backslash S$. Since the number of vertices halves at every iteration, there will be $O(\log n)$ iterations. Furthermore, the trees of different connected components can be viewed as a forest of $G$ (which can be arbitrarily completed to a tree), thus the total number of trees is $O((\log n) / \epsilon)^{2}$.

Analysis. Fix some $x, y \in V$, and let $P$ be the first path in $\mathcal{P}$ that intersects the shortest path between $x, y$ in $G$. (It may be the case that $\mathcal{P}$ is a path separator in a deep level of the recursion, when we decompose some subgraph $G^{\prime}$. Note that $d_{G^{\prime}}(x, y)=d_{G}(x, y)$, since no path intersected the shortest path from $x$ to $y$ so far. So w.l.o.g. we call the current graph $G$.) Let $u \in L_{x}$ and $v \in L_{y}$ be such that $d_{G}(x, u)+d_{P}(u, v)+d_{G}(v, y) \leq(1+\epsilon) \cdot d_{G}(x, y)$, which are guaranteed to exist by Lemma 13. If we choose a tree $T$ that contains $P$ and both edges $(x, u),(y, v)$, then $T$ will have distortion at most $1+\epsilon$ for the pair $x, y$. The probability that both $x, y$ add these edges to $T$ is at least $1 / \ell^{2}=\Omega\left(\epsilon^{2}\right)$. Thus, the probability that none of the trees created for the path $P$ has distortion at most $1+\epsilon$ for the pair $x, y$ is at most $\left(1-\Omega\left(\epsilon^{2}\right)\right)^{(C \log n) / \epsilon^{2}} \leq e^{-3 \ln n}=1 / n^{3}$, whenever $C$ is sufficiently large. By the union bound over the $\binom{n}{2}$ pairs, with high probability all pairs have a tree with distortion $1+\epsilon$ in that tree. We have proven the following.

- Theorem 14. Let $G$ be a graph on $n$ vertices that is $H$-minor-free. For any $0<\epsilon<1$, there is a randomized efficient algorithm that w.h.p. constructs a tree cover for $G$ containing $O((\log n) / \epsilon)^{2}$ trees with distortion $1+\epsilon$. (The constant in the $O$-notation depends on $|H|$.)


## 5 Tree Covers for Doubling Metrics with Distortion-Size Tradeoff

In this section we prove that any metric space with doubling constant $\lambda$ has a tree cover with distortion $O(\alpha)$ of size $O\left(\lambda^{1 / \alpha} \log \lambda \log \alpha\right)$.

Recall that ultrametric is a metric space obeying a strong form of the triangle inequality. It is well known that any finite ultrametric $(U, \rho)$ can be represented by a finite labeled tree $T$, with the points of $U$ being the leaves of $T$. Each node $u \in T$ has a label $\Delta(u) \geq 0$ and the label of each leaf is 0 . For any two nodes $u$ and $v$, such that $v$ is a child of $u, \Delta(u) \geq \Delta(v)$. For $u, v \in U$, the distance $\rho(u, v)$ is defined to be the label of their least common ancestor. We refer to ultrametrics by their tree representation. If the labels in an ultrametric tree $T$ are decreasing by a factor at most $\mu>1$, then $T$ is called a $\mu$-Hierarchically Separated Tree metric ( $\mu$-HST) [11]. We note that an ultrametric space can also be represented as a shortest path metric on a Steiner tree.

For a finite metric $(X, d)$, let $d_{\text {max }}=\max _{x \neq y \in X}\{d(x, y)\}$, and $d_{\text {min }}=\min _{x \neq y \in X}\{d(x, y)\}$. Let $\Phi(X):=d_{\max } / d_{\text {min }}$ denote the aspect ratio of $X$.

### 5.1 Probabilistic Hierarchical Partition Family

With start with the neceassary definitions. For any $\Delta>0$, a $\Delta$-bounded partition $P$ of a finite metric space $(X, d)$ is a collection of pairwise disjoint clusters $P_{i} \subseteq X$, such that $\cup P_{i}=X$, and for each cluster $P_{i} \in P$, $\operatorname{diam}\left(P_{i}\right) \leq \Delta$. We assume that each cluster has some point designated as its center. For a point $x \in X$, let $P(x) \in P$ denote the cluster that contains $x$. A $\Delta$-bounded probabilistic partition of $X$ is a distribution $\mathcal{P}$ over a set of $\Delta$-bounded partitions of $X$.

The notion of a padding parameter of a random partition is studied in various papers $[36,33,11,27]$. We use a stronger definition given by Abraham et al. in [1], where the padding parameter depends on the desired probability of success. The following is a rephrased version of their original definition ([1], Definition 17):

- Definition 15 (Padded Probabilistic Partition). Let $\eta(\delta):(0,1] \rightarrow(0,1]$ be some function, and $(a, b] \subseteq(0,1]$ be some range. A $\Delta$-bounded probabilistic partition $\mathcal{P}$ is $\eta(\delta)$-padded on the range $(a, b]$, if for all $x \in X$ and for all $\delta \in(a, b], \operatorname{Pr}_{P \sim \mathcal{P}}[B(x, \eta(\delta) \cdot \Delta) \subseteq P(x)] \geq \delta$.

In addition, the authors defined a notion of a locally padded probabilistic partition (on the range $(a, b]): \mathcal{P}$ is $\eta(\delta)$-locally padded if for all $a<\delta \leq b$ the event $B(x, \eta(\delta) \cdot \Delta) \subseteq P(x)$ occurs with probability at least $\delta$ regardless of the structure of the partition outside the ball $B(x, 2 \Delta)$. Formally stated, for all $x \in X$, for all subsets $C \subseteq X \backslash B(x, 2 \Delta)$ and all partitions $P^{\prime}$ of $C, \operatorname{Pr}_{P \sim \mathcal{P}}\left[B(x, \eta(\delta) \cdot \Delta) \subseteq P(x) \mid P[C]=P^{\prime}\right] \geq \delta$, where $P[C]$ denotes the restriction of the partition $P$ to $C$. Our construction uses their random partitions as a building block:

- Lemma 16 ([1], Lemma 8). Given a finite metric space $X$ with doubling constant $\lambda$, and given any $0<\Delta<\operatorname{diam}(X)$, there is a $\Delta$-bounded, $\left(\frac{\log (1 / \delta)}{2^{6} \log \lambda}\right)$-locally padded probabilistic partition $\mathcal{P}$ of $X$, for $\delta \in\left[\lambda^{-2^{12}}, 1\right]$.

A set of nested partitions of $X$ forms a hierarchy:

- Definition 17 (Hierarchical Partition). For all $\mu>1, \Delta \leq d_{\max }(X)$ and integer $1 \leq B \leq$ $\log _{\mu} \Phi(X)$, let $\Delta_{i}=\Delta / \mu^{i}$, for all $0 \leq i \leq B$. A $\mu$-Hierarchical Partition of $X$ for range $\left[\Delta, \Delta_{B}\right]$, is a collection $H=\left\{P_{0}, \ldots, P_{B}\right\}$ of partitions of $X$ such that: For all $0 \leq i \leq B$, $P_{i}$ is a $\Delta_{i}$-bounded partition of $X$; Each $P_{i+1}$ is a refinement of $P_{i}$, i.e. each cluster in $P_{i}$ is a union of some clusters in $P_{i+1}$. Let $\mu-H P_{B}(\Delta)$ denote such a collection.

A full range Hierarchical Partition, denoted by $\mu-H P$, is the $\mu-H P_{B}(\Delta)$, for $\Delta=d_{\max }(X)$ and $B=\log _{\mu} \Phi(X)$ (we assume this is an integer).

There is a natural way to associate a dominating $\mu$-HST tree to a $\mu$-HP. For each cluster of the partition $P_{i}$ there is a node in the tree. The nodes associated with clusters of the partition $P_{i+1}$ are the children of nodes associated with clusters of $P_{i}$. The label of all level $i$ nodes in the tree is $\Delta / \mu^{i}$. The points of $X$ are at the leaves.

- Definition 18 ( $\eta$-Padded $\mu$-Hierarchical Partition Family). Let $\eta<1$ and $\mu>1$. For a finite metric space $(X, d)$, an $\eta$-padded $\mu$-Hierarchical Partition Family of $X,(\eta, \mu)$-HPF, is a set $\mathcal{H}$ of $\mu$-Hierarchical Partitions $\left\{H^{j}\right\}_{j \geq 1}$ of $X$ such that: For all $x \in X$ and for all scales $0 \leq i \leq \log _{\mu} \Phi(X)$, there is an $H^{j} \in \mathcal{H}$ such that $B\left(x, \eta \Delta_{i}\right) \subseteq P_{i}^{(j)}(x)$, where $P_{i}^{(j)}$ is a $\Delta_{i}$-bounded partition of $H^{j}$. The size of $\mathcal{H}$ is the number of hierarchical partitions it has.

The following lemma shows the connection between hierarchical family and a tree cover:

- Lemma 19. If there is an $(\eta, \mu)$-HPF of size $k$ of $X$, then there is an $(\mu / \eta, k)$-tree cover of $X$.

Proof. Let $H^{1}, \ldots, H^{k}$ be an $(\eta, \mu)$-HPF of $X$. Consider an associated collection of dominating $\mu$-HST trees $T_{1}, \ldots, T_{k}$. Given any $x \neq y \in X$, let $i$ be the minimal index such that $d(x, y) \geq \eta \Delta_{i}$. If $i=0$, then by the construction, for any tree $T_{j}, d_{T_{j}}(x, y) \leq \Delta_{0}$, implying $d_{T_{j}}(x, y) / d(x, y) \leq 1 / \eta$. If $i \geq 1$, then $\eta \Delta_{i} \leq d(x, y) \leq \eta \Delta_{i-1}$. The padding property implies that there is $H^{j}$ such that $B\left(x, \eta \Delta_{i-1}\right) \subseteq P_{i-1}^{(j)}(x)$. As $y \in B\left(x, \eta \Delta_{i-1}\right)$, it holds that $d_{T^{j}}(x, y) \leq \Delta_{i-1}$. Therefore, $d_{T^{j}}(x, y) / d(x, y) \leq \Delta_{i-1} / \eta \Delta_{i}=\mu / \eta$.

In what follows, we construct $(\Omega(1 / \alpha), 2)$-HPF of $X$, of size $O\left(\lambda^{1 / \alpha} \log \lambda \log \alpha\right)$. We note that the notion of hierarchical family also appeared in [35], where the authors constructed an $\left.\left(\Omega\left(s^{-2}\right)\right), O\left(s^{2}\right)\right)$-HPF of size $3^{s}$ for any metric of a $K_{s, s^{-}}$-minor free graph. As a corollary, we conclude

- Corollary 20. For any metric induced on a $K_{s, s}$-minor free graph, there is a tree cover with distortion $O\left(s^{4}\right)$, of size $3^{s}$.

In our proofs we will use the following version of the Lovasz Local Lemma:

- Lemma 21 ([26]). Let $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n}$ be a family of events. Let $G(V, E)$ be a directed graph on $n$ vertices with out-degree at most $d$, where each vertex corresponds to an event. Assume that for all $1 \leq i \leq n$, for all $Q \subseteq\left\{j \mid\left(\mathcal{E}_{i}, \mathcal{E}_{j}\right) \notin E\right\}, \operatorname{Pr}\left[\mathcal{E}_{i} \mid \bigcap_{j \in Q} \neg \mathcal{E}_{j}\right] \leq p$. If ep $(d+1) \leq 1$, then $\operatorname{Pr}\left[\bigcap_{i \in[1, n]} \neg \mathcal{E}_{i}\right]>0$.


### 5.2 Constructing Hierarchical Padded Family of Bounded Size

Our main hierarchical partitions result is:

- Theorem 22. For any finite metric space $X$ with doubling constant $\lambda$ and for any $\alpha \geq 2$, there is an $\Omega(1 / \alpha)$-padded 2-Hierarchical Partition Family of $X$, of size $O\left(\lambda^{1 / \alpha} \log \alpha \log \lambda\right)$.

Note that taking $\alpha=O(\log \lambda)$, we obtain a hierarchical family with padding $\Omega(1 / \log \lambda)$, of size $O(\log \lambda \log \log \lambda)$, which is an improvement over the result of [19]: $O(\log \lambda)$-hierarchical partitions with padding $\Omega(1 / \log \lambda)$, of the same size. They construct a family of hierarchies, where each hierarchy is constructed in a bottom-up manner: the clusters of larger diameters are the union of the clusters of lower diameters. Preserving the padding parameter requires the diameters of the clusters to increase by a factor of $O(\log \lambda)$, thus covering only $\log \log \lambda$ of all the distance scales in the metric space. This results in $O\left(\log ^{2} \lambda\right)$ distortion. Using the Lovasz Local Lemma they were able to bound the size of this family.

In our construction, we combine the bottom-up union of clusters technique with an intersection of clusters procedure. Essentially, there are two steps. First, we use the locally padded partitions of Lemma 16 to create a padded hierarchy with diameters decreasing by a constant factor, by intersecting the clusters of levels of the hierarchy of larger diameter. Using the locality property and the fact that the padding parameter depends on the success probability, we show that using $\log \log \lambda$ such levels of partitions with diameters increasing by factor 2 , results in a 2-hierarchy with $\Omega(1 / \alpha)$ padding, thus covering the $\log \log \lambda$ scales uncovered by the construction of [19]. We apply the Lovasz Local Lemma to bound the size of the family of such hierarchies by $O\left(\lambda^{1 / \alpha} \log \alpha \log \lambda\right)$. Second, we combine the hierarchies obtained by cutting clusters, in a bottom-up manner, by defining higher scales clusters as the union of lower level clusters, thus obtaining a hierarchy with diameters decreasing by a factor of 2 in all its levels, while padding is $\Omega(1 / \alpha)$.

To prove Theorem 22, we consider hierarchical partitions that cover a range of scales: for any $\Delta$ and an integer $B$ we build a family $\left\{H^{j}\right\}_{j \geq 1}$, where each $H^{j}$ is a $\mu-\mathrm{HP}_{B}(\Delta)$. The padding property is then required to hold for all points $x \in X$ and for all scales $\Delta_{i} \in\left[\Delta, \Delta_{B}\right]$. We call such family as $(\eta, \mu)$-HPF for range $\left[\Delta, \Delta_{B}\right]$.

The following lemma is used as a subroutine in the construction of the hierarchical family:

- Lemma 23. Let $X$ be a finite metric space with doubling constant $\lambda$. For a given $\alpha \geq 2$, $\Delta \leq \operatorname{diam}(X)$ and an integer $1 \leq B \leq \log _{\mu} \Phi(x)$, there exists an $(\Omega(1 / \alpha), 2)$-HPF for range $\left[\Delta, \Delta_{B}\right]$, of size $O\left(\lambda^{1 / \alpha} \log \lambda(\log \alpha+B)\right)$.

Proof. For a given distortion $\alpha \geq 2$, let $\delta=\lambda^{-1 /(2 \alpha)}$. Therefore, for such $\delta$ we have $\eta(\delta):=\frac{\log (1 / \delta)}{2^{6} \log \lambda}=2^{-7} / \alpha$. Also note that for any $\alpha \geq 1$, it holds that $\delta \in\left[\lambda^{-2^{12}}, 1\right]$. Thus, we will show that there exists a hierarchical family with padding $\Omega(\eta(\delta))$, of size $k:=O\left(\left(\lambda^{1 / \alpha} \log \lambda(\log \alpha+B)\right)\right)$.

Let $N \subseteq X$ be an $\left(\eta(\delta) \Delta_{B} / 4\right)$-net of $X$. We show the claim is true for $N$ and the extension of it to $X$ is immediate, with a constant factor loss in distortion. In the sequel, all the balls are balls of metric space $N$.

Let $\Delta_{i}=\Delta / 2^{i}$, for all $0 \leq i \leq B$. Consider the following random process: For each scale $\Delta_{i}$ in the range $\left[\Delta, \Delta_{B}\right]$, independently generate $\Delta_{i}$-bounded partitions $P_{0}, \ldots P_{B}$ of $N$ by invoking the locally padded probabilistic decomposition of Lemma 16. To obtain a 2-Hierarchical Partition $H$ for the scales $\left[\Delta_{0}, \Delta_{B}\right]$ we cut all the clusters of all the partitions, to get $\Delta_{i}$-bounded nested partitions $\hat{P}_{0}, \ldots, \hat{P}_{B}$. Let $\hat{P}_{0}=P_{0}$, for all $i \geq 1$, define $\hat{P}_{i}=\cup_{\hat{C} \in \hat{P}_{i-1}} \cup_{C \in P_{i}} C \cap \hat{C}$.

Now, independently repeat the above random process $k$ times to obtain a randomly generated family $H^{(1)}, \ldots, H^{(k)}$ of 2-Hierarchical Partitions of the net $N$, for range $\left[\Delta, \Delta_{B}\right]$. Each hierarchical partition $H^{(t)}$ consists of $\Delta_{i}$-bounded partitions, denoted by $\hat{P}_{i}^{(t)}$.

For each $x \in N$ and for each scale $\Delta_{i} \in\left[\Delta, \Delta_{B}\right]$, let $\mathcal{E}_{x, i}$ be an event that the ball $B\left(x, \eta(\delta) \Delta_{i}\right)$ is not padded at the $i$-th level partition $\hat{P}_{i}^{(t)}$ in any of the hierarchical partitions $H^{(1)}, \ldots, H^{(k)}$. We use the Lovasz Local Lemma (Lemma 21) to prove that for the chosen value of $k, \operatorname{Pr}\left[\bigcap_{\substack{x \in X \\ 0 \leq i \leq B}} \neg \mathcal{E}_{x, i}\right]>0$. Let $G=(V, E)$ be a directed graph with $V=\left\{\mathcal{E}_{x, i}\right\}$, for all $x \in N$ and $\overline{0} \leq j \leq B$. The vertex $\mathcal{E}_{x, i}$ is connected with an out-edge with all the verticies $\mathcal{E}_{y, j}$, such that $y \in B(x, 2 \Delta)$ and $0 \leq j \leq B$. In the full version we prove the following lemma:

- Lemma 24. For all $Q \subseteq N \backslash B(x, 2 \Delta)$, for all $J \subseteq[0, B], \operatorname{Pr}\left[\mathcal{E}_{x, i} \mid \bigcap_{y \in Q,} \subseteq \mathcal{E}_{y, j}\right] \leq\left(1-\delta^{2}\right)^{k}$.

Then, for $\delta=\lambda^{-1 /(2 \alpha)}$, and $k=O\left(\lambda^{1 / \alpha} \log \lambda(\log \alpha+B)\right),\left(1-\delta^{2}\right)^{k} \leq e^{-\delta^{2} k} \leq \lambda^{-\Theta(\log \alpha+B)}$. In addition, the out degree $d$ of $G$ is bounded by

$$
d=B \cdot|N \cap B(x, 2 \Delta)|=B \cdot O\left(\left(\frac{\Delta}{\eta(\delta) \Delta_{B}}\right)^{\log \lambda}\right)=B \cdot \lambda^{O(\log (1 / \eta(\delta))+B)}=\lambda^{O(\log (1 / \eta(\delta))+B)} .
$$

Thus, the LLL can be applied to conclude the proof.
Proof of Theorem 22. Let $\Phi=\Phi(X), \Delta_{0}=d_{\max }(X)$, and for all $1 \leq i \leq \log \Phi, \Delta_{i}=$ $\Delta_{0} / 2^{i}$. Let $\mathcal{I}=\left\{\Delta_{i} \mid 0 \leq i \leq \log \Phi\right\}$. We build a small family of 2 -HP's, such that the padding property is satisfied for all points in $X$ and for all scales $\Delta_{i} \in \mathcal{I}$, with padding parameter $\Omega(1 / \alpha)$. Let $B=\left\lceil\log \left(2 \alpha / c^{\prime}\right)\right\rceil$, where $c^{\prime}<1$ will be defined later, and let $k=O\left(\lambda^{1 / \alpha} \log \alpha \log \lambda\right)$. We will build a family $\mathcal{H} \cup \mathcal{R}$ such that:

1. $\mathcal{H}$ is a collection of size $k$ of 2-HP's. For ${ }^{2} \mathcal{I}_{\mathcal{H}}:=\left\{\Delta_{j} \mid \Delta_{j} \in \bigcup_{0 \leq l \leq L}\left[\Delta_{2 l B}, \Delta_{(2 l+1) B}\right]\right\} \subseteq$ $\mathcal{I}$, where $L=\log \left(\Phi^{1 /(2 B)}\right)-1 / 2$, the following padding property holds: For all $x \in X$ and for all scale $\Delta_{j} \in \mathcal{I}_{\mathcal{H}}$, there is a 2-HP $H \in \mathcal{H}$ such that $B\left(x, \Omega(1 / \alpha) \Delta_{j}\right) \subseteq P_{j}(x)$, for the $j$-th level partition $P_{j} \in H$.
2. $\mathcal{R}$ is a collection of size $k$ of 2-HP's. The padding property as for $\mathcal{H}$ holds for all $x \in X$ and for all scales $\Delta_{j} \in \mathcal{I}_{\mathcal{R}}:=\mathcal{I} \backslash \mathcal{I}_{\mathcal{H}}$.

Namely, the hierarchical partitions of $\mathcal{R}$ are padded for the scales that are not padded in the partitions of $\mathcal{H}$. Thus, together these two collections constitute an $\Omega(1 / \alpha)$-padded 2 -HP Family for $X$, of size $2 k$. We describe the construction of $\mathcal{H}$, while $\mathcal{R}$ is constructed similarly.

[^1]Let $\mathcal{H}=H^{(1)}, \ldots, H^{(k)}$ denote the set of 2-HP's. We construct it iteratively in a bottom up fashion. Assume by induction that we have already constructed a family $\hat{\mathcal{H}}=\hat{H}^{(1)}, \ldots, \hat{H}^{(k)}$ such that: Each $\hat{H}^{(t)}$ is a 2-HP for range $\left[\Delta_{2 B}, \Delta_{(2 L+1) B}\right]$; The padding property holds with parameter $\Omega(1 / \alpha)$ for all scales $\Delta_{j} \in \mathcal{I}_{\mathcal{H}} \backslash\left\{\Delta_{i} \in\left[\Delta_{0}, \Delta_{B}\right]\right\}$.

Let $c=1+\frac{1}{2^{B-1}-1}$, by Lemma 23 there is $(\Omega(1 / \alpha), 2)$-HPF $F^{(1)}, \ldots, F^{(k)}$ for range [ $\tilde{\Delta}_{0}, \tilde{\Delta}_{B}$ ], where $\tilde{\Delta}_{j}=\Delta_{j} / c$, for $0 \leq j \leq B$. For each $1 \leq t \leq k, H^{(t)}$ is obtained by adding the partitions of $F^{(t)}$ to $\hat{H}^{(t)}$ in the following way. Let $\hat{P}_{2 B}^{(t)}$ denote the $\Delta_{2 B}$-bounded partition of $\hat{H}^{(t)}$. First, for all scale $\Delta_{j} \in\left[\Delta_{B+1}, \Delta_{2 B}\right]$ add to $H^{(t)}, \Delta_{j}$-bounded partition $P_{j}^{(t)}:=\hat{P}_{2 B}^{(t)}$ (these artificial partitions are added to have a well defined 2-HP family). Next, let $\left\{\tilde{P}_{j}^{(t)}\right\}_{0 \leq j \leq B}$ denote the set of $\tilde{\Delta}_{j}$-bounded partitions of $F^{(t)}$. For all $j$ starting from $j=B$ down to $j=0$, the partition $P_{j}^{(t)}$ is constructed a s follows: for each $\tilde{C} \in \tilde{P}_{j}^{(t)}$, add a cluster $C$ to $P_{j}^{(t)}$, defined by $C=\cup\left\{C^{\prime} \in P_{2 B}^{(t)} \mid\right.$ center of $\left.C^{\prime} \in \tilde{C}\right\}$. Finally, the partitions of $\hat{H}^{(t)}$ are unchanged.

For all $B \leq j \leq 2 B, P_{j}(t)$ is $\Delta_{j}$-bounded, since $\Delta_{2 B} \leq \Delta_{j}$. For $0 \leq j \leq B$ the diameter of each cluster in partition $P_{j}^{(t)}$ is bounded by $\tilde{\Delta}_{j}+2 \Delta_{2 B}=\Delta_{j} / c+\Delta_{B} / 2^{B-1} \leq$ $\Delta_{j}\left(1 / c+1 / 2^{B-1}\right)=\Delta_{j}$, for a chosen value of $c$. In addition, by the construction, the partitions $P_{j}^{(t)}$ form a hierarchy. It is left to show that the padding property holds in $\mathcal{H}$ for the scales $\left[\Delta_{0}, \Delta_{B}\right]$. By Lemma 23 , for any $x \in X$, for any $\tilde{\Delta}_{j} \in\left[\tilde{\Delta}_{0}, \tilde{\Delta}_{B}\right]$, there is $F^{(t)}$ such that $B\left(x,\left(c^{\prime} / \alpha\right) \tilde{\Delta}_{j}\right) \subseteq \tilde{P}_{j}^{(t)}(x)$, for $\tilde{P}_{j}^{(t)} \in F^{(t)}$, for some constant $c^{\prime}$. Consider some cluster $P_{j}^{(t)}(x)$, for some $x \in X$. In the process of constructing $P_{j}^{(t)}(x)$ some points from $\tilde{P}_{j}^{(t)}(x)$ may be removed, due to removal of some cluster $C^{\prime} \in P_{2 B}^{(t)}$ whose center falls outside the cluster $\tilde{P}_{j}^{(t)}(x)$. For $B$ as defined above, for $r=\frac{c^{\prime}}{\alpha} \tilde{\Delta}_{j}-\Delta_{2 B} \geq\left(\frac{c^{\prime}}{2 \alpha}\right) \Delta_{j}$, we have that $B(x, r) \subseteq P_{j}^{(t)}(x)$. This completes the proof.

- Theorem 25. For any finite metric space $(X, d)$ with doubling constant $\lambda$, for any $\alpha \geq 2$, there is a tree cover of $X$ with distortion $O(\alpha)$ and of size $O\left(\lambda^{1 / \alpha} \log \alpha \log \lambda\right)$.
Proof. Apply Lemma19 on the Hierarchical Family of Theorem 22.
Note that the tree cover of Theorem 25 can be deterministically constructed in polynomial time via the constructive local lemma due to [39].


## 6 Lower Bounds

In full version of the paper we show that there is an $n$-point metric $(X, d)$ (the metric of a high girth graph) with doubling constant $\lambda$, such that any tree cover for $X$ with distortion $\alpha$ requires at least $\Omega\left(\lambda^{1 / \alpha}\right)$ trees. Additionally, we show below a nearly tight lower bound for Ramsey tree covers of a doubling planar metric space.

### 6.1 Lower Bound on Ramsey Tree Cover

In this section we show an asymptotically tight lower bound on Ramsey tree covers, in the regime where the number of trees is small. The lower bound on high girth graphs mentioned above can only give distortion $\Omega\left(\log _{k} n\right)$ for tree covers with $k$ trees. Here we use a different example (which is a planar metric with $O(1)$ doubling dimension) that strengthen the lower bound on the distortion to $\Omega\left(n^{1 / k}\right)$.

We will need the following notion of a composition of metric spaces that was introduced in [15] (we present here a simplification of the original definition).

- Definition 26. Let $\left(S, d_{S}\right),\left(T, d_{T}\right)$ be finite metric spaces. For $\beta \geq 1 / 2$, the $\beta$-composition of $S$ with $T$, denoted by $Z=S_{\beta}[T]$, is a metric space of size $|Z|=|S| \cdot|T|$ constructed by replacing each point $u \in S$ with a copy of $T$, denoted by $T^{(u)}$. Let $\gamma=\frac{\max _{t \neq t^{\prime} \in T}\left\{d_{T}\left(t, t^{\prime}\right)\right\}}{\min _{s \neq s^{\prime} \in S}\left\{d_{S}\left(s, s^{\prime}\right)\right\}}$. For $z_{i} \neq z_{j} \in Z$ such that $z_{i} \in T^{(u)}$ and $z_{j} \in T^{(v)}$ the distance is defined as follows: if $u=v$, then $d_{Z}\left(z_{i}, z_{j}\right)=\frac{1}{\beta \gamma} \cdot d_{T}\left(z_{i}, z_{j}\right)$, otherwise (if $u \neq v$ ), $d_{Z}\left(z_{i}, z_{j}\right)=d_{S}(u, v)$.

It is easily checked that the choice of the factor $1 /(\beta \gamma)$ guarantees that $d_{Z}$ is indeed a metric. For a finite metric space $S$ and an integer $t \geq 1$, let $[S]_{\beta}^{t}$ denote the metric space obtained by $\beta$-composition of $S$ with itself $t$ times. The following theorem asserts that when the number of trees is small our upper bound on the distortion of Ramsey tree covers is tight up to a logarithmic factor. Although the example is not described as a planar and doubling metric space, in the full version of the paper we show that it can be approximated with constant distortion by a shortest path metric on a series-parallel graph with constant doubling dimension.

- Theorem 27. For any $k \geq 1$ and large enough $n$, there is an $n$-point doubling metric space $X$, such that any Ramsey tree cover of $X$ of size $k$, has distortion $\Omega\left(n^{\frac{1}{k}}\right)$.
Proof. Let $C_{N}$ denote the shortest path metric on the unweighted $N$-point cycle graph. For any integers $k, N \geq 1$ and for any $\beta \geq 1 / 2$, consider the metric space $Z_{k}(N)=\left[C_{N}\right]_{\beta}^{k}$. We prove by induction on $k$, that any Ramsey tree cover of $Z_{k}(N)$ with $k$ trees has distortion at least $\frac{1}{3}\left|Z_{k}(N)\right|^{1 / k}-1$. The details are differed to the full version of the paper.
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[^0]:    1 An ultrametric $\left(U, d_{U}\right)$ is a metric satisfying a strong form of the triangle inequality, $\forall x, y, z, d_{U}(x, z) \leq$ $\max \left\{d_{U}(x, y), d_{U}(y, z)\right\}$. An ultrametric is both a tree metric and a Euclidean metric.

[^1]:    ${ }^{2}$ For the simplicity of representation, we assume that $B$ is integer and that $\log \Phi$ is a multiple of $B$.

