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Abstract
In this work we derandomize two central results in graph algorithms, replacement paths and distance
sensitivity oracles (DSOs) matching in both cases the running time of the randomized algorithms.

For the replacement paths problem, let G = (V,E) be a directed unweighted graph with n

vertices and m edges and let P be a shortest path from s to t in G. The replacement paths problem
is to find for every edge e ∈ P the shortest path from s to t avoiding e. Roditty and Zwick [ICALP
2005] obtained a randomized algorithm with running time of Õ(m

√
n). Here we provide the first

deterministic algorithm for this problem, with the same Õ(m
√
n) time. Due to matching conditional

lower bounds of Williams et al. [FOCS 2010], our deterministic combinatorial algorithm for the
replacement paths problem is optimal up to polylogarithmic factors (unless the long standing bound
of Õ(mn) for the combinatorial boolean matrix multiplication can be improved). This also implies
a deterministic algorithm for the second simple shortest path problem in Õ(m

√
n) time, and a

deterministic algorithm for the k-simple shortest paths problem in Õ(km
√
n) time (for any integer

constant k > 0).
For the problem of distance sensitivity oracles, let G = (V,E) be a directed graph with real-edge

weights. An f -Sensitivity Distance Oracle (f -DSO) gets as input the graph G = (V,E) and a
parameter f , preprocesses it into a data-structure, such that given a query (s, t, F ) with s, t ∈ V
and F ⊆ E ∪ V, |F | ≤ f being a set of at most f edges or vertices (failures), the query algorithm
efficiently computes the distance from s to t in the graph G \ F (i.e., the distance from s to t in the
graph G after removing from it the failing edges and vertices F ).

For weighted graphs with real edge weights, Weimann and Yuster [FOCS 2010] presented several
randomized f -DSOs. In particular, they presented a combinatorial f -DSO with Õ(mn4−α) prepro-
cessing time and subquadratic Õ(n2−2(1−α)/f ) query time, giving a tradeoff between preprocessing
and query time for every value of 0 < α < 1. We derandomize this result and present a combinatorial
deterministic f -DSO with the same asymptotic preprocessing and query time.
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12:2 Deterministic Combinatorial Replacement Paths and Distance Sensitivity Oracles

1 Introduction

In many algorithms used in computing environments such as massive storage devices, large
scale parallel computation, and communication networks, recovering from failures must be
an integral part. Therefore, designing algorithms and data structures whose running time is
efficient even in the presence of failures is an important task. In this paper we study variants
of shortest path queries in setting with failures.

The computation of shortest paths and distances in the presence of failures was extensively
studied. Two central problems researched in this field are the Replacement Paths problem
and Distance Sensitivity Oracles, we define these problems hereinafter.

The Replacement Paths problem. (See, e.g., [26, 28, 16, 14, 21, 27, 6, 30, 22, 23, 24, 25,
29, 15].) Let G = (V,E) be a graph (directed or undirected, weighted or unweighted) with
n vertices and m edges and let PG(s, t) be a shortest path from s to t. For every edge
e ∈ PG(s, t) a replacement path PG(s, t, e) is a shortest path from s to t in the graph G \ {e}
(which is the graph G after removing the edge e). Let dG(s, t, e) be the length of the path
PG(s, t, e). The replacement paths problem is as follows: given a shortest path PG(s, t) from
s to t in G, compute dG(s, t, e) (or an approximation of it) for every e ∈ PG(s, t).

Distance Sensitivity Oracles. (See, e.g., [9, 17, 7, 8, 10, 11, 12, 13, 19].) An f -Sensitivity
Distance Oracle (f -DSO) gets as input a graph G = (V,E) and a parameter f , preprocesses
it into a data-structure, such that given a query (s, t, F ) with s, t ∈ V and F ⊆ E∪V, |F | ≤ f
being a set of at most f edges or vertices (failures), the query algorithm efficiently computes
(exactly or approximately) dG(s, t, F ) which is the distance from s to t in the graph G \ F
(i.e., in the graph G after removing from it the failing edges and vertices F ). Here we would
like to optimize several parameters of the data-structure: minimize the size of the oracle,
support many failures f , have efficient preprocessing and query algorithms, and if the output
is an approximation of the distance then optimize the approximation-ratio.

An important line of research in the theory of computer science is derandomization. In
many algorithms and data-structures there exists a gap between the best known randomized
algorithms and the best known deterministic algorithms. There has been extensive research
on closing the gaps between the best known randomized and deterministic algorithms in
many problems or proving that no deterministic algorithm can perform as good as its
randomized counterpart. There also has been a long line of work on developing derandomiz-
ation techniques, in order to obtain deterministic versions of randomized algorithms (e.g.,
Chapter 16 in [2]).

In this paper we derandomize algorithms and data-structures for computing distances
and shortest paths in the presence of failures. Many randomized algorithms for computing
shortest paths and distances use variants of the following sampling lemma (see Lemma 1 in
Roditty and Zwick [26]).

I Lemma 1 (Lemma 1 in [26]). Let D1, D2, . . . , Dq ⊆ V satisfy |Di| > L for 1 ≤ i ≤ q and
|V | = n. If R ⊆ V is a random subset obtained by selecting each vertex, independently, with
probability (c lnn)/L, for some c > 0, then with probability of at least 1 − q · n−c we have
Di ∩R 6= ∅ for every 1 ≤ i ≤ q.

Our derandomization step of Lemma 1 is very simple, as described in Section 1.3, we use
the folklore greedy approach to prove the following lemma, which is a deterministic version
of Lemma 1.
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I Lemma 2 (See also Section 1.3). Let D1, D2, . . . , Dq ⊆ V satisfy |Di| > L for 1 ≤ i ≤ q and
|V | = n. One can deterministically find in Õ(qL) time a set R ⊂ V such that |R| = Õ(n/L)
and Di ∩R 6= ∅ for every 1 ≤ i ≤ q.

We emphasize that the use of Lemma 2 is very standard and is not our main contribution.
The main technical challenge is how to efficiently and deterministically compute a small
number of sets D1, D2, . . . , Dq ⊆ V so that the invocation of Lemma 2 is fast.

1.1 Derandomizing the Replacment Paths Algorithm of Roditty and
Zwick [26]

We derandomize the algorithm of Roditty and Zwick [26] and obtain a near optimal determ-
inistic algorithm for the replacement paths problem in directed unweighed graphs (a problem
which was open for more than a decade since the randomized algorithm was published) as
stated in the following theorem.

I Theorem 3. There exists a deterministic algorithm for the replacement paths problem
in unweighted directed graphs whose runtime is Õ(m

√
n). This algorithm is near optimal

assuming the conditional lower bound of combinatorial boolean matrix multiplication of [29].

The term “combinatorial algorithms” is not well-defined, and it is often interpreted as
non-Strassen-like algorithms [4], or more intuitively, algorithms that do not use any matrix
multiplication tricks. Arguably, in practice, combinatorial algorithms are to some extent
considered more efficient since the constants hidden in the matrix multiplication bounds are
high. On the other hand, there has been research done to make fast matrix multiplication
practical, e.g., [18, 5].

Vassilevska Williams and Williams [29] proved a subcubic equivalence between
√
n

occurrences of the combinatorial replacement paths problem in unweighted directed graphs
and the combinatorial boolean multiplication (BMM) problem. More precisely, they proved
that there exists some fixed ε > 0 such that the combinatorial replacement paths problem
can be solved in O(mn1/2−ε) time if and only if there exists some fixed δ > 0 such that the
combinatorial boolean matrix multiplication (BMM) can be solved in subcubic O(n3−δ) time.
Giving a subcubic combinatorial algorithm to the BMM problem, or proving that no such
algorithm exists, is a long standing open problem. This implies that either both problems can
be polynomially improved, or neither of them does. Hence, assuming the conditional lower
bound of combinatorial BMM, our combinatorial Õ(m

√
n) algorithm for the replacement

paths problem in unweighted directed graphs is essentially optimal (up to no(1) factors).
The replacement paths problem is related to the k simple shortest paths problem, where

the goal is to find the k simple shortest paths between two vertices. Using known reductions
from the replacement paths problem to the k simple shortest paths problem, we close this
gap as the following Corollary states.

I Corollary 4. There exists a deterministic algorithm for computing k simple shortest paths
in unweighted directed graphs whose runtime is Õ(km

√
n).

The trivial Õ(mn) time algorithm for solving the replacement paths problem in directed
weighted graphs (simply, for every edge e ∈ PG(s, t) run Dijkstra in the graph G \ {e}) is
deterministic and near optimal (according to a conditional lower bound by [29]). To the
best of our knowledge the only deterministic combinatorial algorithms known for directed
unweighted graphs are the algorithms for general directed weighted graphs whose runtime
is Õ(mn) leaving a significant gap between the randomized and deterministic algorithms.
As mentioned above, in this paper we derandomize the Õ(m

√
n) algorithm of Roditty and

Zwick [26] and close this gap. More related work can be found in the full version.

ICALP 2019
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1.2 Derandomizing the Combinatorial Distance Sensitivity Oracle of
Weimann and Yuster [27]

Our second result is derandomizing the combinatorial distance sensitivity oracle of Weimann
and Yuster [27] and obtaining the following theorem.

I Theorem 5. Let G = (V,E) be a directed graph with real edge weights, let |V | = n and
|E| = m. There exists a deterministic algorithm that given G and parameters f = O( logn

log logn )
and 0 < α < 1 constructs an f -sensitivity distance oracle in Õ(mn4−α) time. Given a query
(s, t, F ) with s, t ∈ V and F ⊆ E ∪ V, |F | ≤ f being a set of at most f edges or vertices
(failures), the deterministic query algorithm computes in Õ(n2−2(1−α)/f ) time the distance
from s to t in the graph G \ F .

We remark that while our focus in this paper is in computing distances, one may obtain
the actual shortest path in time proportional to the number of edges of the shortest paths,
using the same algorithm for obtaining the shortest paths in the replacement paths problem
[26], and in the distance sensitivity oracles case [27].

1.3 Technical Contribution and Our Derandomization Framework
Let A be a random algorithm that uses Lemma 1 for sampling a subset of vertices R ⊆ V .
We say that P = {D1, . . . , Dq} is a set of critical paths for the randomized algorithm A if A
uses the sampling Lemma 1 and it is sufficient for the correctness of algorithm A that R is
a hitting set for P (i.e., every path in P contains at least one vertex of R). According to
Lemma 2 one can derandomize the random selection of the hitting set R in time that depends
on the number of paths in P. Therefore, in order to obtain an efficient derandomization
procedure, we want to find a small set P of critical paths for the randomized algorithms.

Our main technical contribution is to show how to compute a small set of critical paths
that is sufficient to be used as input for the greedy algorithm stated in Lemma 2.

Our framework for derandomizing algorithms and data-structures that use the sampling
Lemma 1 is given in Figure 1.

1 Step 1: Prove the existence of a small set of critical paths {D1, . . . , Dq} such that
|Di| > L and show that it is sufficient for the correctness of the randomized
algorithm that the set R obtained by Lemma 1 hits all the paths D1, . . . , Dq.

2 Step 2: Find an efficient algorithm to compute the paths D1, . . . , Dq.
3 Step 3: Use a deterministic algorithm to compute a small subset R ⊆ V of vertices

such that Di ∩R 6= ∅ for every 1 ≤ i ≤ q. For example, one can use the greedy
algorithm of Lemma 2 or the blocker set algorithm of [20] to find a subset R ⊂ V of
Õ(n/L) vertices.

Figure 1 Our derandomization framework to derandomize algorithms that use the sampling
Lemma 1.

Our first main technical contribution, denoted as Step 1 in Figure 1, is proving the
existence of small sets of critical paths for the randomized replacement path algorithm of
Roditty and Zwick [26] and for the distance sensitivity oracles of Weimann and Yuster
[27]. Our second main technical contribution, denoted as Step 2 in Figure 1, is developing
algorithms to efficiently compute these small sets of critical paths.
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For the replacement paths problem, Roditty and Zwick [26] proved the existence of a
critical set of O(n2) paths, each path containing at least d

√
ne edges. Simply applying

Lemma 2 on this set of paths requires Õ(n2.5) time which is too much, and it is also not
clear from their algorithm how to efficiently compute this set of critical paths. As for Step 1,
we prove the existence of a small set of O(n) critical paths, each path contains d

√
ne edges,

and for Step 2, we develop an efficient algorithm that computes this set of critical paths in
Õ(m

√
n) time.

For the problem of distance sensitivity oracles, Weimann and Yuster [27] proved the
existence of a critical set of O(n2f+3) paths, each path containing n(1−α)/f edges (where
0 < α < 1). Simply applying Lemma 2 on this set of paths requires Õ(n2f+3+(1−α)/f ) time
which is too much, and here too, it is also not clear from their algorithm how to efficiently
and deterministically compute this set of critical paths. As for Step 1, we prove the existence
of a small set of O(n2+ε) critical paths, each path contains n(1−α)/f edges, and for Step 2,
we develop an efficient deterministic algorithm that computes this set of critical paths in
Õ(mn1+ε) time.

For Step 3, we use the folklore greedy deterministic algorithm denoted here by
GreedyPivotsSelection({D1, . . . , Dq}). Given as input the paths D1, . . . , Dq, each path
contains at least L vertices, the algorithm chooses a set of pivots R ⊆ V such that for every
1 ≤ i ≤ q it holds that Di ∩R 6= ∅. In addition, it holds that |R| = Õ(nL ) and the runtime of
the algorithm is Õ(qL).

The GreedyPivotsSelection algorithm works as follows. Let P = {D1, . . . , Dq}. Starting
with R← ∅, find a vertex v ∈ V which is contained in the maximum number of sets of P,
add it to R and remove all the sets that contain v from P. Repeat this process until P = ∅.

The following greedy selection lemma is folklore and we prove it in the full version.

I Lemma 6. Let 1 ≤ L ≤ n and 1 ≤ q < poly(n) be two integers. Let D1, . . . , Dq ⊆ V be
paths satisfying |Di| ≥ L for every 1 ≤ i ≤ q. The algorithm GreedyPivotsSelection({D1, . . . ,

Dq}) finds in Õ(qL) time a set R ⊂ V such that for every 1 ≤ i ≤ q it holds that R∩Di 6= ∅
and |R| = O(n log q

L ) = Õ(n/L).

Related Work - the Blocker Set Algorithm of King. We remark that the GreedyPivotsSe-
lection algorithm is similar to the blocker set algorithm described in [20] for finding a hitting
set for a set of paths. The blocker set algorithm was used in [20] to develop sequential
dynamic algorithms for the APSP problem. Additional related work is that of Agarwal
et al. [1]. They presented a deterministic distributed algorithm to compute APSP in an
edge-weighted directed or undirected graph in Õ(n3/2) rounds in the Congest model by
incorporating a deterministic distributed version of the blocker set algorithm.

While our derandomization framework uses the greedy algorithm (or the blocker set
algorithm) to find a hitting set of vertices for a critical set of paths D1, . . . , Dq, we stress
that our main contribution are the techniques to reduce the number of sets q the greedy
algorithm must hit (Step 1), and the algorithms to efficiently compute the sets D1, . . . , Dq

(Step 2). These techniques are our main contribution, which enable us to use the greedy
algorithm (or the blocker set algorithm) for a wider range of problems. Specifically, these
techniques allow us to derandomize the best known random algorithms for the replacement
paths problem and distance sensitivity oracles. We believe that our techniques can also be
leveraged for additional related problems which use a sampling lemma similar to Lemma 1.

ICALP 2019
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Outline. The structure of the paper is as follows. In Section 1.4 we describe some prelimin-
aries and notations. In Section 2 we apply our framework to the replacement paths algorithm
of Roditty and Zwick [26]. In Section 3 we apply our framework to the DSO of Weimann
and Yuster for graphs with real-edge weights [27].

1.4 Preliminaries
Let G = (V,E) be a directed weighted graph with n vertices and m edges with real edge
weights ω(·). Given a path P in G we define its weight ω(P ) = Σe∈E(P )ω(e).

Given s, t ∈ V , let PG(s, t) be a shortest path from s to t in G and let dG(s, t) = ω(PG(s, t))
be its length, which is the sum of its edge weights. Let |PG(s, t)| denote the number of
edges along PG(s, t). Note that for unweighted graphs we have |PG(s, t)| = dG(s, t). When
G is known from the context we sometimes abbreviate PG(s, t), dG(s, t) with P (s, t), d(s, t)
respectively.

We define the path concatenation operator ◦ as follows. Let P1 = (x1, x2, . . . , xr)
and P2 = (y1, y2, . . . , yt) be two paths. Then P = P1 ◦ P2 is defined as the path P =
(x1, x2, . . . , xr, y1, y2, . . . , yt), and it is well defined if either xr = y1 or (xr, y1) ∈ E.

For a graph H we denote by V (H) the set of its vertices, and by E(H) the set of its
edges. When it is clear from the context, we abbreviate e ∈ E(H) by e ∈ H and v ∈ V (H)
by v ∈ H.

Let P be a path which contains the vertices u, v ∈ V (P ) such that u appears before v
along P . We denote by P [u..v] the subpath of P from u to v.

For every edge e ∈ PG(s, t) a replacement path PG(s, t, e) for the triple (s, t, e) is a
shortest path from s to t avoiding e. Let dG(s, t, e) = ω(PG(s, t, e)) be the length of the
replacement path PG(s, t, e).

We will assume, without loss of generality, that every replacement path PG(s, t, e) can
be decomposed into a common prefix CommonPrefs,t,e with the shortest path PG(s, t), a
detour Detours,t,e which is disjoint from the shortest path PG(s, t) (except for its first vertex
and last vertex), and finally a common suffix CommonSuffs,t,e which is common with the
shortest path PG(s, t). Therefore, for every edge e ∈ PG(s, t) it holds that PG(s, t, e) =
CommonPrefs,t,e ◦Detours,t,e ◦ CommonSuffs,t,e (the prefix and/or suffix may be empty).

Let F ⊆ V ∪E be a set of vertices and edges. We define the graph G \F = (V \F,E \F )
as the graph obtained from G by removing the vertices and edges F . We define a replacement
path PG(s, t, F ) as a shortest path from s to t in the graph G \ F , and let dG(s, t, F ) =
w(PG(s, t, e)) be its length.

2 Deterministic Replacement Paths in Õ(m
√

n) Time

In this section we apply our framework from Section 1.3 to the replacement paths algorithm
of Roditty and Zwick [26].

The randomized algorithm by Roddity and Zwick as described in [26] takes Õ(m
√
n)

expected time. They handle separately the case that a replacement path has a short detour
containing at most d

√
ne edges, and the case that a replacement path has a long detour

containing more than d
√
ne edges. The first case is solved deterministically. The second case

is solved by first sampling a subset of vertices R according to Lemma 1, where each vertex
is sampled uniformly independently at random with probability c lnn/

√
n for large enough

constant c > 0. Using this uniform sampling, it holds with high probability (of at least
1− n−c+2) that for every long triple (s, t, e) (as defined hereinafter), the detour Detours,t,e
of the replacement path PG(s, t, e) contains at least one vertex of R.
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I Definition 7. Let s, t ∈ V, e ∈ PG(s, t). The triple (s, t, e) is a long triple if every
replacement path from s to t avoiding e has its detour part containing more than d

√
ne edges.

Note that in Definition 7 we defined (s, t, e) to be a long triple if every replacement
path from s to t avoiding e has a long detour (containing more than d

√
ne edges). We could

have defined (s, t, e) to be a long triple even if at least one replacement path from s to t
avoiding e has a long detour (perhaps more similar to the definitions in [26]), however we
find Definition 7 more convenient for the following reason. If (s, t, e) has a replacement path
whose detour part contains at most d

√
ne edges, then the algorithm of [26] for handling

short detours finds deterministically a replacement path for (s, t, e). Hence, we only need to
find the replacement paths for triples (s, t, e) for which every replacement path from s to t
avoiding e has a long detour, and this is the case for which we define (s, t, e) as a long triple.

It is sufficient for the correctness of the replacement paths algorithm that the following
condition holds; For every long triple (s, t, e) the detour Detours,t,e of the replacement path
PG(s, t, e) contains at least one vertex of R. As the authors of [26] write, the choice of the
random set R is the only randomization used in their algorithm. To obtain a deterministic
algorithm for the replacement paths problem and to prove Theorem 3, we prove the following
deterministic alternative of Lemma 2.

I Lemma 8 (Our derandomized version of Lemma 2 for the replacement paths algorithm).
There exists an Õ(m

√
n) time deterministic algorithm that computes a set R ⊆ V of Õ(

√
n)

vertices, such that for every long triple (s, t, e) there exists a replacement path PG(s, t, e)
whose detour part contains at least one of the vertices of R.

Following the above description, in order to prove Theorem 3, that there exists an Õ(m
√
n)

deterministic replacement paths algorithm, it is sufficient to prove the derandomization
Lemma 8, we do so in the following sections.

2.1 Step 1: the Method of Reusing Common Subpaths - Defining the
Set Dn

In this section we prove the following lemma.

I Lemma 9. There exists a set Dn of at most n paths, each path of length exactly d
√
ne

with the following property; for every long triple (s, t, e) there exists a path D ∈ Dn and a
replacement path PG(s, t, e) such that D is contained in the detour part of PG(s, t, e).

In order to define the set of paths Dn and prove Lemma 9 we need the following definitions.
Let G′ = G \E(PG(s, t)) be the graph obtained by removing the edges of the path PG(s, t)
from G. For two vertices u and v, let dG′(u, v) be the distance from u to v in G′.

We use the following definitions of the index ρ(x), the set of vertices V√n and the set of
paths Dn.

I Definition 10 (The index ρ(x)). Let PG(s, t) =< v0, . . . , vk > and let X = {x ∈
V | ∃0≤i≤k dG′(vi, x) = d

√
ne} be the subset of all the vertices x ∈ V such that there

exists at least one index 0 ≤ i ≤ k with dG′(vi, x) = d
√
ne.

For every vertex x ∈ X we define the index 0 ≤ ρ(x) ≤ k to be the minimum index such
that dG′(vρ(x), x) = d

√
ne.

I Definition 11 (The set of vertices V√n). We define the set of vertices V√n = {x ∈
X|∀i<ρ(x)dG′(vi, x) > d

√
ne}. In other words, V√n is the set of all vertices x ∈ X such that

for all the vertices vi before vρ(x) along PG(s, t) it holds that dG′(vi, x) > d
√
ne.

ICALP 2019
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I Definition 12 (A set of paths Dn). For every vertex x ∈ V√n, let D(x) be an arbitrary
shortest path from vρ(x) to x in G′ (whose length is d

√
ne as dG′(vρ(x), x) = d

√
ne). We

define Dn = {D(x)|x ∈ V√n}.

Note that while V√n is uniquely defined (as it is defined according to distances between
vertices) the set of paths Dn is not unique, as there may be many shortest paths from vρ(x)
to x in G′, and we take D(x) = PG′(vρ(x), x) to be an arbitrary such shortest path.

The basic intuition for the method of reusing common subpaths is as follows. Let
PG(s, t, e1), . . . , PG(s, t, er) be arbitrary replacement paths such that x is the (d

√
ne+ 1)th

vertex along the detours of all the replacement path PG(s, t, e1), . . . , PG(s, t, er). Then one can
construct replacement paths P ′G(s, t, e1), . . . , P ′G(s, t, er) such that the subpath D(x) ∈ Dn is
contained in all these replacement paths. Therefore, the subpath D(x) is reused as a common
subpath in many replacement paths. We utilize this observation in the following proof of
Lemma 9.

Proof of Lemma 9. Obviously, the set Dn described in Definition 12 contains at most n
paths, each path is of length exactly d

√
ne.

We prove that for every long triple (s, t, e) there exists a path D ∈ Dn and a replacement
path P ′(s, t, e) s.t. D is contained in the detour part of P ′(s, t, e).

Let PG(s, t, e) be a replacement path for (s, t, e). Since (s, t, e) is a long triple then the
detour part Detours,t,e of PG(s, t, e) contains more than d

√
ne edges. Let x ∈ Detours,t,e be

the (d
√
ne+ 1)th vertex along Detours,t,e, and let vj be the first vertex of Detours,t,e. Let P1

be the subpath of Detours,t,e from vj to x and let P2 be the subpath of PG(s, t, e) from x to
t. In other words, PG(s, t, e) =< v0, . . . , vj > ◦P1 ◦ P2. Since Detours,t,e contains more than
d
√
ne edges and is disjoint from PG(s, t) except for the first and last vertices of Detours,t,e

and P1 ⊂ Detours,t,e it follows that P1 is disjoint from PG(s, t) (except for the vertex vj). In
particular, since P1 is a shortest path in G \ {e} that is edge-disjoint from PG(s, t), then P1
is also a shortest path in G′ = G \ E(PG(s, t)). We get that dG′(vj , x) = |P1| = d

√
ne.

We prove that j = ρ(x) and x ∈ V√n. As we have already proved that dG′(vj , x) = d
√
ne,

we need to prove that for every 0 ≤ i < j it holds that dG′(vi, x) > d
√
ne. Assume by

contradiction that there exists an index 0 ≤ i < j such that dG′(vi, x) ≤ d
√
ne. Then the

path P̂ =< v0, . . . , vi > ◦PG′(vi, x) ◦ P2 is a path from s to t that avoids e and its length is:

|P̂ | = | < v0, . . . , vi > ◦PG′(vi, x) ◦ P2|
≤ i+ d

√
ne+ |P2|

< j + d
√
ne+ |P2|

= |PG(s, vj) ◦ P1 ◦ P2|
= |PG(s, t, e)|

This means that the path P̂ is a path from s to t in G \ {e} and its length is shorter than
the length of the shortest path PG(s, t, e) from s to t in G \ {e}, which is a contradiction.
We get that dG′(vj , x) = d

√
ne and for every 0 ≤ i < j it holds that dG′(vi, x) > d

√
ne.

Therefore, according to Definitions 10 and 11 it holds that j = ρ(x) and x ∈ V√n.
Let D(x) ∈ Dn, then according to Definition 12, D(x) is a shortest path from vρ(x) to x

in G′. We define the path P ′(s, t, e) =< v0, . . . , vρ(x) > ◦D(x) ◦ P2. It follows that P ′(s, t, e)
is a path from s to t that avoids e and |P ′(s, t, e)| = | < v0, . . . , vρ(x) > ◦D(x) ◦ P2| =
ρ(x) + d

√
ne+ |P2| = |PG(s, t, e)| = dG(s, t, e). Hence, P ′(s, t, e) is a replacement path for

(s, t, e) such that D(x) ⊂ P ′(s, t, e) so the lemma follows. J
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2.2 Step 2: the Method of Decremental Distances from a Path -
Computing the Set Dn

In this section we describe a decremental algorithm that enables us to compute the set of
paths Dn in Õ(m

√
n) time, proving the following lemma.

I Lemma 13. There exists a deterministic algorithm for computing the set of paths Dn in
Õ(m

√
n) time.

Our algorithm for computing the set of path Dn is a variant of the decremental SSSP
(single source shortest paths) algorithm of King [20]. Our variant of the algorithm is used
to find distances of vertices from a path rather than from a single source vertex as we
define below.

Overview of the Deterministic Algorithm for Computing Dn in Õ(m
√

n) Time. In the
following description let P = PG(s, t). Consider the following assignment of weights ω
to edges of G. We assign weight ε for every edge e on the path P , and weight 1 for all
the other edges where ε is a small number such that 0 < ε < 1/n. We define a graph
Gw = (G,w) as the weighted graph G with edge weights ω. We define for every 0 ≤ i ≤ k
the graph Gi = G \ {vi+1, . . . , vk} and the path Pi = P \ {vi+1, . . . , vk}. We define the graph
Gwi = (Gi, w) as the weighted graph Gi with edge weights ω.

The algorithm computes the graph Gw by simply taking G and setting all edge weights of
PG(s, t) to be ε (for some small ε such that ε < 1/n) and all other edge weights to be 1. The
algorithm then removes the vertices of PG(s, t) from Gw one after the other (starting from
the vertex that is closest to t). Loosely speaking after each vertex is removed, the algorithm
computes the distances from s in the current graph. In each such iteration, the algorithm
adds to V w√

n
all vertices such that their distance from s in the current graph is between d

√
ne

and d
√
ne + 1. We will later show that at the end of the algorithm we have V w√

n
= V√n.

Unfortunately, we cannot afford running Dijkstra after the removal of every vertex of PG(s, t)
as there might be n vertices on PG(s, t). To overcome this issue, the algorithm only maintains
nodes at distance at most d

√
ne+ 1 from s. In addition, we observe that to compute the

SSSP from s in the graph after the removal of a vertex vi we only need to spend time on
nodes such that their shortest path from s uses the removed vertex. Roughly speaking, for
these nodes we show that their distance from s rounded down to the closest integer must
increase by at least 1 as a result of the removal of the vertex. Hence, for every node we spend
time on it in at most d

√
ne+ 1 iterations until its distance from s is bigger than d

√
ne+ 1.

As we will show later this will yield our desired running time.
In the full version we analyse the algorithm and prove Lemma 13.

Proof of Theorem 3. We summarize the Õ(m
√
n) deterministic replacement paths al-

gorithm and outline the proof of Theorem 3. First, compute in Õ(m
√
n) time the set

of paths Dn as in Lemma 13. Given Dn, the deterministic greedy selection algorithm
GreedyPivotsSelection(Dn) (as described in Lemma 2) computes a set R ⊂ V of Õ(

√
n)

vertices in Õ(n
√
n) time with the following property; every path D ∈ Dn contains at least

one of the vertices of R. Theorem 3 follows from Lemmas 8, 9 and 13.

3 Deterministic Distance Sensitivity Oracles

Let 0 < ε < 1 and 1 ≤ f = O( logn
log logn ) be two parameters. In [27], Weimann and Yuster

considered the following notion of intervals (note that in [27] they use a parameter 0 < α < 1
and we use a parameter 0 < ε < 1 such that ε = 1− α). They define an interval of a long
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simple path P as a subpath of P consisting of nε/f consecutive vertices, so every simple
path induces less than n (overlapping) intervals. For every subset F ⊂ E of at most f edges,
and for every pair of vertices u, v ∈ V , let PG(u, v, F ) be a shortest path from u to v in
G \ F . The path PG(u, v, F ) induces less than n (overlapping) intervals. The total number
of possible intervals is less than O(n2f+3) as each one of the (at most) O(n2f+2) possible
queries (u, v, F ) corresponds to a shortest path PG(u, v, F ) that induces less than n intervals.

I Definition 14. Let Df be defined as all the intervals (subpaths containing nε/f edges) of
all the replacement paths PG(s, t, F ) for every s, t ∈ V, F ⊆ E ∪ V with |F | ≤ f .

Weimann and Yuster apply Lemma 1 to find a set R ⊆ V of Õ(n1−ε/f ) vertices that
hit w.h.p. all the intervals Df . According to these bounds (that Df contains O(n2f+3)
paths, each containing exactly nε/f edges) applying the greedy algorithm to obtain the set R
deterministically according to Lemma 2 takes Õ(n2f+3+ε/f ) time, which is very inefficient.

In this section we assume that all weights are non-negative (so we can run Dijkstra’s
algorithm) and that shortest paths are unique, we justify these assumptions in the full version.

3.1 Step 1: the Method of Using Fault-Tolerant Trees to Significantly
Reduce the Number of Intervals

In Lemma 15 we prove that the set of intervals Df actually contains at most O(n2+ε) unique
intervals, rather than the O(n2f+3) naive upper bound mentioned above. From Lemmas 15
and 2 it follows that the GreedyPivotsSelection(Df ) finds in Õ(n2+ε+ε/f ) time the subset
R ⊆ V of Õ(n1−ε/f ) vertices that hit all the intervals Df . In the full version we further
reduce the time it takes for the greedy algorithm to compute the set of pivots R to Õ(n2+ε).

I Lemma 15. |Df | = O(n2+ε).

In order to prove Lemma 15 we describe the fault-tolerant trees data-structure, which is
a variant of the trees which appear in Appendix A of [9].

I Definition 16. Let PLG(s, t, F ) be the shortest among the s-to-t paths in G \ F that
contain at most L edges and let dLG(s, t, F ) = ω(PLG(s, t, F )). In other words, dLG(s, t, F ) =
min{ω(P ) | P is an s− to− t path on at most L edges}. If there is no path from s to t in
G \ F containing at most L edges then we define PLG(s, t, F ) = ∅ and dLG(s, t, F ) =∞. For
F = ∅ we abbreviate PLG(s, t, ∅) = PLG(s, t) as the shortest path from s to t that contains at
most L edges, and dLG(s, t) = dLG(s, t, ∅) as its length.

Let s, t ∈ V be vertices and let L, f ≥ 1 be fixed integer parameters, we define the trees
FTL,f (s, t) as follows.

In the root of FTL,f (s, t) we store the path PLG(s, t) (and its length dLG(s, t)), and also
store the vertices and edges of PLG (s, t) in a binary search tree BSTL(s, t); If PLG (s, t) = ∅
then we terminate the construction of FTL,f (s, t).
For every edge or vertex a1 of PLG(s, t) we recursively build a subtree FTL,f (s, t, a1) as
follows. Let PLG (s, t, {a1}) be the shortest path from s to t that contains at most L edges
in the graph G\{a1}. Then in the subtree FTL,f (s, t, a1) we store the path PLG (s, t, {a1})
(and its length dLG(s, t, {a1})) and we also store the vertices and edges of PLG (s, t, {a1}) in
a binary search tree BSTL(s, t, a1); If PLG (s, t, {a1}) = ∅ we terminate the construction of
FTL,f (s, t, a1). If f > 1 then for every vertex or edge a2 in PLG(s, t, {a1}) we recursively
build the subtree FTL,f (s, t, a1, a2) as follows.
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For the recursive step, assume we want to construct the subtree FTL,f (s, t, a1, . . . , ai). In
the root of FTL,f (s, t, a1, . . . , ai) we store the path PLG(s, t, {a1, . . . , ai}) (and its length
dLG(s, t, {a1, . . . , ai})) and we also store the vertices and edges of PLG (s, t, {a1, . . . , ai}) in a
binary search tree BSTL(s, t, a1, . . . , ai). If PLG(s, t, {a1, . . . , ai}) = ∅ then we terminate
the construction of FTL,f (s, t, a1, . . . , ai). If i < f then for every vertex or edge ai+1 in
PLG(s, t, {a1, . . . , ai})) we recursively build the subtree FTL,f (s, t, a1, . . . , ai, ai+1).

Observe that there are two conditions in which we terminate the recursive construction
of FTL,f (s, t, a1, . . . , ai):

Either i = f in which case FTL,f (s, t, a1, . . . , af ) is a leaf node of FTL,f (s, t) and we
store in the leaf node FTL,f (s, t, a1, . . . , af ) the path PLG(s, t, {a1, . . . , af}).
Or there is no path from s to t in G \ {a1, . . . , ai} that contains at most L edges and then
FTL,f (s, t, a1, . . . , ai) is a leaf vertex of FTL,f (s, v) and we store in it PLG(s, t, {a1, . . . ,

ai}) = ∅.

Querying the tree F T L,f (s, t). Given a query (s, t, F ) such that F ⊂ V ∪E with |F | = f

we would like to compute dLG(s, t, F ) using the tree FTL,f (s, t).
The query procedure is as follows. Let PLG(s, t) be the path stored in the root of

FTL,f (s, t) (if the root of FTL,f (s, t) contains ∅ then we output that dLG(s, t, F ) = ∞).
First we check if PLG(s, t) ∩ F = ∅ by checking if any of the elements a1 ∈ F appear in
BSTL(s, t) (which takes O(logL) time for each element a1 ∈ F ). If PLG(s, t) ∩ F = ∅ we
output dLG(s, t, F ) = dLG(s, t) (as PLG (s, t) does not contain any of the vertices or edges in F ).
Otherwise, let a1 ∈ PLG(s, t) ∩ F .

We continue the search similarly in the subtree FTL,f (s, t, a1) as follows. Let PLG (s, t, {a1})
be the path stored in the root of FTL,f (s, t, a1) (if the root of FTL,f (s, t, a1) contains ∅ then
we output that dLG(s, t, F ) =∞). First we check if PLG(s, t, {a1}) ∩ F = ∅ by checking if any
of the elements a2 ∈ F appear in BSTL(s, t, a1) (which takes O(logL) time for each element
a2 ∈ F ). If PLG(s, t, {a1}) ∩ F = ∅ we output dLG(s, t, F ) = dLG(s, t, {a1}) (as PLG(s, t, {a1})
does not contain any of the vertices or edges in F ). Otherwise, let a2 ∈ PLG (s, t, {a1})∩F . We
continue the search similarly in the subtrees FTL,f (s, t, a1, a2), FTL,f (s, t, a1, a2, . . . , ai) until
we either reach a leaf node which contains ∅ (and in this case we output that dLG(s, t, F ) =∞)
or we find a path PLG(s, t, {a1, . . . , ai}) such that PLG(s, t, {a1, . . . , ai}) ∩ F = ∅ and then we
output dLG(s, t, F ) = dLG(s, t, {a1, . . . , ai}).

In the full version we prove the following lemma.

I Lemma 17. Given the tree FTL,f (s, t) and a set of failures F ⊂ V ∪ E with |F | ≤ f , the
query procedure computes the distance dLG(s, t, F ) in O(f2 logL) time.

We are now ready to prove lemma 15 asserting that |Df | = O(n2+ε).

Proof of Lemma 15. Let L = nε/f and let D be the set of all the unique shortest paths
PLG(s, t, {a1, . . . , ai}) stored in all the nodes of all the trees {FTL,f (s, t)}s,t∈V . Since the
number of nodes in every tree FTL,f (s, t) is at most Lf = (nε/f )f = nε, and there are O(n2)
trees (one tree for every pair of vertices s, t ∈ V ) we get that the number of nodes in all the
trees {FTL,f (s, t)}s,t∈V is O(n2+ε) and hence |D| = O(n2+ε).

We prove that Df ⊆ D. By definition, Df contains all the intervals (subpaths containing
nε/f edges) of all the replacement paths PG(s, t, F ) for every s, t ∈ V, F ⊆ E ∪ V with
|F | ≤ f . Let P ∈ Df be the unique shortest path, then P is a subpath containing nε/f
edges of the replacement paths PG(s, t, F ). Let u be the first vertex of P , and let v be the
last vertex of P . Then P is a shortest path from u to v in G \ F , and since we assume
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that the shortest paths our algorithms compute are unique then P = PG(u, v, F ) is the
unique shortest path from u to v in G \ F . Since P is assumed to be a path on exactly
L = nε/f edges, then P = PG(u, v, F ) = PLG(u, v, F ). According to the query procedure in
the tree FTL,f (u, v) and Lemma 17, if we query the tree FTL,f (u, v) with (u, v, F ) then
we reach a node FTL,f (u, v, a1, . . . , ai) which contains the path PLG(u, v, {a1, . . . , ai}) with
{a1, . . . , ai} ⊆ F such that PLG(u, v, {a1, . . . , ai}) = PLG(u, v, F ) = P is the shortest u-to-v
path in G \ F . Hence, P ∈ D and thus Df ⊆ D and |Df | ≤ |D| = O(n2+ε) J

3.2 Step 2: Efficient Construction of the Fault-Tolerant Trees –
Computing the Paths Df

Recall that we defined the trees FTL,f (u, v) with respect the parameters f (the maximum
number of failures) and L (where we search for shortest paths among paths of at most L
edges). The idea is to build the trees FTL,f (u, v) using dynamic programming having the
trees FTL−1,f (u, v) with parameters f, L− 1 as subproblems.

Assume we have already built the trees FT i,f (u, v), where u, v ∈ V, 1 ≤ i < L, we describe
how to build the trees FT i+1,f (u, v). Let (u, v, F ) be a query for which we want to compute
the distance di+1(u, v, F ) (as part of the construction of the tree FT i+1,f (u, v)). Scan all the
edges (u, z) ∈ E and query the tree FT i,f (z, v) with the set F to find the distance di(z, v, F ).
Querying the tree FT i,f (z, v) takes O(f2 log i) = O(f2 logL) time as described in Lemma
17 (note that f2 logL = Õ(1) for f ≤ logn as L ≤ n), and we run O(out-degree(u)) such
queries and take the minimum of the following equation.

di+1(u, v, F ) = min
z
{ω(u, z) + di(z, v, F ) | (u, z) ∈ E AND u, z, (u, z) 6∈ F} (1)

parenti+1(u, v, F ) = arg min
z
{ω(u, z) + di(z, v, F ) | (u, z) ∈ E AND u, z, (u, z) 6∈ F} (2)

Note that in Equation 1 we assume that for every vertex u ∈ V it holds that G contains
the self loops (u, u) ∈ E such that ω(u, u) = 0.

So the time to compute di+1(u, v, F ) is Õ(out-degree(u)). Next, we describe how to
reconstruct the path P i+1(u, v, F ) in O(L) additional time. We reconstruct the shortest
path P i+1(u, v, F ) by simply following the (at most L) parent pointers. In more details, let
z = parenti+1(u, v, F ) be the vertex defined according to Equation 2. We reconstruct the
shortest path P i+1(u, v, F ) by concatenating (u, z) with the shortest path P i(z, v, F ) (which
we reconstruct in the same way), thus we can reconstruct P i+1(u, v, F ) edge by edge in
constant time per edge, and hence it takes O(L) time to reconstruct the path P i+1(u, v, F )
that contains at most L edges.

The tree FT i,f (u, v) contains if ≤ Lf nodes, and thus all the trees {FT i,f (u, v)} for all
i ≤ L, u, v ∈ V contain O(n2Lf+1) nodes together.

In each such node we compute the distance di(u, v, {a1, . . . , aj}) in Õ(out-degree(u)) time
and reconstruct the path P i(u, v, {a1, . . . , aj}) in additional O(L) time. Theretofore, com-
puting all the distances di(u, v, {a1, . . . , aj}) and all the paths P i(u, v, {a1, . . . , aj}) in all the
nodes of all the trees {FT i,f (u, v)}u,v∈V,1≤i≤L takes Õ(

∑
i≤L,u,v∈V L

f (out-degree(u) + L)) =
Õ(mnLf+1 + n2Lf+2) time. substituting L = Õ(nε/f ) we get an algorithm to compute the
trees {FTL,f (u, v)}u,v∈V in Õ(mn1+ε+ε/f + n2+ε+2ε/f ) time.

This proves the following Lemma.

I Lemma 18. One can deterministically construct the trees FTL,f (s, t) for every s, t ∈ V
in Õ(mn1+ε+ε/f + n2+ε+2ε/f ) time.
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In the full version we further reduce the runtime to Õ(mn1+ε) by using dynamic pro-
gramming only for computing the first f − 1 levels of the trees FTL,f (s, t) and then applying
Dijkstra in a sophisticated manner to compute the last layer of the trees FTL,f (s, t). In addi-
tion, we also boost-up the runtime of the greedy pivots selection algorithm from Õ(n2+ε+ε/f )
to Õ(n2+ε) time.
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