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Abstract. Image segmentation is a complex and essential task used in many com-
puter vision applications. The problem of image segmentation can essentially be 
formulated as a grouping problem which in its simplest form tries to group the pix-
els of image into distinguished regions of interest so that further processing of the 
extracted regions can be achieved. This work proposes an image segmentation 
model which is inspired by the findings in cognitive psychology theories to divide 
the image into separate coherent regions. The proposed work tries to correlate be-
tween human and machine cognition by studying the segmentation process under 
the light of psychology of human vision. 
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1 Introduction 

Image segmentation is the task of decomposing an image into its constituent regions 
of interest i.e., objects and the background present in that image. A lot of work [1-4, 
10, 13] has already been done in this direction and various types of approaches have 
been formulated and proposed by researchers across the globe to cope up with this 
simple task. For many applications separating figure and ground is a necessary and 
inherent step for further processing e.g., developing intelligent machines and cameras 
that can automatically separate the object of interest based upon the context of appli-
cation. Even though, for a human the task of separating figure from its ground is very 
simple and inherent, from computational or machine point of view, the same task is 
considered to be a difficult one and as the nature or the characteristics of the environ-
ment (e.g., noise and illumination variations and variations in camera angles and per-
spective etc.) changes, the task is transformed into a complex problem. From a psy-
chological perspective the problem can be defined as a grouping problem in which the 
visual system tries to group the visual stimuli based on different properties of these 
stimuli e.g., intensity, contrast, distance, similarity of color, texture etc. 
The Gestalts’ school of Psychology [6-8, 11-12] follows that perceptual grouping 
plays a vital role in human visual perception and based on these thoughts, many re-
searchers have formulated various algorithms which follow closely the line of percep-
tual grouping. Since, perceptual grouping can be linked most naturally to the problem 
of figure-ground separation (i.e., segmentation process), all these proposed algorithms 
tried to group image pixels based on different pixel properties- be it the color, texture, 
or contrast between adjacent pixels. An efficient image segmentation algorithm must 
have two important properties:  

(a) It must capture perceptually important regions within an image. 
(b) It must be computationally faster in terms of running time so as to be 

applicable in real-time scenario. 
 

2 Related Work 

The latest computer vision algorithms follow one or more of the following mathemat-
ical models [2, 4, 9, 13, 14, 15, 17]: 

Graph-based Approaches: Models the set of image pixels as a graph and segmenta-
tion process to be a graph partitioning problem. 

Clustering Methods: Models image pixels to belong to different clusters or groups 
and segmentation process to be the problem of finding non-overlapping coherent 
groups of pixels. 

 



Appearance-based Models: Models the image as having different appearances for 
figure and ground and segmentation process to be the problem of finding key appear-
ance features e.g., key feature points etc. 

Classification Techniques: Attach a class label with each image pixel to find differ-
ent areas/regions/patterns inside the image. 

Thresholding and Histogram Methods: Focus on forming the bins of pixels based on 
intensity value and try to find a threshold value suitable to divide the image into seg-
ments. 

Edge Detection Methods: Segment the image into edges and background. 

Region-based Methods: Partition the image into separate regions. 

Template Matching:   In this method segmentation is achieved by creating templates 
(representation of objects) and then matching them against the input image to find the 
presence of object in question.         

Many psychologist have proposed different viewpoints supported by experiments to 
prove that visual perception process is either a top-down process or bottom-up pro-
cess or a combination of these processes [5]. According to Gestalt theory, visual per-
ception is a global phenomenon which starts from local characteristics of visual stim-
uli. This leads to the perception of those structures which are constituted from ele-
mentary perceptual stimuli but are more stable and strong in terms of global proper-
ties. The winning visual structure is constituted as ‘Figure’ and the loser as ‘Ground’. 
The Gestaltist have proposed the laws of visual perception which are classified into 
two categories: 

(i) Local or Elementary grouping laws  
(ii) Global grouping laws 

 
The process of visual perception starts by considering local characteristics such as 
similarity (of color, shape, texture etc.), constant width, vicinity etc. [6-8]. Whenever 
the points in a neighborhood have common characteristics, they get grouped and form 
visually extended objects. Since, all the elementary grouping laws work simultane-
ously, many overlapping visually extended (global) perceivable structures are formed 
simultaneously. Finally, global grouping laws governing these extended (global) 
structures compete with each other and the winning law which governs the most sta-
ble structure contributes to the perception of that structure as an object. 

The Gestalt view suggests a bottom-up approach for figure-ground perception, where 
elementary grouping laws works first and form higher-level groups and in the next 
step of refinement process these higher-level groups are synthesized by application 
and collaboration of global gestalt laws, as a result different interpretations for figure 
and ground in the same image are possible.  



By the efforts made by the psychologist it was proved experimentally that visual cog-
nition and perception is not only a bottom up process but sometimes it is a top-down 
process or a mixture of both. Apparently, prior information and cues or previously 
learned facts play an important role in the visual cognition process and the domain 
knowledge and past experiences also speeds up the whole process of visually perceiv-
ing objects from a scene [5,11-12]. 

 

3 Perceptual Analysis of Existing Computer based 
Segmentation Methods 

By making use of these psychological findings, computer-based algorithms can be 
formulated to perform image segmentation. [6,8] has identified that the gap between 
human and computer vision is due to the fact that human vision primarily depends on 
the physiology as well as the psychology of brain system while all computer based 
methods and systems primarily focus on the physiological aspects of human brain and 
try to imitate the functioning of the brain system. The most commonly available com-
puter based segmentation techniques can be broadly classified into three different 
categories inspired by psychological findings: 

(i) Top-Down Approaches 
(ii) Bottom-Up Approaches 
(iii) Knowledge based or hybrid approaches 

 

Top-Down Approach Bottom-up Approach Learning(Knowledge) 
based/ Hybrid Approach 

Appearance models Graph based Template Matching 

Classification Clustering Interactive Techniques 

Region Splitting Thresholding  

 Edge based  

 Region growing  

 
Table 1. Classification of Computer based Segmentation Methods according to psy-
chological findings. 

The working principal of popular automated image segmentation techniques are ex-
plained below which clearly shows that all these techniques got their intuition from 
perceptual grouping principles proposed by Gestalt’s which says that process of visual 



perception starts by considering local characteristics such as similarity (of color, 
shape, texture etc.), constant width, vicinity etc. Whenever the points in a neighbor-
hood have common characteristics, they get grouped and form visually extended ob-
jects. 

1. Graphs: Graph-based approaches to image segmentation tries to create a graph of 
image pixels wherein pixels represent the vertices of graph and these are linked by 
edges between them based on some similarity criteria. 

2. Clustering: These methods group the pixels in different clusters of interest based 
on pixel properties and the neighborhood around them.  

3. Appearance-based models: In these methods, the appearance of object region is 
created (e.g., by extracting key feature points of object region) to model the object 
shapes. 

4. Classification: The methods that use a classifier fall in this category. The classifier 
learns to divide image pixels into coherent segments by utilizing supervised or unsu-
pervised learning methods. 

5. Threshold: In thresholding technique one or more intensity values (generally called 
‘the Threshold’ value(s)) are identified and all the intensity values greater or equal to 
threshold value are grouped together (generally by setting them e.g. 1) and all others 
are set to a different intensity, say 0. In this manner all the image pixels are divided 
into two or more groups which corresponds to object(s) and ground. 

6. Edge: The edge –based methods use the contrast information and finds the edges 
and boundaries of object regions. Normally, closed boundaries indicates the location 
of objects in image and rest of the information is treated as background. 

7. Region: Region based approaches start by choosing initial seed points from image 
space and then growing or accumulating more similar and neighborhood points into 
the same region. 

8. Template Matching: In this method initial cues of actual objects are created and 
saved, these are called the ‘Templates’ and then by using some sort of matching func-
tion the similarity between the object in question and the template is decided. 

 

4 Proposed Model 

By studying human visual psychology, it has been concluded that visual cognition is 
not only about seeing or sensing the environment from visual organ but the perceiving 
of the objects is a complex process which involves previous knowledge and cues to 



make the overall process faster and effective. Based on these facts, a generalized au-
tomated image segmentation model must have the following components: 

(a) An elementary feature extraction and grouping module  
(b) A global feature extraction module 
(c) A System memory module to hold past knowledge 
(d) A decision maker module to select the most stable candidate segmentation. 

 

 

Fig. 1 Proposed Model for Image Segmentation 

 

5 Conclusion and Future Scope 

The proposed work is an attempt to link psychological findings with computer vision. 
The proposed model makes use of past knowledge to select between the possible in-
terpretations of object which may help in achieving higher segmentation accuracy. 
The future work will be to incorporate this model for developing an automated image 
segmentation system. 
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