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ABSTRACT

- In this report, methods and computational techniques for predicting the
static and steady state characteristics of a switched reluctance motor drive are
developed and the predicted characteristics are compared with experimental
results. Because of high local saturation and narrow airgap in the SR motor,
accurate calculation of the static characteristics of the torque, flux linkage,
inductances, and speed emf from its FE field solution is not straightforward.
For the purpose of this study, a two-dimensional finite element model is -
developed to handle the nonlinear magnetic field inside the machine. Based on
a thorough study of the potential sources of errors in the field solution and in
the computational methods wused in postprocessing, new guidelines' are
" developed regarding the shape and uniformity of the mesh in the airgap and
the preservation of these qualities of the mesh as the rotor is rotated. When the
proposed guidelines on the mesh configuration and its rotation were used,
significant improvement in the accuracy of the field distribution and in the
* accuracy of the predicted torque/angle characteristics as compared to the

_“experimentally measured torque was observed. Furthermore, all three methods

“of torque calculation, namely global virtual work, local virtual work, and
Maxwell-stress tensor methods are converging to the same results and the
torque/angle characteristics are smooth. Improvement in the prediction of such
-static characteristics is also essential to a realistic prediction of the steady state .
behavior. In the study of steady state performance of the SRM drive, the con-
verter is approximated by a controlled, square wave pulse generator. In the
integration process, the coefficients of the governing differential equation, being
dependent on the phase current and rotor angle, are updated using surface
interpolation method on the static characteristics. The predicted steady state

characteristics compare favorably with the experimental results over a wide
 range of torque/speed variation. L ' S



CHAPTER 1
fINTQDUCTmN

» The Switched Reluctance Motor (SRM) is a varlable reluctance stepplng
motor that is ‘designed to convert energy eﬂiclently The motor is double

salient; and it is essential to machine operation that the number of rotor and

stator poles be’ different. Torque is produced by the tendency of the rotor poles :

to align with the poles of the excited stator phase; and is independent -of - the . -

direction of phase current, giving rise to the possibility of unipolar current mj
whrch only one main switching dev1ce is required per phase. : '

The SRM is of very simple structure its rotor is brushless and has no

w1nd1ng of any kind. The motor is s1ngly excited from stator W1nd1ngs, Whrch L

are concentric coils wound in series on. diagonally opposite stator poles Both_ -
rotor and stator are made of laminated iron. : e

A typical example of an SRM .cross-section is shown in Flg 1 1 Also .
shown in this figure is the phase Wmdlng and switching circuit of one phase.

‘7 The current in stator phases must be switched on and off in accordance Wlth'_.
the rotor position. For example, for motoring action, a stator phase must be

excited when a pair of opposite rotor poles is approaching its poles , and . must o

‘be turned off before rotor and stator poles actually come into ahgnment'
Continuous rotation of the rotor is obtained by sequential excitation of stator

phases ; the rotor steps around in a direction opposite to that of stator phase,;
excitation around the alrgap For the machine shown in Fig. 1.1, a :

counterclockwise rotation requires a stator excitation sequence of 1- 2- -3-4-1.
The rotor position is sensed by optical devices placed on the stator. When
1nterrupted by a disk rotating with the rotor and having the shape of rotor
poles, the sensors generate the switching reference signals. For efficient and
- smooth energy conversion, the ignition and conduection angles of the stator :
phase current then must be varied as functions of rotor speed and load torque -
To enhance the energy conversion efficiency, SR motors are usually de31gned
to work under highly saturated condition.

In this chapter, first the fundamental pr1nc1ples in SRM desrgn and thelr'
. relatlon to its performance are brleﬂy reviewed. Drfferent swrtchlng cmcult
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conﬁguratrons that can be used in an- SRM drive are d1scussed next The
’slmple structure of SRM can be d,ecervmg, because its analysis 1s mdeed,
comphcated The difficulties in predictmg the performance characterlstms of
‘SRM drive and the. objectlve of thrs study are explalned in detajl next in the
:chapter. This will be followed by a review of techmcal papers on SRM d,rrve.‘ }
: ,Flnally, an overV1ew of the report is presented

5 1. 1. Fundamentals of Design and Operatlon

Torque in an SR motor is developed by the tendency of the rotor to
adopt a pos1t10n of mlmmum reluctance or maxlmum phase 1nduqtance, and
in domg so converting some of thq ﬁeld energy to mechamcal energy ‘The

' -1nstantaneous torque developed is trme-varymg, its magmtude and average

'depend on the profile of the excltatlon current Waveform and 1ts trmlng
relatlve to the rotor position. For smooth and efﬁclent performance at some -

» part;cular speed and load " condltlon ‘the current must be inif 1ated and .

commutated at certam rotor angles in relatlon to the rise and fal} o:f the stator' o

e mductance '

- depends on such parameters as:. the number of poles on rotor: :

‘ Flg 1 2 shows the hypothetlcal ),nductance Waveform of an SR rnotor In»'_ .
each revolutlon the - mductance of each stator phase undergoes a. cycllc ’

. varlat}on, the number of cycles of 1nductance varlatlon per revolutlon 1s the

same as the number of rotor poles, N A current pulse is apphed to each

phase durlng each cycle of 1nductance, Thqs, the number of current pulses per

o revolution is qu, which is the sarne as the number of steps per revolut1on. -

The shape and peak of current pulse ap. any speed depend on lts relatwe
- tlmlng Wlth respect to 1nductance waveform The mductance prpﬁle‘! rn turn,

»stator and roton pole pltches, the ratlo of pole arcs, ‘the arrgap se ’aratlon 1n ‘
'ahgned and "unaligned posmons, the m}mber of Wlndmg turns, and ‘the
magnetlc characterrstlc of the 1ron used AR

_ The followmg are some of the baslc desrgn cons1deratlons Whlch have.
profound eﬁects on the performance of an SR motor The mutual mductances
should be kept as small as ppss1ble _'order to minimize their negatlve effect
~on- torque productlon Smce electromagnetlc torque produced 1s dlrectly B
proportlonal to the derlvatlve of phase 1nductance Wlth respe“

‘ pos1t1on, ‘32’ the slope should be rnagxumzed by 1ncreas1ng ma)umum'

: mductance at the ahgned position and deqneasrng mlmmum 1nductance at the
‘, "unallgned posrtlon In order to mcrease ‘the average posrtlve ta

:ue and '
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de(;rease the negatwe torque production and copper losses, fast 1ncrease and
’ alsp decrease of current at ignition and commutatrpn angles are d;esuable. To

T
2570

' mductance Waveforml is designed to have two flat regions which are usually ‘

=0). To allow for fat top' '

[3

ach1eve max1mum -il— at the two ends of the positive torque region (

called "dead zones" of torque production (—

36

: 1nductance Waveform, the rotor and stator pole arcs are made to Be not eql,lal '
a,nd to provide more winding space, stator pole arc is usually smaller than
rotor pole arc. Other factors in determining the number of poles, pole ratio,
pole pitches, and pole arc ratio are: starting and reversibility capa.brhtres, -
max1mum sw1tch1ng frequency, low rotor inertia for quick . mechamcal'
regponse, and finally allowance for sufficient winding space. The consrderatlon' .
given to a comb1na.t1on of these factors has resulted in several practical
‘ stator/ rotor pole ratros, such as 8/6, 6/4, and 10/4..

: The large alrga.p separation 'in the unaligned position decrea.ses the ‘
mmlmum 1nductance and mutual inductances and is the main reason for, '
adoptlon of a double salient structure. On the other hand, a very small autgap‘ : '
a the allgned position provides a larger maximum inductance. Mpre-

' 1mportantly, a small airgap with the same level.of excitation produces a hlgher o

saturatlon level which is essential in efficient power conversion. The eﬂ'eet of
saturatlon on the energy conversion efficiency is illustrated in Fig. 1. 3. In thls
ﬁgure, ip is the smallest current in which the core saturates at the alrgned
ition. If the motor is designed to operate under saturated condltlons, at
itation current 11 >ip, the converted energy is Wy, and unconverted ﬁeld
energy which returns to source is W;. With the same ignition a.nd conductron
an$les and excitation current, the linear magnetic circuit results i in addlthnal
cppverted energy of AW, and unconverted field energy of AW;. However, to
o’ tain a higher ﬂux linkage in lmear case,\g, a larger source voltage is.
T uired, since

V.6 '
. ZJ° , (1 1)
.where speed w, and conduction angle 6., are assumed to be the same in both
cases Thus, the linear magnetic circuit has shghtly higher energy conversuon
capablhty, but the source voltage and unconverted energy are much hlghera
" .than in a saturated circuit. In the saturated case, additional energy AWm gan
be obtamed by increasing the current from i; to iy without an increase in: the"

onverted energy. Higher unconverted field energy results in hlgher copper'

A=
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losses which reduces the overall efficiency. As a result, by operating the motor
under a high saturated condition, the efficiency of the energy conversion
process ‘as defined by the ratio of converted energy W, to input apparent
 energy will increase significantly. Also a lower volt-ampere rating is required
. for switching devices and the overall efficiency is hlgher because of smaller
copper losses.

In order to maximize the efficiency of the energy conversion process; the
highest saturation level is desirable. At the same time, to decrease the motor
size for the same power requirement the torque producing ca.pability can be

’ 1ncreased by increasing the ratio of

in the unsaturated condition. These
min o

conditions are met, to some extent, by keeping the airgap as small as
manufacturing tolerance allows; and using very high permeablhty sﬂlcon steel
lamination in the stator and rotor structure. /

By appropriate timing of current pulse with respect to inductan'ce '
waveform, SRM can operate as a motor or generator In the reglon wherer

- oL

50 >0, p081t1ve or motoring torque is ‘produced’ (see Fig. 1.4); in the reglon
where - glé =0, no torque is produced (dead zone); and in the reglon'where_'_ ‘
%Ié-<0 negative or generatmg torque is produced. It is clear that eXcita_tion’ in

the’ %Le—-—O region -is just transitional in that it does not contrlbute to any_.

torque productlon, but it does contrlbute to stator copper losses

1.2, Switchlng Circuit

In a switched reluctance motor the productlon of torque in any d1rectlon.
of rotatlon is independent of the direction of the phase current, and depends
- only on the excitation sequence of the stator phases. This means that the
phase current can be unipolar, which will then permit the use of only one
swrtchmg device per phase, reducing the number of sw1tches per phase,
'requlred by half in comparison to other drives.

~ Many different power circuits have been designed for SRM drives [15]
Figure 1.5 shows three common power circuits that have been desrgned for an
SRM drive. These circuits have the following common features: the phase:
winding is in series with its switching device, protecting the dev1ce against
shoot-through; the phases can operate independently, which permlts,'
operatlon at reduced power level even if one of the phases is lost. =
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“In drive circuit 1.5(1), which has two switches per phase, both sw1tches,
are turned on and off together. The diodes provide the path for energy retirn
after the main switches are turned off. An SRM with bifilar: Wound s“
'w1nd1ng requires a simpler drive ‘¢ircuit as shown in Fig. 1. 5(2),» ‘in exchang
‘ ‘b1ﬁlar windings have poor space factor and double the number of ter
connections. Drive circuit 1. 5(3) also has the advantage of one main SW1tch1ngr
device per phase, but requires a split source to provide a path for the return '
'energy '

1. 3 Motlvatlon and ObJectlve . ‘ i
-~ Although the first applieation of a swrtched reluctance motor dates back

to the 19t century, the history of its development has not been a continuous =~

one. It is only in the past 10 years or so that the development of the modern
SRM took off with great fervor. In this short period of time, through the work; ,
of many in this field, the 1nherent advantages and potentials of the SRM drive h
' Were 1nvest1gated Yet, there is still -a lot that can be done in the de51gn and
control of the drive. The outward simplicity of the motor's construction is
~ deceiving; the modeling complexity of the field inside the motor still takes the
modeling capability of many- Workers, as can be seen from publ1catrons on- the_ E
sub_]ect 2 :

The study of the SRM dr1ve is 1ndeed comphcated by the large number of*
parameters involved. The static charactenstlcs of an SR motor such as the- '
static torque, flux llnkages, and inductances are functions of- both rotor
‘position and current. In continuous operation, the profiles of the current and '
the torque are affected by switching angles that places the current pulse'
relative to. the stator phase inductance Waveform or rotor position. ‘The
average torque, of course; is a compllcated function of not only iron geometry- '
and current level (saturat1on), but also the timing and shape of the current

pulse, the shape of which, in turn, is affected by the t1m1ng relat1ve to the

rotor pos1t1on and the speed. The ma1n hurdles in any study almed at' _
prediction of SRM drive performance are those from the . close inter-
relat1onsh1p between switching strategies and motor parameters ‘on one hand
‘and the numerical difficulties in obtaining an accurate pred1ct1on of even the'f.
‘ Stat1c characteristics of the machine on the other. '

" Today’s technical literature on the SRM drive contams reports of analys1s: L
and performance evaluation based on experimental results, and on a linear or

_s1mpl1ﬁed nonlinear model of the magnetic field. To our knowledge, there is
no available report of a’ numer1cal model for predicting the performance'
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kcha,ra.cterlstlcs of an SRM drive over the full range of torque/speed

characterlstlcs

Analyses that are based on linear or simplified nonlinear models plfovide
good starting points to the qualitative study of machine operation, to the

preliminary - design of the motor, and to the estimation of converter rating.
- However, the study of the effects of new designs or the improvements from

new control strategies on the drive performance requires a realistic médel of
the drive system. Such a realistic model should be able to predict drive
performance over a ‘wide range of torque/speed characteristics with sufficient
accuracy. To establish such a model, a thorough knowledge of machine

parameters, static characteristics, control strategies, and switching circuit
limitations (current and frequency) is necessary. Obviously an understanding
. of the relatlonshlps between the machine, control, and converter operatlon is a-

prerequisite in devising a realistic model. SR

' The main objective of this study is to establish a mathematicel\ model,
along with the required computational techniques, for predicting the
performance characteristics of an SRM drive. As shown in Fig 1.6, the

- 'mathematlcal model of an SRM drive is divided into three major blocks:

motor, control, and converter. The mathematical model of the motor itself
consists of three components: magnetic field, windings, and mechanical
system. The inter-relations among the blocks are shown by arrows. Inthis
study, the nonlinear magnetic field of the machine will be handled by a two-

- dimensional finite element model. The stator phase windings are. represented
by phase voltage equations, and the converter approximated by a controlled,
. square wave, voltage pulse generator where the number and duration of

voltage pulses depend on speed and loading. The transients within :the
converter circuit will be neglected as these will vary with the circuit topology. '
If required, detail modeling of a given converter can be handled usmg the C

matrix method given in [63]. '

Accurate prediction of the parameters and the static characterlstlcs of an

’SR motor using FE method is not a straightforward procedure because the
- field distribution in the SR motor is highly nonumform, and contains pockets

of very high field gradient in the narrow airgap region of overlapped poles.
Most FE studies of an SR motor [30-33] are concerned with the determination

of the gross behavior of its static characteristics; few deal with the accuracy

problems in postprocessing of FE field solution for prediction of statlc

~ characteristics [88]. This is especially evident in the noticeable discrepancies

between predicted and measured static torque / angle characteristics.‘_,A major
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part of this study is devoted to the analysis of the field patterns and torque

" distribution in a SR motor, and experimentation with the different methods to

improve the accuracy in the torque calculation. The study reveals that most
of the field energy is concentrated in the narrow airgap region between ‘
- overlapped poles of the rotor and stator where local saturation occurs and the

. _ fr1ng1ng flux lines curve sharply Unfortunately, inadequate modeling of -the.
" field in this region will adversely affect the accuracy of results in the

postprocessmg stage regardless of the method used. In [88], it was suggested
that. the accuracy in torque predlctlon can be 1mproved by 1ncreasmg the
_number of elements in the critical reglon ' ' :

In FE literature, increasing the mesh resolution is an accepted remedy for
overcoming the accuracy problem. For a SRM that has a narrow . airgap,
‘increasing the mesh resolution in the airgap could be meaningful only if the
resolution in radial and @ directions is kept about the same and similar
1ncreases in resolutlon of neighboring layers of the mesh are made, in which
- case- the order of the mathematical model will escalate, thus 1ncreasmg the -
computatlonal storage and time substantially. Furthermore, if - such an
increase in resolution is not carried out judiciously, the result is no better than
in the case when "more layers are added in ‘the narrow alrgap W1th no
: correspondmg increase in the mesh resolution circumferentially in Whlch the

- resultlng elongated elements with large aspect rat1o y1eld poor accuracy of the,

. ﬁeld solutlon

In thls study, a new method based on unlform dlstrlbutmn of nodes in
the alrgap is devised which results in finite elements that have low aspect ratio
and srgnlﬁcantly improve the accuracy of both the overall field solution and
the postprocessmg results, especially those that require taking the derivatives
of the ﬁeld solution as in the case of torque calculation. Using this method, the
static torque calculated us1ng this method shows very good agreement w1th the
measured result. ‘ :

- Having the capablllty to accurately predict the static torque/angle'
characteristics and other machine parameters enables us to proceed o
,predlctlon of performance characterlstlcs of the SRM drive. 2 '
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k 1.4. Literature Review : v ,
‘ The principle behind the torque production in an SR motor is a basm :
- prineiple in electromagnetic theory. Early designers of eléctromechanical
- devices long recognized that the electromagnetic force on movable i iron parts -
tends to orientate them in such a way as to achieve minimum reluctance to
the magnetic flux path , or into a position of minimum field energy.. In the

. -course of the movement some of the field energy Wlll be converted to

‘mechanical energy

“The concept of variable reluctance led to the development of a- W1de -
,‘*varlety of devices such as linear solenoids and relays.. By the 1920s the
‘analysis of variable reluctance was extended to the synchronous motors (1],
leading to the des1gn of unexcited synchronous motors several years later 2,3].

The ﬁrst switched reluctance motor used mechanical sw1tches and it was
employed by the British Navy - during World War II to perform remote
positioning of the guns on the ship. Because of the unavallablhty of fast

- switching devices like today’s electron1c switches, and because of the advent of

closed—loop position servo mechan1sm using DC. motors, the early VRM drives
~ ‘were not compet1t1ve and they’ faded ‘into the background ‘But with the

“availability of inexpensive and fast electronic  power sw1tches : (power
transistors and thyrestors) and high performance digital controllers to manage
~ ‘the SW1tch1ng strategies, by the late 1960’s the idea of a h1gh—power variable
- reluctance motor was revived by several researchers in universities, notably
~ Lawrenson [4-7], Unnewehr and Koch [8], Wagner [9-10], and Lang [11]." They

,exammed various aspects of the VR motor, such as new designs for better
- performance, torque production process in doubly—sahent structure, and new

, _drlve cireuit conﬁguratlons

It was not until 1980 that Lawrenson [13] laid the foundatlon for a
-‘practlcal design of - the switched reluctance motor drive with comparable ‘
- performance to that of an an induction motor drive. In [13], they examined
~the fundamental design cons1derat10ns of an SR motor, such as the number of
_ stator and rotor poles, the pole pitches, suitable configurations. and rating of
"the ‘drive circuit. They also presented informative data measured from their
,.machlne, such as flux-current, mductance—angle, and torque—angle curves,

There were also notable contributions from other. researchers.’ Dav1s and
-_,fRay in [14] exam1ned different inverter drive circuits and component ratings

~for an SR motor; Miller et al. [15-17] examined ‘microprocessor- control

‘Estrategles for an SR motor and the drive circuit ratlngs, and Harrls in [18]'
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dlscussed the eﬁ'ects of using multlple teeth on the pole surface

~ In all these papers, ‘the analyses were based on a linear or an 1deallzed :
nonhnear .model of magnetic circuit. Furthermore, only :the . static

- characteristics of the SR motor were examined. Most of the papers [19-24]
'publrshed between 1980—1985 on the SR drlve dealt with reﬁnements and/or
~ speclal applications. ‘ : : i

‘Idealized approx1mat10n of the magnetic saturatlon for a m vchme in

3 Whlch the saturation level is high, at best, can be used for. qualltatlve analy31s

of drive performance, estimation of design parameters, and switching circuit

7 N ratings. With a numerical approach, the nonlinear magnetic ﬁeld in an
L electrical machine can be handled by finite element method. The apphcatlon
_of the FE method for solving magnetostatic field problems was first reported

by Sylvester [45]. Ever since, there have been numerous reports on the -

'vapphcatlon of finite element method for field analy31s of a wide varlety of
‘ electrlc machines [50—55] o

- Lindsay, Lowther, and Krishnan in [30] used a two- d1mensronal ﬁmte
element model to determme the flux patterns of a 4/6 pole, ‘SR motor -at

_dn‘iferent rotor posltlons From the FE field solution, they predlcted the -
_varlatlon of the stator wmdlng inductance with respect to rotor pos1tlon
‘ Later, in- [32] they extended their work to predict the inductances of an SR

motor- Wlth multiple teeth per pole. Dawson et al. in [33] used: the FE. field
solut1on to predict the static torque characteristics of an SR motor. ~They

» jused the coenergy method for the torque ‘calculation, but the computed result
B shows dlscrepanc1es with test results. In a recent paper [88], the same authors
' reported improvement in - their computational ' results of the torque by

1ntroduc1ng more elements in the region where the field gradlent is hlgh Also,
they compared the computed results for two methods of torque calculation:
namely, Maxwell stress tensor method and global virtual work method.

_ Nevertheless, the calculated torque/angle characteristics in these studles stlll
' do not compare well with the experlmental results .

~On the subject of dynam1c modelmg, cases of current waveforrn at speeds
near nominal speed have been reported in the hterature, but w1thout detalls of
what methods have been used. To our knowledge, there ‘is ‘no publlshed

: method that can be used satisfactorily to prediet accurately the performance

characterlstlcs of an SRM drive. .

- The potential. advantages of the SRM drlve attracted the attentlon of

o many _researchers in recent years. Reports of recent studies range from



statlstlcal modelmg of the phase current based: on* measured data [34 35], Hew

‘design refinements to - -increase the energy conversmn ablllty of motor by.
‘flmtroducmg a higher level of saturation [38], sensitivity analy31s of pole arcs‘ .
 for moré efficient ‘performance [37], iron loss estimation- [40], to reﬁnements in
‘ ‘SW1tch1ng strategles for hlgher energy conversion [41 42] R

Report Overvrew oL

n ‘this report, a mathematlcal model and s1mulat10n techmques requ1redr

’ ’t'for predlctlon of steady state characterlstlcs of an SRM drive system are' o
developed ‘The content of the Work is organized as follows: I Chapter 2,4
-~ review of the finite element method to solve for the ‘magnetic field is

', presented ‘The formulation and basie concepts of FE method are- brleﬂy
‘discussed. The discretization (mesh or grid generation) of a motor cross-sectlon ,

‘is explained next. The discretization errors are discussed and the methods of =

E "computer 1mplementatlon 18 presented. An efficient. techmque for updatmg the

- miesh after each rotor moverent is given next. Then the modelmg of nonllnear

‘magnetlzatlon curvé for computer similation is described. Finally, the solution
techn1ques and different convergence critéria are explalned and the resu]ts of
' FE field solut1on for an SR motor are presented ' -

_ Chapter 3 deals w1th the problems aﬁ'ectmg the accuracy of torque
» calculatlon usmg the FE ﬁeld solutlon It begins with a review of the common

N -'methods of torque calculatlon and thelr formulation. This is followed by a
dlscusswn of the problems aﬁ'ectlng the - accuracy of FE- based torque
: racalculatlol in general and the additional problems related to. the special .

: geometry of the SR motor. Based on the examination of the problems aﬂ‘ectmg‘ :

~the accuracy of torque calculatlon, it-is later shown that. a rearrangement in

- “mesh can significantly i improve the accuracy of the field solution ‘and of the

',torque calculation. The method is new and computationally is more efficient |

v'_,_.than ‘previous methods reported in the literature. As a ver1ﬁcatlon of the new

techmque, the static torque/angle characteristics of SR motor computed using
: the global virtual work, Maxwell-stress tensor; and local. virtual work methods
: ;are presented and compared with measured results '

‘ ~In Chapter 4, the postprocessmg techniques used to calculate the energy,
. :the ﬂux llnkages, ‘the stator phase 1nductance, and the Wmdmg emf _are
,presented : : e
S Chapter 5 descrlbes the modelmg techmques used to determme the steady -
state performance of the SRM drlve To explain the underlymg phllosophy of I
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the switching strategy used, an analysis based on a simplified magnetic model
of the SRM is given at the beginning. Control strategies and their relation to
machine parameters are discussed next. The techniques for simulating the
_different modes of operation, low speed and high speed, of an SRM drive are
given. Simulated results of the instantaneous current, flux, and torque, and
computed -average torque and power are all presented. Also, experimental
results of the current and flux linkage characteristics at different speeds and
loading are presented. ‘

Finally, Chapter 6 presents a summary of the contributions and ﬁndings
of this work, and suggestions for future research.
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: CHAPTER 2
FINITE ELEMENT SOLUTION OF
ELECTROMAGNETIC FIELD

The distribufion of the electromagnetic field in electrical machines may
be determined by solving Maxwell’s field equations with the given boundary
‘conditions. Since closed form solutions to Maxwell’s equations are very difficult
- or impossible to obtain for such a device having complicated geometrics and
nonlinear materials, numerical solution of the Maxwell’s equations becomes a
necessity. The method of finite element (FE), an excellent numerical method
for structures with complicated geometries and material nonlinearities, is used
here to obtain an approximate solution to the two-dimensional field
distribution in the SRM cross-section. The solutlon technique accounts for. the
material nonhnearlty and the rotor movement. L

-‘Due to high local saturation and nonuniform ﬁeld dlstrlbutlon in the
SRM even with the FE method, special care has to be taken in modeling the
field in the critical regions. In this chapter, a review of the finite element v
formulation for solving two-dimensional electromagnetic field problems is
presented. The assembly of the equations and implementation of the FE
program are discussed next. Because the size, shape, and uniformity  of
elements has profound effect on the accuracy of the final solution, the choice
of proper mesh is important, and because the SRM has high local saturation,
the representation of material nonlihearity (magnetization curve) is important =
too. As the iterative solution of largé numbers of nonlinear equations requires
a lot of computer time and memory, efficient sparsity-oriented algorithms
- have to be used. The field solution from the FE ‘method has to be further .
processed to obtain important machine parameters and terminal variables,
: such as mductances, flux linkages, torque, and induced electromotlve forces

- (emfs). ~ ’
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2 1. Flmte Element Formulatlon

The field distribution inside the machlne is governed by Maxwells
electromagnetlc field equatlons '

VxE -%:é- - \

VH =T, e
VB %= - .'- B R e ‘ (2.3)
V:§ﬁ=°-'id R ;djﬂd (24)

where EandH are the electric and magnetlc ﬁeld 1ntens1t1es, ‘respectively,
Dand B the corresponding field densities, and J is the source current density.

The displacement current and electric charge terms have been excluded from
these equations, because the machlne can be con51dered as a low frequency
dev1ce with neghble electrostatic flux. , ‘ .
) For two d1mens1onal field d1str1but10n problems with current input, it is
convement to express these equations in terms of the magnetlc vector

potential. As with any other solen01dal field (VB = 0) a vector potentlal can
be deﬁned as ; SRR e

| B-vid | Lo o (25)
where A 1s magnetic vector potentlal (MVP) ThlS definition does not -
’determlne A umquely, like any other potential, MVP should be specified with
- respect to some reference. Ignoring the end condition, the winding currents,
are assumed to flow only in the axial direction (z-dlrectlon) of the machme,
hence only the axial (or z) component of the vector potential A exists.
. Consequently, the vector ‘equations reduce to single partlal differential

' equatlons of the axial component of vector potentlal

The relation between the field density B and the field 1nten31ty H is the. '
constltutlve relation ,

—

‘H—I/B o ‘ } - . - (2.6)
- ,Whlch descrlbes the material characterlstlc of the medlum in term of the

B reluct1V1ty v(v= E) , where u is the permeablhty of the medmm Usmg (2 6)

'to substltute  for H in (2 2) and (2.5) for B, the resultlng partlal dlﬁ'erentlal
) equatlon fOI‘AlS -
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 Vx(UVXA) =T, | | S (@27)
When the excitation current is assumed to flow only in the axial direction (z-

- direction) of machine, A Wlll only have A, component too, Whlch then (2. 7)
reduces to

Performing the curl operations in (2.8) yields | Lia
o [ oa,] o [ oa,) | S -
9 S i) D | 2.9
8x[y8x+5‘y[y_8y | o .,()'

" Equation (2.9) is the nonhomogeneous, nonlinear diffusion equation which
should be solved along with the appropriate boundary conditions to obtain the
- vector -potential distribution over the entire cross-section of machine.. ‘

- The spatial PDE of (2.9) takes different forms, depending on the material _'
property, v, and presence of J,. The SRM like other electromechanical devices
has iron for directing the flux lines, air for relative motion between rotor and
the stator, and current carrying conductors to provide the field and to convey
the power. Figure 2.1 shows different sub-regions of the SRM cross-sectlon In
~the current carrying region (region 1), linear Poisson’s PDE holds, since the
permeablhty of copper is nearly unity.

v VEA, =3, S R (2.10)

In region 2, the iron has nonlinear magnetic characteristics and its
reluctivity ,v, is space-dependent. However, with no current source in the iron
region, (2.8) reduces to a nonlinear pseudo Laplaces equation of the form =~

Ux(UVxA,) =0 | | e

The normal reluctivity, v, is assumed to be smgle—valued for the 1ron reglon, it
is the reciprocal of the normal permeability, y, that is deﬁned as

w=IBl/IH| | ()
- Equatlon (2.11) is a nonlinear equation because v is a functlon of the field
densxtyB or ' L

 v=yB) . e - (2.13)

In the air region, the reluctivity of air is independent of -ﬁ and the
- resulting PDE is a linear, homogeneous Laplace equation of the form .
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] Region 1: Conductor

Region 2: Air

Region 3: Iron

’ Figure 2.1.  Sub-regions in SRMv'cro’ss-sec:tion: -



Vo VEA, =0 . (2.14)

Specifying the boundary conditions for the field distribution uniquely
determines the field solution for the partial differential equation (2.9). The
boundary conditions specifying the relations between field components at the
material interfaces are derivable from Maxwell’s equations; for magnetostatlcv
~ field problem these boundary conditions are

nx[Hl—H2]=Js - R  (2;15)

n - [ﬁ, —'PTZ] =0 ‘ (2.16)

The first condition of (2.15) states that there is a discontinuity in the
tangential component of the field intensity H at the interface between two
media separated by a current carrying surface. However, if both media are
current-free, the tangential component should be continuous (Hy; = Hi,). The
second condition of (2.16) expresses the continuity of the normal component of
ﬁux den31ty at the 1nterface of two neighboring regions (By; =By,)."

2. 1 1 Variational Formulatlon :

" The variational formulation seeks an approx1mate solutlon for the
differential equation of (2.9) in the form of a linear combination of
independent basis functions each of which satisfies the stated boundary
conditions. For a two-dimensional field problem with only z-th component of
vector potential, A at each pomt( ,¥) can be approximated as

A‘(X,Y) =~ Z ¢i Li(x,y) o (217)
i=1 P

Where L; (x,y)'s are N hnearly 1ndependent functlons The error.or residual

resultmg from using such an approximation in (2.9) can be expressed as

of oal of oa
£ Y R

In the weighted-residual method, the coefficients are determined in such a way .
-that the partial differential equation is satisfied with minimal error. For this
purpose; a set of N independent weighting functions, ¥}'s, is chosen so that o

-'E(x,y,ci)= + +J, R "'(2.18)*
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fv,b,(x,y) E(x,y,c;) dxdy =0 fori= L2 -+, N : (219)

Therefore, each of the weighting functlons 1/)1 is orthogonal to the re51dual E.

The set of N parameters ¢; can be determined from (2.19).. For obvious
reasons, thls method is called ‘the welghted-remdual solutlon of the PD
'equatlon :

If the set of weighting functions, s, is chosen to be the same as the
bams functlons, L;'s, the method is called the Galerkin method that is

|
v 0
b el

OA
By

o
Ox

0

+ 2| 15 laxdy=0 = (2.20
% y = | ( )

Integrating the first two terms by part, we obtain

"8A‘ » OA . . OLi 8A N

R

.,fLi(}.,{"y) %[I/ %ﬁf—] dxdy = $ sL;(x,y) v %: dx —f (9y (ij& dxdy (2 22)

Smce on the boundary of the region elther homogeneous Dmchlet or Neumann

vcondltlon holds(A =0 or —88% =0), the combination of line mtegrals on the

right hand side of (2.21) and (2.22) is always zero; consequently (2.20) reduces -

f’UaLi 6'A+V8Li OA
L E T

Equation (2.23) indicates that the basis functions L;(x,y) must belong to a set
of once differentiable functions or C!; the lowest order being a set of
continuous, piecewise, linear basis functions. However; with the choice of
linear basis function, continuity of only one of the field components ¢an be
guaranteed at the interfaces. ‘ ‘

~LJ,| dxdy =0 © (2.23)

It can be shown that the Galerkin method formulatlon given in (2 22) is
: .equlvalent to that of minimizing the error in ‘the field energy. The dlﬂ'erence ’
between the field energy and the input energy is given as
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F=ffVBdB—JSA dv ‘ o (2.29)

alt , L oo

“where (1 is the"volume of whole region. For simpliéity, let’s considet the >li'1'1e'a-f7

~ case of (2.24) in which the energy per unit volume can be written as

' B : | s

'AWF = [ 1BdB = 1/21/B2 ' e . (2.25)

- The component of flux density can be obtamed by performmg the curl

' operation in (2.5), that is ' ’

Bo=g o B (220)

Representing A by the expression of (2.17), the partial derivatives can be
expressed as : : R

oA N AL o
—_ ~ R 2.27)
Ox i§1 e ( , ),,
_—= ¢ — - (2.28
v A | (2.29)
Since the square of the flux densiﬁy may be written as
, fea) (oa) |
B2 =S| LA - (2.29
(2.25) can be written as -
N )2 N )2 ,
AWp =% v || &L Yok (2.30)
o [li=1 i=1 - e

where Llx and L;jy are the partial denvatlves of shape function ,L;, w1th '
respect to x and to y, respectively. Substituting (2.30) for the field: energy, and- :
(2.17) for A in (2 24), ylelds

f

e o= o] [De ) s asf] s sader aan

The minimizing function of the functional F is the solution of ‘the Euler-
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Lagrange equation which is the same as the partial dlfferentlal equatlon m- o
(2 9) But a direct minimization of F with respect to coefﬁclents /i s, ylelds

gf_ _ [VL Sei Lix + 1L 3 Ly JsLi]dv=o o (232)
i 0 e T .

'Whlch, in the two-d1mens1onal region R is the same ~as the Galerk'-in: .

' b'fvarlatlonal form g1ven in (2.22).

2 1 2 Derivation of Element Matrices

. The finite element method used in this study is based on ﬁrst order :

triangular elements. The two-dimensional region R is divided into trlangu]ar‘ B

subreg1ons as shown in Fig. 2.2, where an effort is made to ensure that -
material interfaces and other physical boundaries coincide with the edges of
-the triangles. In each trlangle, the vector potent1al A is assumed to be a hnear ’
polynom1al in x and y- : = ‘

Al ’Y)_a1+a2x+a3y T (233)

In the two-dlmensmnal problems only the z-th component of the vector
potential exists at each node, so each  node has one degree of freedom, the
total degree of freedom for-a trlangular element is three This is consrstent-
~with the 3 unknown parameters in (2 33). ‘

Vector potential, A ‘at any interior point of the trlangle can be expressed"
as a lmear comb1nat1on of the values of A at its vertices. :

Am) =T ALEy a_@mjf
ie ‘ ’ . o

The index i is the sum over {1, the set of nodes {l m, n} of the trlangle, and
the bas1s, Ll, have the property

L (x5, y5) = 61 . . o | (235)

where &; is the Kronecker delta |
SR R
G =10 e o

0 if i#

o YLi=1 L (236)

~and
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Figure 2.2. Subdivision of region R by triangular elements
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In order to facilitate the analysis, the so-calied area co—ordmates (see
Appendix A) will be used. As shown in Appendlx A, the value of A at some
interior point (x,y) of the triangle, expressed in terms of the area coordma.tes,
is o

(an) = 3[ lAl+pmA +pnA ]+%_[QJAI+QmAm+ann] ' : ‘ (237)

o : +-]}‘),— [rlAl+rmAm'+rnAn]

where D is twice the area of element, A,.: With A represented by (2:37), the
_partial derivatives of A at interior points of the triangle element are

oA 1 [ ] | o
— = — | QA Fgu Ay +ay A, : .3
= T |04 TmAn o o (2.38)
%"* — %[rlAﬁ-rmA traAy ] o (239)
Slm1larly, using (I—lO) we obtain -
| oL 1 A Q . T 72‘40 .
Ai 1 : I o
% =D rA; i€ , o (241)

Lets denote the first two terms of (2 23) by I;, that is
dL; L
| S Ox Ox 3}' 9y |

Using (2 38) through (2.41) to replace the partials and using the
‘transformation formula given in Appendlx B, one obtains :

[ql Jéqu"A + T Jggzr ] ieﬂ | : o . (2.43) -

dxdy } B '(2.4-2)

I =
o 4Ae
Equation (2.43) gives the contribution of each triangle element to the
: functmnal value (2.23). For the elements in the iron region the field" density,
§ B, which' is required for updating the reluctivity of the elements in iron at

- each 1terat10n, can be calculated as follows: From (2.5), B can be wntten as

Substituting (2.38) and (2.39) in (2.44), the above expression of B bécomés.
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.B = F[rlAl + rmA + rnA ] ay — [qlA] + qu + an ] ay : (2,'45) ,
~ 'thus, the value of |B|? i is glven by | |
- 2 5 " 2 o |
2 1A G A; o
ﬁ‘-’)l 2 o 2 G (2.46)

Flnally, in term of elemental areas, the third term in (2.23) ‘may he written as ‘

'JA-"‘ - oLl : )
I, = ffLJ dxdy = :3,‘: : : e

o Puttmg (2 43) and (2 47) together fori=1, m, 5 the ma,trlx equa,tlon for .
a triangle element can be ertten as

-JsAe-

0 dtl agmtnm qwtnn | A s |
' Ve o 2,2 ' ' : JsAe, : ' '
o 4A Q.I'Qm'l’r-lrm Qm+rm m9n+TnTm Ap| = 3 | (2?48)
| @t m@Gtnrn  di4rn | A A
L e

In matrilxnote_tion, (248) can be wr’itten compa.ctly as A i S :

Note that the elements of S are functlons of Ve whlch in the case of an :
~ iron element is dependent on the field den31ty B. Since B i is, in turn, related'
- ’to the nodal vector potentlals, iss (2 49) is nonlinear for elements in the iron. "

2. 1 3 ‘Matrix A.ssembly and Global Equatlons ,

~ Once the elemental equatlons for all the elements in the va,rlous reglons of
R are determmed they can be assembled 1nto a global equatlon of the form,

SA—I_ o LT o (2.50)
The coefﬁcxent matnx, S of global equatlon can be constructed element by
element as follows: The dxagonal element s; in matrix S is the sum of the
contrlbutlons of all elements connected to node i, and the offi-diagonal element

“sjj is the sum of the contnbutwns from the two adjacent elements sha.nng the
~common edge 1_1 -
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o The global matrix equation (2.50) is a set of nonlinear algebraic equatlons i
of n*® order , where n is the number of nodes in region R. The only practlcal '
‘method of solving these nonlinear ‘equations is by a numerical iterative
~method. Generalized and modified Newton-Raphson methods are two of the N

© most suitable ways for solving these nonlinear algebraic equatlons In thls '

vﬁnlte element formulation, the vector potential within  an element is assumed '
to be . piece-wise linear, as a result the magnetic field B and the reluct1v1ty v
are uniform within each element. Hence, it is advantageous to update the
‘Newton-Raphson iteration formula for each of the triangles 1nd1v1dually and
‘then use them to update the overall coefficient matrices as follows First, for _
‘each element we define a mismatch equation, :

F(A) =SeAe =L, =0 sy

: ‘In applying the N-R method to the above m1smatch equatlon, at kt 1terat10n, _ '
we have o : : : :

F[Ak+1] _ F[Ak] + [Jlf] [Agﬂ ;Alg] o (2152)
where ‘ o B : G S |
| l““‘l = &;f:‘*’ la-ar _'(2553)

'Deﬁmng the change in A as - . , :
' AAk _Ak+1 Ale‘ ; S : o ’ (2.54)

:and setting, F[Al,‘“] = 0,' we obtain

[J,‘;] AA§'=,_[S§A§ - Ie] , : PR (2.55)
[Jé‘] frdm‘ (2.53) for‘the elements in iron are de'l'ivedv m Appendix C as
functions of —————, and can be written as
sk 4+ e S| |AAK| = —|skak 1| -*(256)
: }»e ; BBZ 2 e’»"‘ b‘e e ‘e 3 : .

As in the case of constructmg S in (2.50), the linearized element matrlces
_can then be assembled to form the global equation for the entlre region. -

S
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IJ][AA] [b} - S (257)

The above set of n linear equations can be solved using either 1terat1ve or
direct method to obtain [AA] which is then used to update the value of [A]
until it converges within some prescribed tolerance.

o] = ] + o] L ew

2.2 Implementatlon of FE System B

Computer solution of electromagnetlc field problems by finite element
~ method can be divided in three parts, each involving several steps as shown in
- Fig. 2.3. Preprocessing is the part dealing with setting up the problem for
computer solution and has two steps: generating a finite element mesh
consistent with geometry of the device, and representing the materlal
.nonllnearlty in a form suitable for computer simulation.

The solution part deals with the construction and updating of the
elemental and global matrices. The product of the solution process is the
vector potential distribution within the machine cross-section. The vector
‘potehtial- distribution is hardly of any use by itself and should be further
processed to obtain machine parameters and variables of interest. The task of -
the postprocessing section is to extract the desired results from field solution.

~ During the course of this study, a finite element program consisting of all
‘ threef‘par-ts has been developed. The techniques used in the preprocessing and
solution: parts will be discussed in the rest of this chapter while those of the
postprocessing part will be discussed in the next two chapters. '

2.2.1 Mesh Generatlon

The main part of data preparatwn or’ ‘preprocessing is to d1V1de the
‘domain of interest into appropriately sized and shaped elements which are
called: finite elements. The process of discretization is usually referred to as
mesh or grid generatlon Proper discretization of different regions in a-domain
can have profound effect on the accuracy of the global and local results
obtamed from a finite element solution. ‘ ‘

The finite elements most commonly used in electromagnetic problems are
of trlangular shape. The size of the triangular elements in a region depends
~on the field gradient and the geometry of the material boundaries in that -
‘region. - Since the formulation of FE method is based on a weighted-integral
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Figure 2.3.  Finite element process
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* minimization of the error in the energy of all the elements in a domain, the
accuracy of the FE solution improves when there is a uniform distribution of

-error over all elements. As the error in field calculations tends to be hrgher in

- regions with hlgh field gradient, the size of elements in ‘these regions should be
~ kept small. Thus, a general rule on the sizing of elements i is to use larger size
- ‘elements where the change in the magnitude and direction of ﬂux densrty is
small, and to use smaller size elements where the field gradient i is large, or
‘where the flux lines sharply curve. AJso, for uniform error drstrlbutron, the

" transition from large elements to small ones should be gradual hke the nature"

of the field itself.

- The proportion of triangular elements is the other measure‘ which affects
the accuracy of FE results. The optimal proportion for triangular elements is
equilateral. However, due to ‘geometrical limitations and computational
efficiency, it is not possible to make an entirely equilateral mesh. It has been
~ proved [60] that for mesh integrity no triangular elements should have angles

near: 180° or, equlvalently, no element has too small an angle; that.is because

" the-error in approximation within a trlangle 'has been shown to be 1nversely
proportional to - sin(c) , where o is the smallest angle [61]. Such conclusion are
also consrstent with the rule of low aspect ratio [47], which states that the
~ aspect ratio (the ratio of largest edge of one element to the smallest one) of
the triangle should be kept as small as poss1ble The eﬂects of elemental shape
- on:the accuracy of global- and local results, especially torque calculatlon, will
" be d1scussed in more detail in the next chapter, but for now we will contmue
w1th other aspects of mesh generatlon : ’

Symmetry of the mesh along lines of symmetry of the device is also’
~'1mportant as an asymmetric mesh, - if not sufficiently fine, can- result in
_unrealistic asymmetry in the FE field solution. For example, the lines of
- symmetry of an ‘electrical machine are the tooth centerlmes (hnes of odd
- symmetry), and slot centerhnes(lmes of even symmetry). ' e

The mesh generator. developed for this study is based on’ a modular '
-method in which the entlre region of the stator and the rotor is d1v1ded into -
' basic. subregions about selected lines of symmetry. Once a proper ‘mesh for a
basic subregion is devised, it can then be transformed to cover the entlre Cross.
“sectxon of the stator or the rotor. Usmg such a ‘modular mesh 'generation
approach reduces the effort of meshing to a smaller subregion by explmtmg
. the symmetry of the device; moreover, the resultant mesh for the entxre reglon.
automatrcally is symmetrlc v
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An lmportant aspect of mesh generation for machines with’ movmg parts
is that the mesh movement, as the rotor rotates, relative to the stator be
‘accomplished efficiently. To facilitate the relative motion, the entire region is
divided into three subregions: rotated, dlstorted and’ static as shown in Fig.
2.4. The subregion of the mesh that rotates comsists of elements inside the
rotor and a cyhndrlca,l envelope; nodes in this subregion of the mesh rotate
‘ together with a common angle A6, but the mesh. conﬁguratlons remain
unchanged. The subreglon that is static begins from the mid airgap layer; it
contains all of the stator up to some outer boundary. Tle distorted subreglon
- consists of the remaining portion of the mesh that is sandwiched between the
mid-airgap layer and rotor surface; the finite elements in this subregion will '
become distorted as the rotor moves, and will need special treatment in order
to maintain mesh integrity for satisfying the prev1ously mentloned ﬁndmgs
. governing the shape of the elements -

. To preserve the mesh 1ntegr1ty durmg rotation, a new indexing scheme is
used in which one node on the mid-airgap layer (the node with §'=0) is
chosen as the reference node. After each movement of the rotor, the closest
node of the rotor surface to reference node is identified and indexed as number
1. The other nodes on the rotor surface are indexed relative to this node. In
- this way, the nodes on rotor surface and mid airgap layer are grouped in pairs.
Adjacent pairs of nodes are then examined on the basis of the Delaunay

o criterion [62] as to whether the sides of the triangular elements ought to be -

redefined to achieve better angle con"ditions. The Delaunay criterion simply
states that for two adjacent triangles, ABC and BCD in Figure 2.5, to be of
satisfactory shape, the circumcircle of ABC should not contain D. This is
equivalent to keeping all included angles less than 90° for each triangle. If the
rotor movement causes D to enter the circumcircle of ABC, then an ‘
~ interchange of edge BC with AD will result in new satisfactory elements.
Figures 2.6 to 2.8 show the mesh generated for an SRM using th_e. above

" mentioned procedures. The iron mesh at aligned and 10° position of the rotor
B are shown in Figs. 2.6 and 2.7 respectively. Figure 2.8 shows the air mesh in
7 ‘which the outer boundary is chosen outside the stator iron boundary.
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Figure 2.5. ‘Delaunay criterion - o
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Figure 2.6. Iron mesh at aligned-position




Figure 2.7.

Iron mesh at 10° position™
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2.2.2 Material Representation » k
- The task of representlng the iron magnetic properties is compllcated by .
such phenomena as hysteresrs, anisotropy, and a wide range of changes in the

slope of the magnetization curve. However, in most of the studies, the effect
“of hysteresis and anisotropy are ignored, and the econcave region near the

& ‘origin is not modeled. With the above assumptions B-H curve is a single-

valued continueus, and monotomc curve. The nonlinear magnetization
‘characterlstlc of iron should be represented in" a form suitable for computer
srmulatlon and it should be an accurate representation because its accuracy
dlrectly affects the accuracy of the solution, especially in problems 1nvolv1ng
hlghly saturated conditions. e

As indicated in (2.56) the value of ( ) or the slope of I/(B ) curve, is

‘requlred to. update the Jacobian matrlx in the N-R iteration; therefore, ‘the
- magnetization curve is modeled to represent reluct1vrty as a function of the
square of the ﬂux density. The data for fully processed, M-19, magnetlc steel
given in Table E.3 are obtained from the US Steel Handbook The
correspondmg B-H curve is shown i in Fi ig. 2.9. In thls study a cubic spline
interpolation technique is used on the magnetization curve data at uniform
istored intervals of flux density of 0.05 Telsa. In the region of high saturation
(B> 2.1) the curve is assumed to be hnear with a slope of v = 1/0 (reluct1v1ty
of the a1r) : ‘

2 2.3 Da.ta, Ma.mpula.tlon

The ﬁrst step of the solution procedure is to derive the element equatlons,
and for the elements in the-iron regions the linearized element equations. The
derivation of an elemental equation has been described earlier in this chapter
and. the derivation of the element’s Jacobian matrix of (2.56) is discussed in
Appendlx C.

The second step in the solution procedure is to assemble the global

matrix J in (2.57). The size of matrix J is nxn, where n is the total nuraber of
nodes in the entire FE domain. As each node of the FE mesh is connected to

. only a few neighboring nodes, both S and J are very sparse, with the

percentage of non-zero usually less than one. Because of the large number of

nodes involved in most practical problems, sparsity storage and mampulatlon ‘
technlques are necessary for reasonable computational efficiency. Since the
element matrices are symmetric, the global matrix J is also symmetric; storage
and computatlon time can be reduced further using spar31ty technlques for
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~symmetr1c matrices. A ‘row pointer- ‘column index" techmque is used in this
study for the storage and manipulation of the global matrix whlch bemg'
: symmetnc, requires storing of the upper rxght hand elements

2.24 Boundary Condition Implementa.tlon

-Maxwell equations describe the magnetic and electrlc field in a medlum

‘vand implicitly prescribe their behavior near material interfaces. For practlcal

. burposes, the region of interest has to be ¢orifined to the local space, for which
’ approprlate boundary conditions have to be specified.

In electromagnetlc problems, flux lines are the lines of constant A. Since
the flix lines are often conveniently used to give a pictorial view of the field
distribution, a closer examination of their relation to potential is necessary.
s The express1on for the flux through a surface S is glven by Gauss. law as

$= jB Tda o (259)

Replacmg B by VXA and using Stokes theorem, (2. 59) becomes | _ _
L ¢=$rA-dl : | (260),

| Where T is the boundary of the surface S. For two-dimensional field problems
) Where A has only the axial component (2.60) simplifies to ' '

= Z(AR"AL) | | | o 4_'} | (2 61)

where. Z is the axial length of machlne, and Ag and Aj are the vector
potential values on the right and ‘left hand side of the contour I~ Now
* suppose that the contour is chosen so that Ag = Ay ; then the contour T'in
(%) domain represent a flux line and flux through this contour is zero. With
no flux crossing the flux line, adjacent flux lines traced out by following the
contour with constant A at two different values contain a certain amount of ‘
. flux. Thus, the grating den51ty of flux lines in a plot generated with a fixed
~ increment of A indicates the crowding or spreading out of a certain quantlty -
‘ of flux, indirectly showing the flux density distribution. ' SRR :

- The flux lines run parallel to a line of odd symmetry, where A s equal in

- value and opposite in sign on both sides of this line, and along it has 2 fixed

value. For convenience, this value may be taken as zero (A =0 along the hne
of odd’ symmetry) Thus, the line of odd symmetry satisfies the Dmchlet
‘ homogeneous condition. :
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On the other hand, along the line of even symmetry‘the -ﬁ,ux_‘lines are
‘orthogonal to the line, that is the homogeneous Neumann condition'holds,
—_— =0 ' L - 2.62

" “In a finite element solution, these kinds of bou‘ndary conditions are called

patural boundary conditions. They are being 1mposed by the solutlon,

:procedure without explicit speclﬁcatron

" In rotating machines, the actual exterlor surface of stator iron yoke ora

remote imaginary cylindrical envelope can be chosen as the outer boundary
Since the flux lines tend to remain within the iron yoke, it can be assumed ‘
that little or no flux line leaves the exterior boundary of stator. iron, the
exterior boundary can be assumed to have constant vector potential, which for
- convenience ‘is often arbitrarily set at zero. Hence, the outer surface of the
'stator ca’n be represented as a homogeneous Dirichlet‘b_ounda'ry with A =0.

“2 2 5 Solutlon of Global Equatlons |

. There has been a lot written on the solution technlques for handllng large
. ‘set of equations like that given by (2.57) [58]. The methods can be categorized
'as direct or indirect. In direct methods, the set of equatlons are solved by
matrlx manipulation based on Gauss elimination and LU decomposition.
- Indirect  methods involve an iterative process which beglns with - an initial ‘,
guess refining the estimated solutlon along a gradlent path until 1t converges
~ In’ this study, a direct method using LU decompos1tlon, and an indirect
s Ymethod using conjugate gradient method are apphed ﬁndlng that the direct
method is faster and more rehable ‘

. 2 2 6 COnvergence Criteria ‘

‘ When using the N-R iterative method, a convergence cnterlon for -
) _stoppxng the iterative process is required. As error norms can: be used to -
© ascertain that the solution has reached some acceptable accuracy, various
‘error norms ‘are used for thls purpose In this- study three different error
norms are used. The ﬁrst error norm is on the vector potentlal at the nodes,
‘ glven by
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where k is the number of iteration and €, is an admlss1ble tolerance, which is
set at 0.01 in our study. The second error norm is on the. total magnetic °
‘energy stored in the field
WEH _wk |
Wk

Where the error tolerance, €y, has been taken as 0.01 too.

< ew o (264

. The third error norm used is on the maximum change in the reluct1v1ty
of the iron elements, expressed as : ‘

Max [t k|

v <6 e
In this study, ¢, was taken to be 01 With the SR machine, it is observed
that most of the time the order in which the convergence is obtained is the

“order that they are presented here; that is, the most severe criterion, espec1al]y
lln problems with highly saturated condltlons, is the one- concerned WIth the
convergence of reluctivity in iron elements IR ‘

2.3 R'esults and Discussion

Plots of flux lines or equipotential contours can be obtained directly from
field solution and can provide valuable information about both the overall
accuracy of the data provided by discretization and the saturation level in
various parts of the device. Here we present ﬁux distribution plots of SRM at
dlﬂerent rotor angles.

~ Figure 2.10 shows the flux pattern at the ahgned posmon of the stator
and the rotor poles. The symmetry and smooth curving of flux lines indicate -
the sufficient modeling of the field provided by discretization procedure. Also,
bulk saturation of stator poles is noticeable. Figures 2.11 and 2. 12 show the
ﬂux ‘pattern at 10 and 20 degree of rotor rotation respectively. ‘The ]ocal
saturation at the opposite pole corners and sharply-curved fringing flux lines

are noticeable in these figures. Also, small leakages of flux to other poles or '

stator yoke can be seen here. Finally, the flux pattern at 30 degree rotatwn
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which corresponds to the unaligned position is shown in Fig. 2.13. Symmetry
of flux lines is noticeable in this figure.
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: CHAPTER 3 e
METHODS AND ACCURACY OF TORQUE CALCULATION

‘ Pred1ct1ng the torque of a switched reluctance machine from 1ts ﬁnlte
element field solution is not a stralghtforward procedure, mainly because the
doubly salient iron structure is hlghly saturated and the airgap is narrow, and
also- vbecause the accuracy required for getting a reasonable predlctlon of
torque is more stringent than that for a qualitative idea of flux dlstrlbutlon
Nevertheless, an accurate knowledgé of the torque forms an essentlal part of
reahstlc modellng that will ‘be needed to obtain eﬂic1ent de51gn of the SRM

The mathemat1ca1 theory- behmd the common methods of calculatmg
‘ torque based on a FE field solution are well establlshed [71- 77] The common
methods -for torque calculation - based " on FE field solutlon are: “the global

virtial work. method; the Maxwell stress-tensor method the Coulomb virtual

~work method on which the local virtual work method in this study is based
,"and the Lorentz force formula. Since the Lorentz force formula is limited to -
) force calculatlon on current-carrymg conductors, it will not be con51dered 1n
- th1s study ' x '

‘Most of the dlfﬁcultles in calculating the torque of a sw1tched reluctance .
machme have to.do with the high field gradient in the very narrow airgap
near the edges of the excited poles. When the torque is to be calculated by
integrating around the airgap, the path ccrosses pockets of high- ﬁeld gradlent B
where most of the torque is developed, but unfortunately it is in these pockets
that the accuracy of the derived field components computed from the local
potentlal distribution is the poorest.

In this chapter, first the basis and formulation of three methods of torque
. _,calculatlon, the global virtual work, the Maxwell-stress. tensor, and the local

8 virtual work method are reviewed. This is followed by a discussion on the

”sources of error in finite element field solution pertaining to requirernents for

- .calculatlng the torque. The previous works on improving the accuracy in the -

torque calculation are reviewed. Finally, we present our ﬁndlngs that a mesh
- of umform, proper shaped and sized elements in the critical region can
: 51gn1ﬁcantly 1mprove the accuracy of the computed flux density components‘ :
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and torque. Furthermore, the computed torque/angle characteris’,ti'c' will be
smooth and accurate when the proper mesh model is preserved as the rotor is
‘rotated. The computed torque/angle characteristics of test motor from all
~three different methods using the proposed guidelines in -mesh are then

checked against the measured torque/ angle characteristics. -

: 3 1. Globa.l Vlrtua.l Work Method

v The method of virtual work is widely used in applied mechanlcs, it makes
use of the fact that the change in the energy of a rotary mechanical system is
equal to the product of the torque and incremental displacement, that is

T=— | (3.1)

“The method of virtual work relies on the fact that torque does mot change
- significantly during small motions: and, therefore, is valid for small
displacements only. Thus, to evaluate the torque exerted on a rotor body at a
position, 6, the field energies for constant flux linkage or, equivalently, the
coenergies for constant excitation current, at rotor positions 6 and 64+ A8 are
evaluated; the torque then is given by S
W =W, |
»TV—- —xF (3.2)
- Torque calculation using virtual work method requires two field solutions
of the machine at  slightly dlﬁ'erent rotor positions, thus, it has the -
dlsadvantage of being prone to errors from the numerical dlfferentlatlon In
cases where the difference in energy is very small for small displacements,
substantial truncation errors in the subtraction may arise. Such errors can be
‘reduced if the precision in the calculation and the representation of field
‘energies can be improved. The accuracy of calculated energy is, in turn,
dependent on the mesh configuration and the representation of non]mear
material (magnetization curve ).

- Proper discretization of the domain and realistic representatwn of the
‘magnetlc material , especially around and in regions of high energy den81ty,
can improve the aceuracy of torque obtained from global virtual work method.
‘Furthermore, if Wl and W3 are computed using similar finite element meshes,
errors-in Wl and W2 are likely to be similar and coenergy difference is more
- accurate. Further improvements in the smocothness of the torque/angle
characterlstlc can be obtained when the coenergy is evaluated at uniformly
spaced rotor pos1tlons, a.nd when curve ﬁttmg techmques are apphed to enable
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the dlﬁ'erentlatlon in (5.2) to be performed analytlcally, the latter approach _ |
can only increase the smoothness of the torque/angle characterlstlc, but does -
not affect the accuracy of the calculated torque. ' e

,_3 2. Ma.xwell-Stress Tensor Method

-The Maxwell-stress tensor method is based on the expression for force
dens1ty, f, which in an electromagnetlc system con51st1ng of bodies of iron and
current carrymg conductors is given by ' I

| f=JxB : _f.w&
.where J is the current density and B is the flux density. Equatlon (3 3)
" represents only the magnetic portlon of the Lorentz force formula. The force _
density, f, is a vector quantity with components in different directions. of .
coordinate system, and has the dimension of force per unit volume. Thus, the

- resultant force on a body of iron in each of the directions can be calculated by _
-the volume integration of f over that body in that partlcular d1rect10n

Using Maxwell equation (2.2) to subst1tute for J, equation (3. 3) becomes o
' f—-u(VxB)xB B 6 4)}_,},

where v is the reluctivity of the medium. In the xyz-coordlnates, the S
: express1on for x-component of force density is given as ‘

¢ _' B, OB, B, OBy _B 0B, B oB, 3
o BB + y Pm Thm) (9
Using - o ' o : -
| 'Bi-gf;—é\x—(Bi) | o (36)
in (3.5), after some ‘manipulations, (3;5) can be rewri‘tten as - 7
o=y S GB-BIBY + 2 (B.B,) + S(B:B) ~B, VB (31)

| £
Since V+:B=0, the last term in (3 7) vanrshes, then (3. 7) can .be ertten :
‘ compactly as 4 o , - .

Cf=vem, f-t'-_‘_'-‘(g';s),

where.
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. _
E(Bi—Bg—Bgl : .
Ty =v B,B, ‘ . (3.9)
B,B, '

‘ ,The total force in the x-direction is given by the volume 1ntegral of f over

- the entire body, that is

x — f fxdvv= f (V . Tx)dv e . .‘_(3‘.10)

- Using the divergence theorem, (3.10) can be reduced to a surface 1ntegral

| x——ff;Tx nds | (311)
where n is the outward normal to the surface S.. Likewise, t_,he ‘other
components of force in y and z direction can be obtained using the. same

- method. Gathering the x, y, and z. components of force together, the force
density in all directions is given by ‘

, Where
3?(33—3;2;—33) BxBy ByB,
| Te| | : | R
T=|Ty|=v| BB, -;—(Bg—Bﬁ—BE) B,B, _,.(3.13)'
|z, o T 2 B
- BBy B,By (BZ—BZ—By)

' Tensor T is known as the Maxwell magnetic stress tensor. Its elements have
the dimension of force per unit area, hence they are also referred to as surface
stresses. A Maxwell electric stress tensor with the same structure and w1th B

replaced by E and v by % can be deﬁned for calculatmg the force in an

electrostatic fields. The total force acting on a rigid body can be caleulated by
~ mtegratmg the components over a boundary surface enclosmg the whole body.

" In two-dimensional problems Where there is no z—component T reduces to
: a 2 X 2 tensor
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1 :
?(B?(_Bg) BxBy

T=v ' B S (3.14)
B,B, —(B2-BI)| -
X 2 Y X
For rotary machines, polar coordinates are better suited to the geometry of

the machine, in which "case the radlal component Ty, and the tangentlal
’component Ty, are as follows

‘ T ‘="§' V(B?_Bg)
'Tg—uBBg (315).

Tr is a ) tensile stress, which tr1es to reduce the length of airgap by attractlng
. rotor and stator poles together, and 7y is the tangential stress which tries to
o reduce the airgap separation by increasing the pole overlap area (see Fig. 3. 1).
When the poles are exactly opposite and the airgap uniform, mtegratlon of 7,
~and 74 over a cyhndncal surface enclosmg the whole rotor is zero. Moreover,
~ since 7; is directed along the center, n6 torque is produced by this component,
~all the torque is produced by the tangential component of stress The. torque
surface dens1ty developed by tangentlal stress is glven by

t—'I‘XTo——IJI‘BBg_ (316)'

4where t has d1mens1on of torque per unit area. When usmg two-dimensional

" .FE model a convenient contour of integration is a cyhndrlcal surface inside

the airgap enclosing the whole of the rotor(see Fig. 3.2); in which case the .
_ total torque developed is given by »

T-—UOZRSGBBng‘ )

where Zis the stack length of the motor and R is 5 the radius of the cyhndrlcal
surface. Using the discrete solution of the field from the FE method, the
integral equatlon of (3 17) is usually approx1mated by the summation

T =1, ZR? 3 BBy 66, | o (3.18)
. ; v =1 4 .
here m is the total number of segments on the clrcular contour I’ and the
summation is over the cylindrical surface generated by I (see Fig. 3.3).

Equatlon (3.18) shows that torque calculation using the Maxwell- stress
tensor method depends on the calculated radial and tangential components of
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Figure 3.1. ~ Surface stress components
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Figure 3.3.  Surface of integration for Maxwell-stress tensor method
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the ﬂux dens1ty on I' inside the airgap. This kind of calculatlon Whlch relles on
the local information derived from a FE solution is referred to. as - local
calculation. Local calculations are usually more prone to errors than” global
calculations, since the FE solution is obtained by a Welghted- : 1ntegra1.
-minimization of energy. The types of error in FE- based calculatlons Wlll be
B 'dlscussed in detail later in this chapter ‘

3.3, Loca.l Vlrtua.l Work Method

. The local v1rtual work method referred to in thls study is an adaptatlon'
of the Coulomb virtual work method or the local Jacobian denvatrve method.
It is also based on the virtual work principle, it differs from the global virtual
work method only in the 1mplementatlon The electromagnetlc coenergy -
‘ densrty is glven by o ‘ : '

I

W=

BaH . (319)

‘e'-,m-i

'Integratlng w over the whole volume glves the total electromagnetlc coenergy
in the system. Using a FE. solutlon, ‘the electromagnetic- coenergy can be
obtained by summing up the coenergy in all elemental volumes defined by the. -
trlangular element along the machine axis. '

W= EW o __»7,‘,(3.20,)"’

Where the summatlon is over all the elements of FE mesh and We is the

- coenergy of the et element which is given by -

W;'=»f"BedHe'-_ve I C 22)

'V, is the volume of each element along the stack length of motor and can be l
obtamed from o

= ZAe T o (3.22)
Where Z is the stack length of the motor and A, is the area of et element. .

_Usmg (3 22), (3 20) can be written as

—zZAedeH o (32)
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In. the local v1rtual work method the torque contrrbutmn from. an
element is calculated analytically using : A

T, = (328)

08
Then,v adding torque contribution of -all elements gives the total torque.
:developed on the rotor. The advantage of this method over the gloibal:virtual
work method in calculating the elemental torque contribution afalytically is
. that the analytlcal differentiation 1ntroduces fewer errors than the numerrcal

dlﬁerentlatlon

- To calculate the torque contrlbutlon of each element, it is necessary to
“derive an expression for Te. In this study, a new formulation for evaluating T, -
'is derived that significantly reduces the computational time as compared to-
- that taken by direct 1mplementatlon of the original formulation . by Coulomb
1 | A
' As the area of each element and flux densrty inside each element are
functlons of element nodal coordinates, the substltutlon of (3.21) 1nto (3. 24)
- yields -
. 5 & |
T, =12 50 '{ B.dH, A,

=1 e(%deH +ZdeH 83‘2" (325
Durmg rotation of the rotor, the mesh consists of three regions: rotated statlc,_
“and distorted (see Fig.2.4). The resultant torque contributions from the static
:and rotated elements are zero, but the resultant torque contrlbutlon from the
dlstorted elements in the airgap annulus between rotor surface layer and mid-
- airgap layer is non-zero. In fact, the change of energy in the distorted element
~ ‘surrounding the rotor body represents the change in energy flow frorii rotor to

, stator or vice versa, -and with the iron losses neglected this enérgy “flow

‘ converts to mechanical energy.. Therefore, Te is only non-zero for distorted
elements, which are all located in the airgap region. The elements be1ng in the

air, H = 1B, (3 25) becomes : :
S 882 1., 04

A,
Te f”°z I 2t 28 !

- (3.26)
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‘ 2 »
‘ Expressioms for ——— and ——— can be conveniently obtained when A,

90 T a0
and B are expressed in polar coordinates. 7
- As shown in Fig. 3.4, the elements in the distorted region have either one
node or two nodes on the moving surface; however, the radial coordinates of .
the nodes do not change by rotation of the rotor. To derive an expression for

0,
the ——— T term in (3.26), the area of the e"h element, A, is first expressed in

term of its nodal coordinates, that is ,
Ay = %[rmrh sin(fy =0 ) + ryre sin(Bgéﬁn) + rg'rm’.sin(ﬁm—ﬁg)] (3.27)

If one of the nodes of the triangle fmn, say node ¢, is perturbed by an angle .
66, the change in area with respect to the perturbation is given by partial
- derivative,

ﬁ = r,Te cos(0,—0,) . (3.28)
30, ‘

For those elements with two nodes on the moving surface, the change in the
area can be calculated by the addition of change caused by movement of the‘
second node. It can be shown that ’

o, oA,

Omn e , (3-29)
where subscrlpt mn 1nd1cates that nodes m and n are perturbed and that
8, |
=0 ' 3.30
a9€mn . . ( )

(3.30) shows that there is no change in area of an element where all its nodes

are moved by an angle 8.
‘ 2

..The term, 5 ; , can be.caﬂlculated as follows: BZ can be written in terms
of itspolarCOm‘ponents,'that is" : S
e | .~ B=BL4BYL (331
Dlﬁerentlatlng with respect to 6, ylelds —
e _aB, B 4 p ) ) =2 B, = ‘(3.,32')
39i - T 06, ¢ 6‘9 e; 86’

-"The algebralc manlpulatlons involved in getting the expressxons for the right
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B hand side of (3 32) and is descrlbed in Appendlx D; the resu]tmg expressmn is
l OB, — Ty (A —A, )
80, (2A.e)2

Lo ra(Aa—Acsn(ba—te)

Bg 3Ae :.

+ralAe—Aalin(6,—80)] — 2= = O

‘ Agaln, lt can‘be shown that - ‘ R
o OB, _'l”aBe' 4 B '33'4'
e Oy o, B3

- and that. -

aBe 0 o - (3 35)
o Bomn S
_‘ Thus, ‘with, the help of express1on like those given in (3 26) the tordue
o contrlbutlon from the e element in the distorted region can be calculated;
.. then summlng the torque contrlbutlon from all the elements in the dlstorted i
.y reglon y1elds the total torque developed on the rotor. - Lo

The expression in (3.26) shows that torque calculatlon using the local

. v1rtual work  method also depends on the locally calculated flux dens1ty’

components; thus it will be subJected to errors in these components as in the ~

: : case of the Maxwell-stress tensor method.

'3 4. Accura.cy ConSIdera.tlon '

» ‘In general calculatlons based on. a ﬁnlte element solutlon of the partlal‘ ‘
»dlﬁ"erentxal equatlons are subJect to. several sources of error, the major ones

s .bemg

e Numerical errors

e " Modeling errors

- ~-e_ Approximation errors

- o Discretization errors
'Numerlcal errors such as round-oﬂ' and truncation errors have to do with

the machme precision and numerlcal methods used . Jin computatlonal
: »procedures, and have not been found to be of great 1mportance,v1f higher
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precision and methods with higher order truncation are used for the solution.

Modeling errors come from the assumptions made in approximating the
real system with a mathematical model that can be handled efficiently. One
example of such assumptions in modeling of an SRM is the approximation of
the complicated geometry of a three-dimensional device by a two-dimensional
discrete model. Another such assumption is the modeling of the nonlinear
material as being monotonic, single-valued, isotropic, and homogeneous. The
ﬁiédeliﬁg errors can, of course, be reduced by such refinements as thiee-
dimensional FE model and representation of nonlinear material in forms
which account for anisotropy and hysteresis phenomena, but the accuracy
improvement may not justify the extra efforts required by the computatlon
and modellng

Approx1matxon errors have to do with insufficient approximation of the
field behavior by the choice of basis (or shape) functions. The choice of shape
functions is often based on the fact that they should at least satisfy the
continuity of the main variable at the boundaries of the elements. However,
‘the choice of the shape function . based on the minimum continuity
requirement may result in two sources of error: First, if the calculation
requires the derivatives of main variable, then the final result may be
inaccurate due to the discontinuity of the derivatives not allowed for in the
choice of basis functions. Secondly, certain boundary conditions at the element
mterfaces may be violated because of discontinuity in field derlvatlves ‘

First order triangular elements with linear shape functions w1ll be
sufficient for the continuity of magnetic vector potential (the main variable) in
~ a two-dimensional finite element model, but at least flux density components,
iwh‘ich are spatial derivatives of vector potential, may be discontinuous at the
boundary between the elements. Thus, not. all boundary conditions mentioned
in .section 2.1 will be enforced properly (see Fig. 3.3). For example, a
formulation based on the vector potential only guarantees the continuity of
the normal component of field density, By, at the borders of elements, whereas
a formulation based on the scalar potential, ¢ (where H = —V¢), enforces the
contmu;ty of the tangential component of the field intensity, H;, at borders of
elements in a current-free region. Also, since the solution procedure as
outlined in Chapter 2 involves the calculation of flux density for elements in
iron to update the elemental reluctivity at each iteration, the accﬁfaéjf of final
solution which depends on the accuracy and continuity of computed flux
densmes may be at risk.
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Figure 3.5. ' Boundary conditions at element interfaces
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The approximation errors of the field solution can be ieduced if higher
order shape functions are chosen. However, the choice of higher order shape
~ functions if applied over the whole domain will require more storage and
computation time. For the problem that has only small regions in which the
field variation is high, a hybrid method in which higher order shape functions
- are selectively used for critical regions may be advantageous.

Discretization errors have to do with mesh size and configuration in
different regions of the domain. The guidelines for the shape, size, symmetry,
and uniformity of the mesh already have been discussed in detail and can be
summarized as follows: the triangle elements should not have angles near
180°, should be as close to equilateral proportions as possible; the size of
elements should be small where the field gradient is high and large where the
- changes are small; the symmetry of the field solution should be preserved by
symmetry of the mesh; and finally, the grading of the mesh from large
elements to small ones should be uniform.

Since the field solution is - usually obtained from a dlrect “global
extremization of energy, which only requires that the potential distribution
over the whole region yields a minimum difference between input and
magnetic field energy, the accuracy of the local potential distribution from =
finite element field solution is not guaranteed; therefore, secondary resuits
obtained from processing the local potential distribution, such as the fux
density and torque, are subject to the same uncertainties.

Once a decision is made about the choice of shape functions, further
improvement in accuracy of solution can still be obtained by proper modeling
of the mesh. Proper mesh modeling requires a preliminary knowledge of the
field distribution :patterns based on past experience or previous FE solution.
~ With some ideas, the mesh in different regions can be refined or rearranged %o
enhance the accuracy of the solution. For exaraple, sharp curving of the fiux
lines indicating large nonlinearity of the field, should be modeled by elements:
- capable of portraying the field variations in both directions. Since the
curvature of flux lines depends on the changes in the flux density components,
the rate of change of flux density components is perhaps the best measure for
selecting a proper mesh model.  For exa,mple,» in regions where the rate of
change of the flux density components is high, the mesh size should be kept
small.’ Also, if field gradient is high in one direction, the size of element edges
in that direction should be small, subject to the angle conditions mentioned in
Chapter 2. The shape and uniformity of the elements in critical regions can
have profound effects on the accuracy of calculation of field components;
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) properly chosen, these features can enhance the continuity of the ﬂux density
‘components between adJacent elements. We have found that a srgmﬁcant
improvement in accuracy of flux density components in an SRM can be
_obtained with a reasonably fine, but not overly fine, mesh in the airgap simply
by selecting properly shaped and. uniform triangular elements Such
improvements in accuracy of the computed flux dens1ty components are
reflected in the results of global solutlon and also those that rely on local
calculations such as the torque. As a result insufficiency in the choice of shape -
_“_ffunctlons may be somewhat compensated by careful dlscretlzatlon of the”

domaln ' ' '

' .3 57 P'revious‘ Work on Torque Calculation
" Since the Maxwell-stress tensor and the local virtual Work methods rely
“on the locally calculated flux dens1ty components, they are consequently more ‘

. _sens1t1ve to errors in the locally calculated flux density components, when the .

~ ‘errors in the flux density components are large, these methods often. exhlblt .
' d1screpanc1es, sometlmes even 1ncons1stenc1es

- There have been a number of recent papers on techniques to i 1mprove the

»_accuracy of the force or the torque computed from a FE field solutlon [84 -88]. "
In [84], the authors proposed a so-called dual energy method in whlch they -
' estabhshed the lower and upper bounds on the energy of system, clalmlng that

’ the average of the forces computed- at these two bounds Would prov1de a more, .

. accurate value of the force.

‘In [85], the authors 1nvest1gated the. effects of mesh reﬁnement and' ‘
vd1stance of the remote boundary on the force caleulation. Using a two—w1re'
- line- example, they showed that the local distribution of the flux. densrty could

fStlll be not smooth, even after convergence, based on'a global measure, has
| ‘been attained. They concluded that the convergence of the force calculated

by the Maxwell-stress tensor method lagged behind ‘that of the potentlal
dlstrlbutlon : : :

) In [86], the authors compared the torque calculated from the global '
-'v1rtual work method with that from the Maxwell stress-tensor method They

:-ﬂsuggested using a very fine mesh in- ‘the pole overlap reglon to 1mprove the -
accuracy of the torque calculated by the Maxwell stress method, '

. Reference [87] proposed two methods to reduce  the mlsmatch
- boundary conditions between adjacent elements: that of extrapolatmg the ﬂux
o dens1ty from the values at Gauss pomts inside each element and that of usmg '
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non-conforming elements to enforce the continuity conditions on the flux
- density components. Although the authors could not conﬁrm' the
improvement from the use of non-conforming elements, they asserted that
'fulﬁlllng the boundary conditions across the edges of elements could reduce
the inaccuracies in the calculated torque.

In [88], the authors examined the accuracy and consistency of the global

virtual work method, the Maxwell stress-tensor method and the local virtual |

work method. They introduced an error measure, which is based on the
Maxwell stress-tensor formulation, to select the contour of integration, and
B demonstrated its usefulness on a test system consisting of an iron bar placed

: Wlthln two current—carrymg conductors ‘

3 6. Torque Calculation for the SRM

In the case of the SRM, most of the errors in the computed torque from
) the Maxwell stress-tensor and the local virtual work method are caused by
errors in the calculation of the radial and tangential components of the flux
densxty in the critical region of overlapped poles in the airgap. In polar,
coordlnates, the flux density components are given by

To see the significance that accurate prediction of flux density components has
on the torque calculation, let’s examine the magnified view of flux lines in the
overlap region -at different rotor angles shown in Figs. 3.6 through 3.9. The
sharply curved fringing flux lines in the nexghborhood of locally saturated iron
are clear in these figures. The accuracy of the field solution is affected by
‘inaccurate modeling or representation of the sharply curved flux lines, and by
difficult’ convergence conditions caused by large changes in reluctivity of
highly saturated elements in iron from iteration to iteration. The profile of
vector potential in the ‘b-direction as shown in Fig. 3.10, mdlcates that the
vector potential remains relatively constant at the maximum and minimum
level, but changes sharply under the overlap region. The profiles of radial and
tangential components of flux density are shown in Figs. 3.11 through 3.14.
The profiles of B, given in these figures are consistent with the proﬁle of A
~ shown in Fig. 3.10. The profiles of the tangential component can also be
' veriﬁed by a close examination of flux, lines at the pole tips. The tangential
component of flux densxty is non-zero only at the opposite corners of the
OVerlap region, but zero everywhere else. Both B, and Bg have sharp changes
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Figure 3.6. - Flux lines near pole t,i.p“s at 6
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at the corners of the opposite poles. Based on the above obsell_‘v’atl?on‘-,;,_nn:' '
- accurate modeling of the field at these corners will improve the accuracy of FE -

solution and, more importantly, will improve significantly the accuracy of the

~ local caleulations in these critical reglons where the field is nntense a,nd the
torque contribution is highest. ' :

» When using the Maxwell stfessntensor method or the loeal turtual Worlc )
. method to compute the torque of the SRM, the integration contour mvamably_

| 'has to pass through pockets of high field gradient at the corners of the pole '

t1p59 where most of the torque is being developed. The very na,rrow axrga.p of
,the SRM. does not allow much room for one to pick an 1ntegratlon contour -
' away from the iron sur:l:’a,ees9 as recommended by some workers [88].

- The Maxwell tensor method formulation as given by (3.18) is the 1ntegx'al '

- of the product of flux density components around a mid-airgap layer This

- product is almost zero everywhere on such a contour except at the pole
- corners where the tangential component of ﬁux den31ty is non-zero, as shown .
in Flgs 3.15 through 3.18. . o '

The local virtual work formulatzon 1s based on the change of energy 1n ,
o the elements within a circular annulus of the alrgap to a small dlsplacement in

~ rotor- posatlon The change of elemental energy is mainly related to change in-
Hux density components. The stored energy in the elements of overlap reglonf
is'small, because there is no sizable change in the magnitude of fux density in

o »th:s region, and the energy stored in the airgap elements away from the poles -

of. excited phase is almost zero; ‘therefore, the major contribution in calculated -

5 torque using local virtual work also comes from the elements near ‘the pole :

" ‘corners where the change in the ﬁux density and the stored energy are the- '
‘hxghest ’ : G

One of the ways to improve the accuracy of the computed torque from\,r ER

these two methods is to reﬁne the finite element mesh covering the high field
i gradlent regions at the pole corners. Yet, to keep the eomputatnonal effort to'
‘2 reasonable level, the mesh in the airgap should not be too ﬁne Also, s1mply_-
adding more layers with no correspondlng increase in the ‘number of '
~ circumferential elements will result in ‘more elongated trxangular elements '

Whlch are not desirable. - - '

- The following S1mp11ﬁed analys:s, together mth the results presented
later, will show that indiscriminate addztxon of elongated elements with large
~aspect ratio in critical areas is ineflective and counterproductive, because it
: ylelds erroneous values for the flux denS1ty components From (IV 7), the'
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‘expression of the tangential component of the flux density is

By = ﬂ— [Al(rm sin(f, —9) + ry sin(f — 6,))

+ An(ra :sin(en —6) +r, sin(0 ~6) |
+A (r sm(@l 6) + rny s1n(9 6 ))] R ; (3 37)

where l, m, and n are the nodal points, and 4 is the angular coordmate of the

centroid of the element. For clrcumferentla]ly elongated elements with high

aspect ratio on the anntlus, as shown in Fig.3. 19(a) (3:37) can be
approx1mated by » i
'(Am —"Al )

By = (3. 38)'

where §r is the radial thickness of the annulus Equation (3.38) shows that the '
By of such elongated element is mostly dependent on the dlﬁerence of
potentials at the two nodes which are close together and not on that of the
remote node. When the nodes 1 and m are very close together in the same
radial direction, the value of A, could be very close to that of A,. Moreover,,

the values of By in the two adjacent elongated triangular elements sharing the

short edge Im will be almost equal, indicating that the subdivision of the short -
edges like Im has brought no significant benefit - as if the functlonal spaces of

the two adjacent triangular elements, Imn and Imo, have degenerated into one

representable by a single large trlangular element Ino. Furthermore, where

the variation of potentials from node to node is large, the discontinuity in B,
between adjacent elements sharing a long edge will be large too. The above

illustration expands on what has been mentioned earlier, that of the error in -

By being an inverse function of the smallest angle in element.

In comparison to the elements of Flg 3.19(a), those of Fig. 3.19(b) have a
lower aspect ratio and a more uniform distribution of the nodal points; both'

improvements achieved without the added expense of a finer resolution mesh.
Another aspect of the improvement becomes evident when the previous
~expression in (3.38) for By is compared with the following . for the new
“elements shown in Fig. 3.7(b) ' : :
(2 Ap — A —A))
_ 2 dr

If-(3.38) and (3.39) are compared with standard expression for forward and

By =

| (3.39)
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cad (b>

Figure 3.19. Mesh types (a) Elements with large aspect ratio (b) Elements
with low aspect ratio
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- central difference methods of numerical differentiation, the advantage of (3. 39):_
over (3.38) can be appreclated Thus, the uniform mesh of Fig. 3.19(b) not.
only provides a more evenly distributed vector potentlal field solution but also
reduces the computational errors and discontinuity in the ﬂux density
components. The above analysis indicates that satlsfymg the maximum angle
condition in the critical region is not sufficient by itself; better result can be_
obtained by minimizing the aspect ratio of the elements and posltlomng the
nodes. of the mesh unlformly, especially in the overlapped: reglon under the_
poles.

3.7. Results and Discussion

- 'Here the computed results of torque/angle characteristics for the test
- SRM obtained from the global virtual work , the Maxwell-stress tensor, and

the local virtual work methods are presented and compared with the

experimentally measured static torque at various levels of excitation. At the

same time, results are also presented to illustrate the improvements obtainable

in the computed torque/angle characteristics when the proposed guidelines for

_picking the shape of the triangular elements and the steppmg of the rotor are_
followed.

Of particular interest in the torque calculation is the eﬁect ‘of the mesh
types on the computed flux density components in the critical regions. Several -
mesh types for the airgap region were tried out, but for 1llustrat,1on purposes
the two shown in Fig.3.20 will suffice: Mesh A in Fig.3.20(a) satisfies the angle
conditions, but its elements have aspect ratio higher than five, Whereas mesh
B, shown in Fig. 3.20(b), is an 1mproved mesh as its elements have aspect ratlo
less than two. :

Figures 3.21 shows the mid-airgap distribution of the tangentlal and
radial components of the flux density in the overlapped region computed from
the‘ field solutions with the mesh A and mesh B, respectively, for the case of
an angular displacement of 10° and an exciting current of 10A. Since the
product of the two components of the flux density is highest at the opposite
corners of the overlapped region, most of the torque is developed around these
two corners. From both Fig. 3.21, we can see that the distributions of the
tangential and radial components of the flux density obtained using mesh B
have more uniform steps than those: obtained using mesh A. At the pole
corners, the tangential component obtained using mesh A not only is lower in
magnitude than that obtained using mesh B, but also tended to be oscillatory
from element to element in the vicinity of the corner. As we will see later, this
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could account for the underestimation of the calculated torque when the mesh
used has high aspect ratio elements. :

- When both the mesh shape and the stepping angle are properly chosen,
the computed torque/angle characteristics from the Maxwell stress-temsor and
the local virtual methods are smooth and almost indistinguishable. Figure

- 3.22 shows the measured and the computed torque/angle characteristics for an
excitation of 10A. The agreement between the measured and the computed
chamm@mmcg is good, considering the assumptions we have to made in the

. computation, especially those on the material model.

To show that the agreement between the computed and measured
characteristics is just as good at a different excitation, Figs. 3.23 and 3.24
show similar sets of characteristics for excitation currents of 7.5A and 12.5A.
- The results in these figures show that when proper care is taken in selecting
~the shape of the elements and the stepping of the rotor, reasonable accuracy
" and smoothness of the computed torque/ angle characteristic can be obtained
with any of the methods.

- The following results illustrate what could happen to the computed
~ torque/angle characteristic when the shape of the elements has high aspect
ratio ahd are circumferentially elongated, when the stepping of the rotor angle
" does not maintain the mesh uniformity, or when the number of layers of the
mesh in the ‘airgap is increased from the previous value of two to three and
the elements‘have high aspect ratic. The results shown in Figs. 3.25, 3.26, and
- 3.27 are obtained from the global virtual work method, the Maxwell stress-
tensor method, and the loc¢al virtual work method, respectively; all of them
are for an excitation current of 10A. The solid curve was obtained. with well-
shaped _triangular elements of the type shown in Fig. 3.19(b) and the
uniformity of the mesh at the sliding layers was maintained while the rotor
was ‘being rotated through a pole pitch to generate the entire torque/angle
characteristic. ~ The dash curve was obtained with the same wellshaped
~ triangular elements for the solid curve but with a rotor step size that did not
‘preserve the uniformity of mesh in the distorted region. The curve with the
 triangular markers was obtained with not so well-shaped elements that have
aspect ratio higher than 5. Merely adding more elements in the critical re gion
- without paying attention to their shapes and distribution does not bring about
the best result with the Maxweil—streas and local virtual work meth@&& as
allustmted here by the curves with square markers in Figs. 3.26. and 3. 27,

- which were obtained with three instead of two layers of elements and about
507 more nodes in the alrgap than those used to obtain the curves Wlth the
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Figure 3.22 . Calculated tar@ue vs. measured at [=10 A
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Figure 323 Cbal'cu'lated torque vs. nieas_uned at I=7.5 A
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triangular markers.

In examining the computed results, we found that the tangential flux
’vdensity component at a given position and operating condition with elongated
elements was usually lower than the corresponding value with properly shaped
elements. This may explain why, in the case of the Maxwell stress ‘or local
virtual work method, a mesh with poorly shaped elements, even with up to
50% more nodes in the critical areas, yields an erratic torque/angle
characteristic that tended to lie below the actual characteristic. The
discrepancy is large in the intermediate angles because errors in the computed
fux density, especially the tangential éompOnent at the departing pole tips
are large, as mentioned earher usmg the results presented in Figs. 3. 21(a) and
3.21(b).

Thus, we can conclude that for machines like the SRM that have a
narrow airgap with very high field gradlent speclal care must be taken to use .
elements with low aspect ratio if the errors in the computed torque are to be
kept small. The errors will be small when the aspect ratio is small; if possible,
the best result i is ‘obtained with- equllateral trlangular elements in the critical
field region. The results show that with proper care in- selectmg the shape and
distribution of the elements, all three methods of calculatmg ‘torque, namely
the global v1rtual work, the Maxwell stress-tensor, and the Coulomb virtual
work methods, can prov1de reasonably accurate torque. Moreover, if the
uniformity of the mesh is preserved while stepping through the rotor angles, a
smooth and . accurate t@rque/angle charactenstlc WIH be generated by any of
the three methods used '
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CHAPTER 4 :
STATIC CHARACTERISTICS AND PARAMETERS

This chapter describes the postprocessing procedures which are being
used to compute the energy and coenergy, the flux linkage, the inductances,
and the terminal speed voltage (emf). The accuracy of these results depend on
the accuracy of the FE solution as well as.the- numerical procedure for the
operation iﬁvc’lj’l'ved;v,Sinicé“f‘thé”}mésﬁf'érrangement technique described in
Chapter 3 improves.the local as well as the overall accuracy of the FE
solution, it enhances t}le.a_c:buracy of the postprocessing results, too.

The format used is{’f/o present the procedure and results obtained for each
quantity, one at éi‘tir‘rie; first the computational procedure that is compatible
with the FE s,o“,lu_ti"onb, and then the results. Results presented are for half of
the phase inducﬁz{ﬁce cycle of the test motor, that is 30 °; the results for the
other half can ‘be'f(')ibtained by the rule‘of symmetry. The angular step size of
the rotor rotatjon is taken to be 1.25°; which for the mesh used will preserve
its uniformity during the rotation. Since the intention is to use the static
results later in-a steady state simulation of the SRM drive, all the quantities
are calculated for'a wide range of excitation currents at one ampere intervals.
Also a sensitivity analysis is presented, showing the effect on the machine
parameters and characteristics due to changes in some of the design
parameters. v '

4.1. Electromagnetic Energy

Both electromagnetic energy and coenergy are calculated during each
iteration of FE solution procedure. Since the calculated energy and coenergy
can also be used in the computation of other quantities such as the
incremental inductances, the torque, and the flux linkage, the calculation of
energy and coenergy should be done as accurately as possible.

The energy density in e element is given by
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B.
we = [ HodB, (4.7)
0

For the elements with linear material property (air and current carrying
regions), (4.1) also yields the coenergy density of the element, and can be
simplified o

W, = w, = —;— 19 B2 (4.2)

But for an element in the iron region, where the relation between field
intensity and flux density is nonlinear, the integration in (4.1) will be carried
out numerically.

Since the flux density is constant within each element when MVP is
approximated by linear shape functions, the energy of each element can easily
be obtained from the product of energy density and the volume of the
element, that is

We=w, -V, =w, 72 1\, (4.3)

The total energy of in the SRM is obtained by summing up the W, over all its
elements.

W =YW, | (4.4)
e .

. In our implementation, the magnetic energy density for a range of field
intensities- on magnetization curve given in Fig. 2.6 is computed at fine
intervals using the trapezoidal rule along with the Richardson extrapolatibn
for integration in (4.1) to construct a table of values of energy density versus
field intensity. In each iteration of the FE algorithm, the calculation of energy
in-all elements is done by a table search using the value of field intensity to
access the corresponding energy density directly by =2 simple linear
interpolation. In this manner the task of integrating the energy of all elements
in iron is reduced to a search and linear interpol.ation procedure. '

v Once the energy density of one element is calculated, its coenergy density
can be obtained from the relation,
w, =B.H, —w, =1,B} —w, (4.5)

Alterniatively, the total coenergy of the device can be obtained from the
following relationship, once the flux linkage and the total field energy are
known. -
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Fig:u_re 4.1. Energy;;.and,:.c.oé‘nergy density in e® element
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W =Xl-W {4.8)

The energy and coenergy profiles of the test SRM caleulated for different
rotor positions. and current levels are given in Fig. 4.2 and Fig.
4.3,respectively.

4.2. Flux Linkage

The total flux linked by each turn of the ph&sc winding is gived by the
Gauss formula

¢ = [ Bnds | (4.8)
S

where S is the area enclosed by the winding turn. Replacing B by ‘i—xA and
using Stokes theorem, (4.6) becomes |

b=fA-de | | | (4.7)

where the line integration is performed around the closed contour formed by
the winding sides. Ignoring the contributions from the end zones, the vector
potential is constant along the axial direction of machine, and (4.7) can be
simplified to

(.-"‘3 = Z(AR - AL) (408)

where Aj, and Ay are the values of the magnetic vector potential at right and
left hand sides of the single turn (see Fig. 4.4).

For a thin multi-turn coil, (4.8) can be multiplied by the total number of
turns in the coil to obtain the total flux linked by the coil. However, a thick
multi-turn coil where the value of vector potential is changing through the
winding cross-section should be regarded as a set of hypothetical small coils all
having the same turn density. The number of turns in each hypothetical coil
can be calculated from the product of turn density and the area of the coil’s
cross-section:

nk=£°Sk o (4.9)
S . .
where S is the cross-sectional area of the whole winding and Sy is the area of
coil cross-section. The total flux linked by ki hypothetical coil then can be
calculated using
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Figure 4.4. Flux linkage of a winding turn
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& = ny(Ag — Ay) (4.10)

where Ay is the average value of the vector potential inside the coil’s cross-
section. The flux linkage of the phase winding is the summation of the flux
linked by an entire set of hypothetical coils forming the phase winding, _
’ A= ¢y : (4.11)
" .

‘The computational procedure for the flux linkage of the phase witiding
can be based on the discretization of the phase winding’s cross-section into
finite elements: First the turn-density for each winding cross-section is
calculated, then the number of turns in each element inside the winding
cross-section is obtained using (4.9). Next, the number of turns of each
element is distributed equally to its nodes. Then the turn contribution from
various elements sharing the same node will be added to give the number of
turns of the hypothetical coil concentrated at each node. ‘

In our implementation, the number of turns of the hypothetical coil at
each node is stored in a vector N, having the same size as the number of nodes
in the FE domain. For nodesb in the region occupied by a winding, the
corresponding entry in N shows the turn contribution of that node and a sign
to indicate the direction of current flow, The fiux linkage of a phase winding is
given by the inner product of the vectors N and ;& where A contains the
vector potential at the nodes.

A=N-A (4.12)

Cbmputer implementation of expression (4.12) can efficiently calculate the flux
linked by cach of the stator phase windings. The profile of the flux linkage for
one phase of the test SRM for different rotor positions and current levels is
shown in Fig. 4.5.

4.3. Inductances _ .

The winding inductance is one of the most important parameters that has
considerable impact on the operation and, of course, a key parameter in the
simulation of the SRM drive.  When dealing with a nonlinear magnetic circuit,
the following definitions are common for inductance:

: A , .
1) Apparent inductance L& = . (4.13)

i
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2) Incremental inductance Ly, é . {4.14)

3) Effective inductance Loy 2 —— (4.15)

a Figure 4.6 shows the graphic interpretation of these three definitions. For the
linear magnetic circuits, all three definitions yield the same value for
inductance, however, for saturated magnetic circuit the relation betWEen three
mductances is gwen as

L > Log > Lige ©(4.16)

- Since the apparent and incremental inductances will be used in the simulation
~ of the SRM drive, only these are calculated. The apparent inductance can be
V 'db_tained from its definition given by (4.13).. The incremental inductance can
be calculated using either flux linkage or energy perturbation method. In the
~flux linkage method, the incremental inductance is computed from the change
of flux linkage to a small change in the excitation current at the same rotor
_position.

a
A

In the energy perturbation method [91], the 1ncremental inductance at a glven

Lipe = (4017)

rotor position is calculated using the following expression:
[(W(i + Ai) —2 W(i) + W(i — Ai)]
(L)

where Aiis a small change in the current. The profiles of the apparent and

Linc .# (4'18)

the incremental inductance of the test SRM are shown in Figs. 47 and 4.8,
respectrvely - :

4.4. Termlnal Speed Voltage(emf)

The speed voltage or voltage induced in the phase Wmdlng by the motlon
of the rotor is another parameter required in the simulation of the SRM drive.
For a winding with constant excitation current, the speed voltage can be
calculated using Faraday’s Law, that is

AN 9N df . an B |

To calculate the speed ve]tage, one needs to calculate -—-8—>l Which. will be

00’
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referred to as C_,. We experimented with two methods for calculating C_..
First, a rotor angle perturbation method used the change in flux linkage for

. . . AN
small perturbation of rotor position with C. = ;ATH— The second method,
which resulted in smoother proﬁlles for C_., is based on diﬂerent‘iatmg (4.12),
-that is
AN - (:_)K
C.=— = ¢ — 4.19
* 6 a8 ( )

The profile of C_. of the test SRM for different rotor angles and current levels
‘is shown in Fig. 4.9.

' 4.5. Sensitivity Analysis

In this part, a sensitivity analysis showing the effect on the machine
parameters and torque characteristic of the test SRM due to the changes in
design parameters such as the airgap length, the rotor pole arc, and the
magnetization characteristic of the iron is presented. This analysis is not a
thorough optimization or refinement study for a special application; it is
.included here to demonstrate the capability of the developed model for such
purposes.

Figure 4.10 shows the effect of a & 10% change in the length of airgap of
the machine. The dashed curves clearly show the predictable change in torque
characteristic of SRM as airgap length changes.

-Next, we experimented with two different rotor arcs: one with the rotor
polearc about the same width of the stator pole arc, and the other one with a
10% wider rotor pole than the real one. Figures 4.11 and 4.12 show the
changes in inductance and torque characteristics resulting from the
perturbations of rotor pole arc. The inductance/angle profile of Fig. 4.11
shows that there is no noticeable change in minimum inductance, but the flat
region at the maximum inductance will be wider as the width pole arc
increases, which is also predictable. The torque/angle profile of Fig.4.12 shows
a shif_f in the torque characteristics which is proportional to the change in the
pole arc, but the higher maximum, which was not predicted before, needs
- further study. » v

 ‘When the saturation level(B,) is varied by +10% about the nominal
value (see Fig. 4.13), its effects on the fux/angle and torque/angle
-characteristics of Figs. 4.14 and 4.15 are not noticeable at small currents. A
plausible explanation to this observation is that only a small region of the iron
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is saturated. Such a change in B, is academic in nature, in that there is no
physical material that will provide such B-H characteristic. But the exercisc is ,
useful in that it provides us with an indication of how such a change would
affect the performance of SRM.
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CHAPTER &
STEADY-ST.ATE PERFORMANCE OF SRM DRIVE

A study of the SEM drive performance is complicated because of the
large number of parameters involved. Close relationships between motor
design and sw1tch1ng circuit on the one hand and dependency of machine
v parameters on current and rotor posmon on the other are the hurdles in any
study " aimed at the’ accuratly predlctlng the ‘SRM drive performance.
Evaluation of new designs or. 1mprovements from new control strategies
requires a realistic model of the system Such a reahstlc mode] should be able
to predict drive performance over a wide. range of torque/speed variations
with sufficient accuracy. Obvxously, an: understandmg of the SRM parameters
and their relatlonshlps to the control and converter operatlon isa prerequlslte
in devising 2 reahstlc model i

Simplified - models based on hnear or 1deahzed nonlinear approx1mationk

cannot predict the performance of the SR drivé properly because of the high
aegree ‘of nonlinearity involved. Therefore, a realistic model for the SRM drive
should include the nonlinearities. In this chapter, steady-state performance of
SRM drive based on parameters ‘and static characteristics obtained from the
FE field solution using special postprocessing techniques is simulated. The
simulated result shows good agreement with test results, even though the
exact data and control strategies of the test drive were not available.

To set the stage for steady-state simulation of the SR drive, it is
necessary to examine the relationship between the SRM parameters and
control strategies using a simplified . model based on idealized magnetic
characteristics. First the control strategy for successful operation of SRM in
relation to its parameters is discussed. This will be followed by a description of
- switching strategies for both low speed and high speed modes of operation.
The mathematical model 2nd simulation techniques are discussed next, and
- finally, simulation and experimental results are presented.

T v—— S—
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5.1 Control strategy

As discussed earlier, both energy conversion and torgue production in the
SRM rely on the variation of the phase inductance as 2 pair of rotor poles
move in and out of alignment with the stator poles of an excited phase. As the '
rotor moves, the inductance of each phase undergoes a cyelic v vwmatmn with &

angular period given by

360
f. = 5.1
<y NF (( )

A current pulse is applied to the phase during each cyelic variation of
inductance. The shape and timing of the current pulse varies with speed and
load torque.

To maximize the energy conversion capability of the SR motor, it is
designed to operate under highly saturated conditions. For example, at base
speed the energy conversion loops with idealized (piecewise linear) and real
(nonlinear) magnetic characteristics for one current pulse are shown in Fig.
5.1. In this figure, the polygon OABC is the ideal energy conversion loop and
OMBNO is the real one. For optimal energy conversion, most of the field
energy should be converted to mechanical energy, in other words the energy -
return to the electrical circuit should be minimized (OCD in Fig. 5.1). To
achieve a real energy conversion loop close to that of the ideal loop, a control
strategy based on the following steps should be adopted: bring the current to
its maximum during minimum inductance region (OA), maintain the current
constant while flux linkage continues to build up to the saturation value )g
(AB), commutate the current before the peak region of inductance waveform
is reached in order to bring the current down as fast as possible, before the
negative torque region where the drop in flux linkage is small (BC). To keep
the negative torque component small, minimize the tail current in the CO

region where -gk<@ Such a flat-topped phase current pulse corresponding to

.00
the energy conversion loop of Fig. 5.1 is shown in Fig. 5.2. The pomts 0O, A

B, and C correspond to the same points in Fig. 5.1.

The current pulse shown in Fig. 5.2 is obtainable around the base_speed
of the SRM but not at all rotor speeds and load torques. In practice, with a
fixed supply voltage, the shape of the current pulse depends on the speed and
load torque. At low speed, the rate of current rise is high because of the small
back-emf. Peak current should be limited by chopping. But ai high speed, the
back-emf becomes dominant; as a result the current peaks before
commutation. Usually the base speed is defined as the speed at which the '
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back-emf is equal to supply voltage. Typical shapes of the current pulse for an
SRM drive at diffetent speeds are shown in Fig. 5.3: When the SRM is to be
operated as a variable speed drive, two switching strategies are used: one for
low speed operation in which the current level has to be llmlted by choppmg,
and the other for high speed operation, in which both the ignition and the
conduction angles should be controlled properly in order for the torque tob
satlsfy the load condition and to be as smooth as possible,

The expression for torque at constant current and linear magnetlc cxrcult
is ngen by S

—1/2 aL i?

(5:2)
With the linear inductance Waveform given in Fig. 1.2 and constant current,
the developed torque has a polarlty that changes with the slope of mductance :

Waveform. pos-ltlve- for @ >0 zero’ When —?—— =0, and’ negatlve when

o9 el
aL .

50 <@ However, in a saturated magnetrc crrcurt torque—current relatron is

more compllcated and the statlc torque has a rounded shape shown in Fig. 5.4.
Nevertheless, in both cases the region Wlth increasing lnductance is the active
torque- producing region for motoring, the regions near the totally unallgned
and the totally aligned position are dead zones for torque production, and the
region with decreasing inductance is the actlve torque-v producmg region for
' generatlon '

5.2 Sin’lpliﬁed Analysis

The simplified analysis given here can be used to explain the control
strategies adopted and to estimate the voltampere requirement of the drive
converter. The assumptlons in this analy51s are: winding res15tances are
‘neglected ‘the supply voltage is constant current is flat topped over the region -
of increasing inductance, and the width of the active torque region is equal to
stator pole arc, ;. This analysis also uses the idealized nonlinear energy -
~conversion loop given in Fig. 5.1 and the corresponding current waveform of ‘
Fig. 5.2. The following definitions based on machine parameters are helpful in
the algebraic mampulatlon that follows: '

Lmax

5.3
Lmin ( )

K o=
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L3

= (5.4)

Lm ax

where LS is the saturated inductance of the machine when ‘f@he rotor and
stator poles are aligned; it is a function of excntamon current. It is elear that
k>1 and <l

With the voltage drop in the winding resistance neglected and speed
assumed to be constant, the phase voltage equation can be written as . ’

AN WA | ’
V=F =20 | (5:5)

.~ With 2 conduction angle of, cf;, where ¢=<1 and ), is the flux linkage
- corresponding to the full conduction angle [, the energy converted during
each current pulse can be estimated as follows Substntutmg for A\ = c)g and

Af = ¢f; into (5.5),

VB
W

N = (5.6)

Assuming that i, is the value of the current at which magnetic circuit goes
into saturation at the aligned position, then S ’

-C>\s = (Lmax‘“Lmin) is = Limin i ("{'”1) ‘ | \ (‘5'7)
The expression for ), can be given by -
>‘ = (L me)i = mln i (/{’77 ) (5 8)

Where i is the peak of the flat-topped current. From (5.7) and (5. 8), iy can be
determined, that is

c(xkn—1 '
BRRES a B9

where s is defined as

(k1)

(rn-1)

The energy converted is given by the area of the polygon OACDO in Fxg 5.1

~and is given by

5= (5.10)

W = OABCO = OACD—OCD = o)\i-1/2cNj;  (5.11)

v ‘substltutmg ig from (5.9) and ) from (5.8) in (5.11) yields the following
'expressmn for energy converted per each current pulse: -
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W= 1/2vﬁm (2——) Y - (51)

The average power is the sum of all energles converted in one second Slnce 1n'
: each revolutlon, each phase conducts as many current pulses as the- number of
rotor poles, Nr, there are. qNr pulses of currents for all phases per revolutlon

‘ For a. frequency of rotatlon, f = _w? the average power is. given by

'(5 14) N

(,5v.‘,1'5) |

, Factor Q i (5 13) shoWs the' 1mprovement in energy convers1on brought
: about by saturation. When' the ‘motor-is unsaturated, n= l and for.c'= 1 Q .

: 'gns ‘also equal ‘to-1: However, when the motor is saturated, 17<1 and s>1 and
- for c-—l .Q is greater than one. SR motors are usually designed wrth Q’s a,bout ,

1.5 or hlgher This can be lnterpreted as a 50% increase in the conversion .of
field energy to-useful-mechanical- energy “with-satw ',‘ tion as: compared to the

: _unsaturated case. Equatlon (5.13) can also: be used: to estimate the inverter -
“ voltampere - requlrement per kW of the SRM power. If the voltampere 5
o vrequlrement of each switching devxce is deﬁned as the product of maximum

voltage and the: peak -current and -the- maxrmum voltage on each demce,»
assumlng perfect snubblng, is twice the supply voltage, the,totalr voltampere
requirement of the inverter, assuming one switching device per phase,is ’given_
o | "s_2qu I (5 16)’

| ":The 1nverter voltampere per KW of motor ra,tmg, Whrch is ‘an nmportant
~ measure in the design of the drive system, is obtained from (5.13) and (5.16) -

ilas

87
e | GNQ | S
Equation (517) clearly shows the reduction obtained in converter kVA

== (s17)
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requirement to motor rating by a factor Q for a saturated motor. Equation
(5.13) also can be used to predict the commutation angle for a given average
power, using the relationship between Q and ¢ given in (5.14).

The base speed of the machine as indicated by the flat-top current
- profile, can be obtained using (5.6) and (5.8) as

VB,

Wb B f“Lmin (“777",“"‘1)

(5.18)

5.3. Bwitching Strategies .

A realistic control strategy for the SRM drive has to take into :
consideration the mutual dependence between motor parameters and
e)s’.cllta.t]lony and the limitations of the switching circuit. In this section, a brlef
. review of the basic switching strategies used in the SRM drive is made.

At low speed, the rate of increase of the current following the turn-on is
high because the back-emf at low speed is small, and peak cuﬁ"ent has %o be
limited by chopping. But at high speed, the back-emf becomes dominant. As a
result, the current peaks before commutation. In between there is a cond‘ition
usually tfeferred to as the base speed at which the back-emf is nearly equal to
- supply voltage and the current has a flat-top profile. When the SRM is to be

~ operated as a variable speed drive, two different switching strategies are used:

“one for low speed operation in which the current level has to be limited by
chopping (current control), and the other for high speed operation, in which
both the ignition and the conduction angles should be controlled properly in
order for the torque to satisfy the load condition and ‘to be as smooth - as
possible (ahgie cdntrol). '

. 5.3.1. Swmchlng Slgnals

Sw1tch1ng of the power switches is synchmmzed t@ the mtor posxtnon,
with the crossing of the rotor poles sweeping past fixed positions being sensed

"~ by Hall effect or optical devices. The signal from the position sensor starts a

delay counter, and the output of the counter turns on the switching device
after the desired delay time has elapsed. The switch is later turnéd off by a
signal coming from another delay counter that is adjusted to give the desired
conduction angle. The position sensors should be so placed as to provide
sufficient delay in the ignition angle for all operating speeds. For example, the
_ Se;isor'qf each stator phase could be placed halfway between the stator polesJ.
: Figure 5.5 shows the reference signal, the delay signal for ignition, and the
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delay signal for commutating ofi phase i, for the case when the sensors are
“placed midway between the stator poles.

B.3.%. Angle Control

For higher speeds, approaching and above the base speed, the switching
of the power devices is controlled by adjusting both the ignition angle, &,
and the conduction angle, 6.. Angle control results in 2 smoother cperation
than that obtained by chopping contrel. Thus, for speeds where the current
level can be controlled by delaying the ignition; angle control is preferred.
Delaying the ignition of the phases at speeds lower than the base speed limits
the current peak, so that the current reaches its peak at the commutation
~ point. When the required average torque is low, the ignition angle can be
delayed so that the current pulse lies entirely within the active torque region.

At nominal speed and loading, peak current is limited by the back-emf
and the current decreases even before the commutation point because the

back-emf exceeds the applied voltage (% < 6). Thus, to satisfy the increasing

power requirement at higher speed, it becomes necessary to turn on the phase
earlier, even before the unaligned position, in order for the current to reach a
higher level before the active torque region. The conduction angle is adjusted
with changes in the load torque. For motoring operation, the excitation
voltage should be turned off early enough for the current to drop to as low as
possible before the onset of the negative torque region. Current commutated
at the flat top region of the inductance waveform has a faster rate of decrease
because the value of the incremental inductance near the aligned position is
small.

5.3.3. Current Control (Chopplng)

At low speeds, both the back-emf and the effective meremental reactance
“of the motor are reduced proportionately; consequently, with the same applied
voltage, the current will rise to a higher level than that at high speed. To.
prevent the current from exceeding the ratings of the switching devices, it can
be controlled simply by turning on and off the switching device. An upper
current limit control is used to turn off the switching device whenever the
reference current is exceeded. The reference current, subject to an absclute
maximuim, may be adjusted from an outer speed (or torque) feedback loop to
satisfy the load condition. The phase excitation can be turned on as soon as
the cireuit condition permits, or after some fixed off-time that is longer than
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~the minimum oﬂ"—tlme reqmred by switching dev:lces

Control in this mode is more comphcated due ‘to various hmltatmns
“associated with the switches and circuit elements, such as the turn-on, turn-—oﬁ'
and voltage reversal times of the main and auxiliary switching devnces'
Moreover, predicting the reference current required to satisfy a ‘certain loadmg
‘condition is difficult, because the: torque-current relation under saturated
-conditions is complicated. Also, Wlth the small intervals between choppmgs,
random and uncontrolled circuit transients can cause irregular pulsations in
- the electromagnetlc torque and errati¢ and noisy operation at low speed.

5.4 Steady—State Model

-The' voltage equatlons for the stator phase wmdmgs of a SRM can be
.v.wrltten as :

Sy di

Vi -—Rk lk + d9 + lkm— (519)
' k'=1,2,...,q

where Vg is the input voltage, Ry is the winding resistance, I represem}s the
Ieakage and external circuit mductances, iy is the phase current, q is the
oumber 0\ pha&:esy and )y is the flux hnkage In genemi B

>\k '—>\(9 11 12 ",.2 1q) - | ‘(;;’20)

But sinece the SRM is designed to have minimal mutual mductances the effect
of mutual inductances can be ignored; and the flux linkage, N\, is a function
of the rotor position, §, and the phase current, i;. With this simplification,
equation (5.19) reduces to a set of decoupled, first order differential equations
with state-dépenden‘t coefficients. The time derivative of flux linkage can be
explicitly written as. o _— 4
‘ dh - 9xdf: Ondi ' BRI
T o e Taw - B2

: . . de -, co X .
In this equation, — is the rotor angular speed, w, and %;—« is the slope of -
: : : : ‘

: dt
flux/current curve also known as the incremental inductance, Lipc. The first
term at the right hand side of (5.21) is usually called the speed voltagg or the
back-emf, and the second term is called the transformer voitage For

. . . PPN
convenience, from here on, the subscript k will be dropped and —— ‘WIH be

040
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den@téd‘ by ¢,. It should be noted that both L;y. and ¢, are functions of rotor

position and phase current. Substituting for %%L from (5.21), (51@) can be

' fewrﬁtﬁzen as | |
dopE C (5.22)

V°-Rz+cww+me I P

For .2 motor with sizable rotor inmertia operating a.fb a'st@adymsmt@y the

g

speed, &, ¢an be assumed constant. With ¢t = = {5. 22) can be g@armnged in a

form that can be used to obtain the variation of current with respecx’t to rotor
position, that is '

di 1 : [ S o } . ‘ N

—_— e vy, — Rl — ¢, w 5.23

. dé - w(l+Linc) " ’ o { )

‘Given vj; and w, {5.23) can be solved to obtain the current pulse Wavef@rm
- for 'diﬁ'éerenﬁ; ignition and commutation angles. Knowing the current at each
rotor positien, it is possible to compute instantaneous torque and fiux linkage
from static characteristics of the machine, and also the average torque and
power, and the average and effective value of the phase current. ’

5.5 Solution Method and Simulation Techniques B

As an illustration of the technique, 2 simulation study with the following
simplifying assumption can be made: iron losses are neglected, voltage drops
of the thyristors and the diodes are neglected, the on and off times of the main
and auxiliary switching devices ‘are neglected, and the converter is
approximated by a controlled, square wave, voltage pulse generator where the
' v vduraﬁon and number of voltage pulses depend on the control angles, that is -

+Vde if 9011 =0= eoﬁ v . :
Vip = —Vde if g <=0,y ’b N (5624)
0 if 60, L :

- The variable coefficients on the right hand side of (5.23) should be
“updated at each step of integration using the most recent value of the cuj'rent
- and the rotor position. The integration of the differential equations with time-
varying coefficients can be carried out using 2 predictor-corrector method that
evaluates the coefficients at each step and iterates until these values converge
or using higher order methods with small time steps with intermediate
evaluation of state and coefficients. Here the second approach is'used, with a
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fourth order Runge-Kutta method, and for better accuracy in- solution v‘the _
angle steps are kept very small. The values of incremental inductance: and c,.
are . obtained at each current and rotor posrtlon us1ng B-cubrc sphne-
' 1nterpolat10n technique [94]. S

- Simulation of high and low speed modes of operatlon are performed The
hrgh ‘speed mode_ of operatron 1s*~’“' ated “using angle control. The main
steps required in the simulation of this mode are shown in Flg 5.6. The
waveforms of the instantaneous current:; torque, and flux linkage, and the
'values of average torque and power-are btamed at three different speeds. '

The low speed mode of operation “is s1mulated usmg current control for
turnlng off the switching device whenever the current exceeds the prescribed
upper limit and minimum oﬂ-tlme subsequent turn—on ‘No~ angle control
or lower limit current control are considered The switching device of each
phase is turned on at the unaligned- posrtlon of rotor pole and turned off at the
aligned position, chopping the current’ ‘periodically durmg ‘this interval. The
‘main simulation steps of this mode of operatlon are shown in F1g 5.7. The
,waveform of instantaneous current, tore ué, and flux lmkage, and the values of
average torque and power can” calculated for- several upper current levels at
three dlﬂerent rotor speeds. ; L : ‘

:5 8 Experlmental and Slmulatlon Results R

The expemmental results ‘were obtamed using the test set-up. shown in
Fig. 5.8. Measurement» f the ﬂux linkage was obtained from search corls.
enclrchng each of ‘the st tor poles. - The scale factor for the measured current
is 11. For the test. drive, the control mode ‘changes over from the current limit
control to the angle control around. 620 rpm.- The base speed as gauged from
the current proﬁle, is about 1000 1pm.-

~ Shown in Figs: 5.9- through 5.17 are some of the measured waveforms_ '
" with the test drive operating under current (chopping) control and: under
angle control. The correspondmg results obtained from the computer program -
: simulating the ‘measured conditjons are’ ‘given 'in Figs. 5.18 through 5.20 for -
current control mode and 5.25 through 5.27 for angle control mode. The
- agreement between measured and computed results for the two modes of
- -control operation is good.

Both experimental and snmulatlon results of the chopping mode of

- operation, especially at very low’ speeds, show fluctuations in the upper

current limit. The instability of the upper current limit in the experimental
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result is due to cireuit transients and speed fuctuations, whereas that of the
simulation with constant speed may also be sattributed to inadequate
. resolution from the cosrse step size of the rotor angle used in the numerical

integration when the rate of change of current with respect to angle is high.

 Such errors can be minimived by using a smaller integration step size for the
lower speeds. Lacking the facility to measure the instantaneous torque, there
_is no basis of comparison for the computed torque waveform. It is, however,

apparent from the computed torque waveform that the current pulses in the

- minimum inductance region do not contribute to any useful -t@fqu@u Also with
long off-time, the ratio of peak to average torgue ig high, unless a higher

current level is permitied at the expense of higher device rating and cost.

Figures 5.21 through 5.23 show the current and torque waveforms for a higher

current level (24A). A shorter off-time will decrease the peak to average torque

ratio, resulting in lower torque ripples as shown in Fig. 5.24; hence less noise

and vibration. However, this will reqmre faster and more expensws swxﬁ;chmg

devices. L

Fﬂgures 5.25 through 5.27 show the results of the drive Gpemtmg in the
angle control mode. While the current waveform at 750 rpm has a peaky
proﬁle; that at the mommal speed of 1500 rpm peaks early and decreases in
the conduction period because the back-emf at this speed is higher than the

o apphed voltage. Below the base speed (1000 rpm) the peak current can be

Feduced by delaying the ignition angle further into the phase mductame @y@ﬂ@
-where the inductance is increasing with angle. Figure 5.26 shows. the current
~ profile of the drive at 1000 rpm; the flat-top current is an indication of base
- speed operation. At speeds higher than base speed, for the current to reach
~ higher levels before the active torque region, the ignition angle should be
advanced ahead of the unaligned position (30 °).

In these figures are also shown ‘the computed and measured energy
conversion loops at nominal speed. The area within the loop represents the
" converted energy for one cmrent pulse, which when mu%nph@d by ‘@h@ numbef

“of pulses per second (gN; X = 6 ), yields the average power.

The effects of constant on-angle, constant conductlon angle, and constant
oﬁ-ang ¢ control strategies on the shaft torque, maximum current; and energy

. conversion loop are illustrated in Figs. 5.28 through 5.36. The results for three

outpu‘ﬁ; power levels (4, 3, and 2 kW) are given at three speeds. Comparison of
- the shaft torque and energy conversion loops will suggest that the constant
off-angle control results in less torque pulsation snd more efficient energy
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conversion. This is -due to the Tact that all or most of the conduction period

lies in the active torque region and also, by early’ commuta.tlen ‘of the phase,

negative torque contribution is minimized.

To 1llustra.te the drive behavior for ‘various loadmg conditions, computec

conductlon angles are presented in Frgs, 5 37 through 5 45. The‘ P ofile of the
shaft torque indicates that there is some advantage in reducing the to’rque,‘_‘f_v
: rlpple by using a longer conduction angle thhm the active reglon

Figure 5.46 shows the computed average power versus ignition angle for .
several conduction angles at 750, 1000, and 1500 rpm. These curves indicate
that for a given conductxon angle, there is an 1gn1tlon angle that maximizes

_ the average power, a,nd as the co uc'mon angle decreases, the maximizing
_ignition angle advanées further mto the phase mducta;nce cycle. ‘
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| CHAPTER 6
SUMMARY AND FUTURE RESEARCH

6.1 Summary |

The objec'tiVe of this study was to develop a mathematical m‘odél along
with the necessary computational techniques to predict the static and steady
state characteristics' of an SRM drive with sufficient accuracy. A two-
dimensional finite element model was developed to handle the nonhnear

" magnetic field 1n31de the SRM The study of ﬁeld distribution revealed that

most of the field energy is conce_ntrated in the narrow airgap region between
overlapped poles of the rotor and the stator, where high local saturation
occurs and the fringing flux lines curve sharply. Inadequate modeling of the
field in this region resulted in adverse inaccuracies in the- results at the
postprocessing stage regardless of the computational method used. However, a
realistic model for prediction of steady state characteristics of SRM drives
requires an accurate knowledge of the torque and other static characteristics of
the SRM as a prerequisite.

The main contribution of this work is the study on the sources of error in
SRM torque calculation from which guidelines on the model have been
derived. The improved model yields accurate and smooth torque/angle
characteristics when used with common methods of torque caleulation such as
the global virtual work method, the Maxwell-stress tensor method, and the
local virtual work method. The guidelines for the shape of elements and mesh
uniformity in the critical regions are more effective and efficient than the usual
technique of just increasing the elemental density. It has been found that
following the proposed guidelines also improves the accuracy of the overall FE
solution by proper modeling of the field in critical regions, thus, improving the
accuracy of other postprocessing results such as, flux linkage and indﬁctances,
too. The guidelines are not restricted to the case of an SRM; they can be
applied to any electromechanical device with narrow airgap and high level of
saturation.
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T he spmoffs from the capablhty to predlct the static characterlstlcs w1th

S improved accuracy are many: the obvious use of this capablhty will be in
- - design for optimization or performance studies, as demonstrated by the brief

~sensitivity study in Chapter 4. A more 1nterest1ng use of the capability is the

. transient simulation of the SRM drive. The work on steady state simulation

establishes the simulation- technlques for the transient simulation. In this case,

‘the steady state simulation also provided us with the opportunity- to examine

~-and study: the purpose and reasons behind the control strategies that are used
in the test. motor ' R

To predict the steady state performance of the SRM drrve, the voltage
‘equatlon of the phase winding was simulated. State-dependent coefficients of
: “the voltage equation were ‘updated using a B-cubic spline 1nterpolat1on

'techmque ofi the static characteristics. For this purpose, ‘static characteristics
of the SRM over a wide range of excitation currents for a period of phase

o ‘ inductance variation were obtained. The instantaneous torque and flux linkage
- were calculated for each current and rotor position using the same

‘ 1nterpolat10n technique. Steady state characterlstlcs over a wide range of »
torque and’ speed have been calculated using the developed ‘model Whlchv'
compared favorably with the measured. The model can also be used for study

e of control strategies to obtain better performance in eﬁiclency and smoother

- operat1on The brief ‘sensitivity analysis of Chapter 4 can be ‘extended to other -

o ‘de31gn parameters and material characterlstlcs to study the optimality of -

| ~ design. ‘By including the dynamics of the converter circuit- in the present
* model, the model can be extended for the ‘study of SRM. dr1ve tran51ent
"-behavwr durmg load change, start-up, or fault condltlon =

6 2 Future Research

i The work presented in thls report c¢an be extended to several areas of
o research as. outlined below

: 'i) S - The accuracy of ﬁeld solutlon and torque calculatlon can further-

o : be studied using hybr1d type FE models. Also, automatic mesh

" generator programs. to modlfy the mesh in the critical regions
vaccordlng to ‘proposed guldehnes will reduce the computatlonal
,,’t1me and modehng effort

11) o Optlmal control of the sw1tch1ng c1rcu1t with respect to one or a

~ compromise of performance measures is another extension to this =

 work. Some of the performance measures, whlch can be
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. , L e e s . ‘ L tave
-considered are as follows: maximizing specific torque, (———),
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ave
el e e e ) . . : (Tma.x mein) i
minimizing torque ripple given by T ——,  and
) ) ’ ave

maximizing kW/kVA rating of the driwie.

For specific application such as for low or high speed operation,
or for high starting torque, optimization on both motor
geometry and switching strategies could be performed with an
integrated design approach for lower overall cost. ‘

Analysis of SRM drive transient behavior, . especially during -
speed—up and during low speed mode of opera.tlon, is important.

‘Finally, the study of SRM iron losses is of particular importance

for the motor designed for high speed operation. A transient FE
model should be established to study the iron losses resultmg
from eddy current flow.
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Appendix A- Area Coordinates

In this system, the coordinates of an interior point N of the triangle is
expressed as . . . .. ’ : : ,

Al _ . Am _ An
—A— ’ Lp: .— "“Af" ) Ln - ’K

NiL, =
where Al, Am, and An are the areas of sub n triangles shown in Fig. Aél, and
A is the area of the original triangle. Defined in this manner, both properties
of basis function, (2.3) and (2.4), are satisfied, that is

Al + Am + An » ?

XL = A =1 - (A
Li(node j =6 e | A-2
J ‘ ) .

where

1t i
51]' e s v
10 if i#j -
Note thiat only two of the three co-ordinates are independent, since (A-1)
holds. '

, If, A, at the point {x,y) inside the triangle is assumed to vary linearly
with x and y, then ‘

Alx,y) = >+ ax + o3y ~ (A-3)
At the vertices of the triangle,
Ap = + apx) + oy ; (A-4)
Ay =05 + apxp + agyy (A-5)
Ay = oy oy + agyy ~ {A-8)

where the subscripts |, m, and n denote the values at the vertices of the
triangle. Taking the inverse of the matrix equation formed by (A-4) through
{A-6), the o/s can be determined from
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Figure A.1. Area coordinates
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ey 1x n| |A] :
Qo = 1 Xp ¥ : Am - ; | (A-7)
a3 1 Xy ¥n| (A
Deﬁning a set of new notations for the elements of the adjoint matrix:
v l’]v=Xn-‘-Xm,E I'm =X| —Xp, Fp =Xm —Xj
9 =¥Ym — Yn»  9m =¥a — Y Qo =Y — ¥m
Pl =XmYn —Xp¥ms Pm =Xa¥l —X¥ns Pn =X¥m — Xm¥
and | '
D =2A=pl + Pm + Pa

(A-7) can be rewritten as

(A-8)

Back substitutiﬂg* the expressions for ¢, oy, and o3 into (A-3), the vector
potential at the interibr point (x,y), is given by '
Ly o Ao
n . .
Alx,y) = B {{pl Pm Po] +X[Q 9m @] + Y[rl T'm rn]} x| Am (A-9]
' | HAn '
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Appendix B- Integration and Differentiation in Area Coordinates

To facilitate integration and differentiation in an element with irregular
sides, 2 mapping of domain to a right-angled triangle as shown in Fig. B-1 is
used - '

T
x,y) — (0,7) (B-1)
whese T is the transformation operator from (x,y) demain to (u, v ) domain.
For mapping of triangles, mapping of three vertices are needed. Lets define a
set of 3 basis functions,

x = S0 fi{w,v) x5 (B-2)
- .
y =26 fi(w,v) vi » - (B3)
. i= :
The basis function should have the properties:
fi (Uj,Vj) = 8ij ' | ‘ - (8-4).
N -
5 fi(w,v) =1 ) : (B-5)

=l

An obvious choice is the set
‘ fi=1—u—v , fp=u, fL=v |
that has above properties. Substituting for f; in (B-2) and (B-3), we have,
Xp—X] Xp—X) X ;
o e E K4 5
>From Appendix A, we have '

Xm—X] =TIy

Ym—Y1 = —n
- Xp— X} = —Tp
Vo= ¥t = dm

and inverse transformation matrix is
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(0,1)

Figure Bl Transformation of coordinates
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r, —r
Tl=) * ™ | (B-7)
"% qm)
Then the transformation matrix T is
. Qq .
Pme X | ® (B-8)
T2 TmG {9 Ta i
By inspection
IpGm — TGy = D=24,
Thus
rmilx —x
ul i 9m Tm 1 , (B—Q)
vi D mifjy—wm
The vector potential in the new domain is given by:
A = (1—u—v)A; + uA, +vA, (B-10)

To the evaluate a double integral in new domain, one needs to transform
both the function and differential area to the new domain

I=[fg(xy)dxdy . : : (B-11)

, T
g(x,y) — G{u,v)

dxdy = |J| dudv

where J is the Jacobian matrix given by

o 9y
ou 311 - Tp. —Qn

J = = = [T~ B-12
o oy|Tlrm an| T (B2
Jv Ov

“and ,
|J| =rpam—rmq, =2A =D | (B-13)
Then I can be evaluated as

1 1-u '

I= Df av f G(u,v) dudv ’ , (B-14)
0 0 ’ »

-Similarly,'for differentiating of a function g(x,y) in new domain, we have



or in matrix form

Using (B-9),

¥% ¥3
ge wle

ﬂgﬁ%}

208: -

|

o
ov

=[]

0x  Ou Ox
% _9G &
8y  Ou Oy
| | ov
x| & o
D) fou v
| | &
(Bv-1'5)7 can be rewritten as
G| |
11 fan a
g " D |rp Iy

oG
Ou
G
v

(B-15)

(B-16)
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Appendix C- Elemental Jacdbian Matrix

Within each finite element, the Jacobian matrix is’

8[SeAe —I] _ a[SeAe]

" or in more expanded form -
= [ﬂsem/aA, | 1Sl /25 | 15ec] 00
[ e} [Ael |
[A J + [Se] —— freee | oo - {C-2)
Each element of [J] has two parts, the first part is given by
' oy, ' O, .
: [ J]] GA, Se Ae 8Al ! i ( )
~ where Se’ is S¢/ve and its (ij)th elements is Sij” = qiqj + rr; and
Ui =Si’"Al + Sin"Am + Sin"Ay . ! o (C4)
To evaluate 222, | |
‘To evaluate A expres§ o | |
v, 9 B2 ;
Y Ve OB (C- 5)

OA; B’ OA;
The second term on right hand side of (C-5) can be evaluated from (2.45) as

3§2 2 . , :

— =2 |r Zr'A- + g Zq-A‘ , S C-6

A, pE | At o o ( )
Now using (2.41), one obtains »

B 2 )

oA, A Ui (C-7)

The first term on the right hand 51de of (C-5) is the slope of l/——B curve whlch'
- is obtamed from the B-H curve. It can be shown that

9 - Ol T ‘ -
[S.ij]l = Kx—Taﬁe_ [Ui 'Uj] | | (c-8)

Now, matrix S may be defined as
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v [Su= [ul uj] , o . e (Cg) o

- The Second;gp_dpt. ofthe(u)thelementof [Ja}: Q&n«:ﬁ,}zeéh@ﬁn»to be _éivéﬁ by

[Su , =;’(S¢i3] L

(Qﬁ-io.) ,

Thus, the Jacobian [Je] can be expressed as the‘,,su:ni of the two métriCes A

-with its elements as
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. ’, : Appendlx D- Fleld Va.rla.bles a.nd Partlal of .
Flux Denmty in Polar Coordmates

p The magnetze vector. potentlal A, msnde an element is expressed as a
. functmn of the: MVP s at the nodes of that element that is by ' ‘
“where Q is the set of elements node, ,{l m, n} ‘The area. coordmates Ll, as

L ‘deﬁned in- Appendlx A are given as. - | | |
| | ‘ Al : 1 ‘ v L Sk

-~ To obtam A in polar form, we make the followmg substltutlon for eartesnanu

s coordmates x and ¥

'x-‘ricolswé" PR
y=rsinf (D-3)

In polar coordmates, the expresswn for the area of a trlangle,Ae, is ’
T _[rmrnsm(e 9m)+rnrgs1n(9¢:—9 ) + rgrmsm(e -9[)] ‘ ﬂ(D—;ﬁ)
jancl that for area coor(lmate of node f s .
| .Lg = E—-[r rmsm( 9)+r rnsm(@—ﬁ ) + rmrnsm( ( f— IJEl)] ' ( )

The above expressmn for area coordlnates can be substltuted in (D-l) to
' obtam MVP in polar coordmates ; : ’

, The components of the ﬂux dens1ty,B, m polar coordlnates can be :

: obtalned from PR : : :

B, ==2  By=Z T (D-6)

rDiﬂ“erentiatlng 'Awith 'respéct to 0 and rl, respectively, we obtain |
B =— {A([ rmcos(0 -—-9)+rncos(0 9)]

4 Ap [—frn‘coswn+l9)+r(c03(_9(—\9)] o
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+’Ax‘l’[;rgcbs(9[—9)4rn;'éos(ém—6)]}“ RERREE '(D-7)
B, =’2%{Ag[—rmsin(t9 —§)-+rgsin(6,—0)]
o+ An(—rasin(f,—0)+resin(0r—6)]

+ Ay (—resin(0p—0)+rysin(6y, —6)} B (D8)

To find the partial derivatives of B and By due to small rotation of
rotor, 00;, let (D-7) be written as:

b, (6;) by (6;) |
B, = By = -9).
TTRAG) T T 2A(6) - (D-9)
Now differentiation B; and By with respect to 0, yields
8B, . 1 b, by 8A |
Br 1 _ P oA . (D-10a)
o6 - 2A 96 2A? 00 ‘ -
By 1 6 P9 OA (D-10b)
89i 24 891 2A2 8(91 ‘ .
here the partial derivatives o, 20 - ,q 94 be calculated
where the partial derivatives 89 » Gi"" »anﬁi e can ‘e galeulated: as
follows:
abr . . > . 7 )
o (A —Ay Jresin(6—0,) (D-11a)
dby . -
Y ;.(AmfAn)ré’cos(e'\'gf) (D"llb)
,39(, SR v
gﬁi [rnrfcos(ef—e )—rercon(fs—0 )] o (pa2)
OB T
The dot product, B - £ in {3.32) can be evaluated w&th the help of
¢
expression given in (D-10).
oB I8, OBy

B 5 =5 3, v 36,
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1 abr Obyg B? BA
=38 B 55,1 35,1~ 3% g,

(D-13)

Term in brackets on the right hand side of (D-13) using expi‘essions from (D-
7), (D-8), and (D-12) after some trigonometric manipulations, can be written
as

b by re{Ag—Ay)

Brgoy TP e, T T A [ (An —AgJsin{6 —0¢)

+ 1y (Ap—Agy Jsin(6,—6,)] (D-14)

Now substituting for the term in brackets and for 95 from (D-14) and (D-

00,
A B .
11), B £ is as follows.
‘ BBE ré’(Am—A ) . . .
Be . 39€ = 2A2 a [rm(An—Ag)Sln(em ,—(9() + I‘n(A[—Am)Sln(en._Qf)]‘

2
- %[rﬁ recos(fp—0, ) —rery cos(0y —0y )] . (D-15)
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Appendlx E- Parameters and Matenal Characterlstlcs of
Test SR Motor _

The test motor is'a 4 kW , 6 / 8, 4-phase sw1tched reluctance motor from
" TASK Drive of UK and the control is OULTON 112. The nameplate data for
the SR motor is glven in Table E. 1

Table E.1. Nameplate.data for SR testvmotor :

phases: - 4

Rated hp: .55
Rated Voltage: "7380/415 volts
Nominal Current: 9 Amps
Supply Frequency - 50/60 Hz
Nominal Speed o 1500 rpm’

E.1. Mo‘tor Geometry
As the exact dimensions of the test motor were not available, the values

given are our best estimate based on direct. measurement A cross-section of
the test motor is shown in Flg E.1. These: data is given in Table E.2.

E.2. Material Characteristics

~'The FE program requires itih‘e material characteristics for all regions in
the motor cross-section. There'gions occupied by air and the winding were '
" assigned a permeability of the value equal to that of the free space(tp). Rotor
and stator, and rotor shaft are assumed to have the magnetic characteristics of
M-19 steel given in Table E.3. ' o



215

Figure E.1. Dimensions of the test SR motor
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‘Table E.2.  Geometric data of the SR motor

(All dimensions in milimeters)

Ran: 15.0
Re: 30.3 -
R,: 47.82
Rg: 48.18
Ry: 78.4
Ryt 89.8
g: 0.36
h,: 17.52
hg: 30.22
Z: 151
B.: 22.5
By: 20.2°
N: 56 turns
N;: 8
N, 6



217

Tubte E.3.  Motor lamination B-H data

- B (Tesla) H {At/m)

o @
ST
31
)
o

0.55 60.5
0.6 67.6
0.65 74.8
0.7 83.5
0.75 93.5
0.8 104.4
0.85 . 116.9
0.9 131.3
0.95 148.2
1.0 167.1
1.05 187.8
1.1 h 214.9
1.15 250.7-
1.2 _ 298.4
1.25 374.
1.3 485.5
1.35 652.6
1.4 1010.6
1.45 1551.8
1.5 2308.
1.55 3342.
1.6 4775.
1.65 ' 6366.
1.7 . 8356.
1.75 10743.
1.8 14165.
1.85 o 18303.
1.9 23874,
1.95 30240.
2.0 44565.
2.05 ) 79580.

2.06 87537.7
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