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ABSTRACT

The speclﬁcatlon of DDM (Dlstrlbuted Dec131on-Makmg) algorlthms is
‘addressed. - The modeling technique presented is based on well-known

 extensions to Petri-Nets (PNs). Transition-enabling functions with a
- domain corresponding to the marking of a net are used to express the
semantics of decision-making. Furthermore, the algorithm structural

- characteristics of global state representation and topology -are incor-
porated. Finally, the dynamic nature of evolution of system state,

* ‘interaction with processes external to the computation, and the inter-
process communication aspects of the mechanism are also modeled. The
elements of analysis associated with this model are described, but not
detalled in the scope of this paper.

1. Introuction .

:Distr‘ibuted Decision-Making (DDM) algorithms represent a large class of computa-
tiOns’veritical rvto the relieble operation of distributed 'computing ‘eyst‘ems'. However, to
date there have been no umﬁed techmques for modeling which mcorporate all of the
sahent features of these computatlons Furthermore, successful specification and model-
ing of thls cla.ss of computations may provide a basis for formahsms which deal with the

class of all distributed computations.

Thls paper describes a complete speclﬁcatlon techmque centered on the consnderably
powerful modehng capabilities of extended Petri-Nets [Pet77 Pet81]. The extensmns to‘
Petrl-Nets are in the dimension of computatlon modehng ‘power [Cla87] rather than in

the tlme dlmenswn In particular, we model the semantics and structure of DDMs Wlth“
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the PN class as extended by the use of inhibitor ares. The use of this exten_sion is then
made much more practical from a specification point of view by using the notion of tran-
sition enablmg functions. The scope of this paper is limited to spec1ﬁcat10n power only

Analytlcal use of thls modeling technique appears elsewhere.

2. Class of Mechanisms Modeled
- The paradigm of Distributed Decision-Making (DDM) [TeSSla, TeSS_llb]‘ has
been examined in a number of forms (e.g., [HoSO;,StaS.s]). We define a:DDM algo-
rithm as a "id“istrib’uted computat‘ion in which a multiplicity of independent, physically
distributed, autonomous modules of computation work cooperativelyto make decisions.
This is a-logiCal extension of Enslow’s definition [Ens78] of a distribu‘ted‘computi-ng sys-
tem. We further define the decision-making to be an ongoing process in whlch 1nd1v1— .
dual modules attempt to utilize a local view of global state (based on llmlted 1nforma—
tlon) to make 1ndependent decisions aimed at meeting global obJectwes Examples of
: DDM mclude decentralized control [Lar79 Sta80], distributed data—base management
[BeGSl], 31mulatlon utilizing cellular automata [FrH85, HaD76, SaW85 ThM86], and
distributed fault dlagnosls [HoK84]. Distributed scheduling [CaK88] will be used in this

paper as an example of the use of this model.

3. Propertles Modeled

In short we attempt to precisely model all structural and semant:c cha.ra.cterlstlcs of
this class of computatlon Structural description is that part of overall algorithm
descnptlon whlch remains unchanged throughout algorithm execution. The structure of
an algo’rithm'mayibe theught of as the framework or lattice which supports the seman-
tics of the algorithm. The structure of sequential algorithms would normally include _the

data structures employed. Similarly, the structural description of DDM algorithms



'1nclude topology of decrslon-makxng entltles, statlc components of state, and some

representatlon of static global knowledge at each node such as the number and locatlon L

of other nodes 1n the system Semantlc characterlstlcs are those whxch descrlbe the
. 'actlons of the algorlthm durlng its executlon — the eﬁ'ect that the dlstnbuted com-

ponents have on thelr env1ronment
More speclﬁcally, we. deﬁne ﬁve DDM characterlstlcs whlch must be modeled

'1 Topolog:cal structure of the computat:on Slnce DDM mechanlsms must exphcxtly
: commumcate in order to functlon cooperatlvely, the underlylng message—passmg
structure may be deﬁned Thls may correspond to the actual topology of the phym-
cal processor 1nterconnectlon, or the loglcal connectron of the declslon-maklng entl-‘

t1es

2 Commumcatzon process/events As noted earher, exphclt message-passmg must take

- place to support cooperatlon in the DDM process In addltlon to the structure of the ) |

' 1nterconnectlon (characterlstlc 1), the tlmlng, coordlnatlon, and meanlng of indivi- |

‘ ‘_dual communlcatlon events must be modeled In the modehng technlque descrlbed’
here, we deﬁne equlvalence classes of states (PN markmgs) to focus attentlon on the

central role of message-passmg and the events deﬁned by thls process ‘,,’{ : b_ o

3. Semant:cs of the DDM The dec1s1on maklng pohcy itself i 1s represented typlcally by" ‘ N '

a collectlon of relations Wthh deﬁne the declslons to be ma.de ba.sed on a. comblna-;,

tron of statrc (structural) 1nformatlon and current (dynamlc) state 1nformatlon

4. Evolutzon of system state Slnce the dynamrc state of the system to be controlled is
"an mput to the DDM process, the model must lnclude a representatlon of thls aspect |
'The state ‘may evolve as a result of either the DDM process itself, or from the

| 1nﬁuence of an external (stochastlcally percelved by the DDM mechamsm)

5.. ’System-eztemal world mteractwn As mentlon 1n 4, some external process aﬁ'ects the
) _state of the system dynamlcally Thls modehng technique supports speclﬁcatlon of

»lthe 1nterface between the system state and an arbltrary externa.l process whlch may
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aﬁ'ect or be aﬁ'ected by, the DDM process 1tself
Other technlques to model computatlons of thls nature have provxded elther com- .
plete speclﬁcatlon of systems wnth a very carefully chosen set of states and events
: [MaF86], or mecha.msms Whlch have broader generahty Whlch use more than one ‘model-
‘lng formahsm to complete the specxﬁcatlon [CaK86] The dlstlngulshlng characterlstlcs« ,,
’of the techmque descrlbed here are the generahty to any form of DDM Whlch meets the

-deﬁmtlon m sectlon 2, whlle remalmng w1th1n a restr1cted and well-understood'

mathematlcal formahsm — 1nh1b1tor-arc-enhanced PNs (PN )

'4. Modehng Techmque |

The modehng techmque proposed in th1s paper is based on the use of PNs [Pet81]
to model each of the characterlstlcs of the prevnous sectlon Wlth thxs proposed tech-
nlque, one can characterlze each of the factors whlch 1nﬁuence ‘the behavxor of a dlstrl- -

_ buted computatlon and system N

4.1, "‘Topological Structure' -

“In a dlstrl'buted computmg system, each DDM element is autonomous (and usually

1dent1cal) This characterlstlc of a DDM relies dlrectly on the deﬁmtlon of nelghbor rela- o

| ’tlon [CaK86] The nexghbor relatxon is used to model the interaction between a palr of
 DDM elements Baslcally, thls nelghbor relatlon is expressed by the use of PNs with |
| trans1tlon enabhng (TE) functlons which are the decision makmg processes w1th regards "
to 1ts nelghbors For example, a dxstrlbuted computatlon w1th ﬁve nodes may be

represented as m Flgure 1.



. Figure 1. Petri-net representation of distributed computation.

Each node of the distributed computation is represented as a (set of) places in the PN
representation. This is illustrated in Figure 1 as Pi. The decisidn_—making process of each
node with regard to one of its neighbors is represented as a TE function in the PN
representation.
Definition 1: Given a PN representation of the topological structufe of a distri—
buted computation, we deﬁﬁe the following:
Dy(1) = _{...,1,0,1,...} represents the set of possible decisions of v; with respect to its-
neighbqrs'.' |

d; ;€D)(7) denotes the decision of v; with respect to v;

4.2, Communication Process

In a DDM, the inter-node communication is represented by an abstraction called
phases [CaK88a). The phase concept is used to characterize the exchange of information
between nodes at discrete points in time. This is a distinguishing feature of a distributed

computing system in that information is sent periodically between cooperating elements
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only when the sender chooses The basls of the sender ) declslon to send 1nformatlon is
modeled by a TE functlon in the PN representatlon of a DDM. For example, each node o

 of a dlstrlbuted computatlon w1th three phases may be represented as in Flgure 2

| 1Pt. o*‘/l ho
| :,-Frigur‘e:2.7,Pe'tri'-net representation of phases in 'diStributed computation. .'
" Each pha.se of a node is represented as a place in the PN representatlon The basis of the :
_ declslon of each ‘node with regards to one its nelghbor is represented by a transrtlon in
the PN representatlon Hence, a change in phase can be used as a mechamsm to cause a', '
node to: ma.ke a declslon W1th regard to its nelghbors | | |
: VDeﬁmtlon 2: Given a PN representatlon of the semantics of DDM we deﬁne
o ..P(z)»— {Po , P,. s Ppi1} represents the set of possible current phase of node v;.
P e P(1) denotes node v; has P; as its current phase tij denotes the basis used
Kxn maklng a decxslon by a node to change from phase P to phase P . »

‘,‘O denotes output of a transition to node vi.

43. Semantlcs '_

The senlantlcs of a DDM are embedded w1th1n an 1nstance of a PN model The ele-
ments of the PN model conslst of places and transrtlons Flrst a place in the PN model
is used= to represent either an autonomous and 1dentxcal DDM node or"a phase that is

associated withl'v,one of the DDM nodes. In g_eneral, each DDM node'ca’nbe interpreted,
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for example, as a logical unit of memory in a distributed database management system
In particular, a token in the place representing a particular phase denotes that the node
-is currently in that phase. Further, there can be only one phase-place whlch will have a
token at any p01nt at each node. Second, the decision-making process semantxcs are
embedded in the tra.nsmons, d; j, where each d; 7 has a TE function assoclated with it.
Note that a PN with TE functlons can be translated to a PN with 1nh1b1tor arcs [Cla.87]
and PN with inhibitor arcs can be further translated to a Turing Machlne However, for
ease of exposltlon of the essence of a distributed computation, PNs with TE functlons

are used.

4.4. System State Evolution

For DDMs each node is allowed to influence its neighboring nodes. Wlth ‘this PN
modeling. techmque, the nature of influence of a node on its neighboring nodes can be
modeled by a set of criteria which must be satisfied before any change to the state of a .
neig’hboring' node is allowed. In particular, this set of criteria is embedded in the TE
function that is associated with the transition, d; j, that provide the link between node v;
»and itsk neighbor, v;. In addition, permission of the neighboring node to ailow another
node to influence its state is also embedded in the TE function just described. Therefore,
the set of criteria expressed in the TE function must be completely satisfied and permis_-.
sion from the neighboring node must be given before a node is allowed to cha.nge. the '.
state of one of its neighboring nodes. Further, the state of each node can be ‘repres'ented
in the PN model as the number of tokens in the place representing the node. For exam-
ple, a distributed computing system with five nodes and the condition that each node is
allowed to influence one of its neighbor on.ly when its phase changes from P;) to P, may

be represented as in figure 3.



"~_4F_._igure 3. Petri-net representation of a distributed computation

with five nodes and two phases.

i 4.6, S__y,s_tem[,Externa.l World Interaction

| With the use of the PN medeling technique, the interactien of a distributed com-
putlng system with ‘the external world can be easily modeled. In detail, the external
world is represented as input places, (e.g., nj; as in Section 8), in the PN representatlon
Each computatlon node interacts with the external world through a transmon w1th a TE
: functlon associated with it in the PN model. The TE functlon is used to express the rela-
’ tlonshlp between the input from the external world and the computation node. The TE
‘ functlon also imposes a limit on the use of the node by the external world. Wlth regards
to the mﬂue_nce on the external world by the computing system node, a transition with

input places representing the (apparently) stochastic process carried out by a node of the -
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computing system is used to represent this relationship. The interaction of a distributed

computation and the external world may be represented as in Figure 4.

- Figure 4. PN representation of theinteraction between

a distributed computa.tion and external world :

. "Deﬁmtlon 3: Given a PN representatlon of the system/external world mteractlon,
we deﬁne the following:
I(i) = {n_;o,nj 19-+sTJpn } Tepresents the set of input places for the external world.
0(1) = {seo, je1, «..., jcu} represents the set of input places to represent what
appear as stochestic processes internal to a node of a DCS frem the 'point of view of
the ﬂDM'-mechmism. | |
t; denotes the link between input from extérnal world to coniputation node ;.

E;, denotes the TE function describing the relatlonshlp between the input place

'from the external world to the computatxon node ;.
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B .Fo‘rmsof:Analysis Supported: .l
| In thls -sectiOn we e:iplain some'l'of our motlvations behind 'developments of analytir- '
~ cal tools for a general class of extended Petrl-Nets A complete drscussmn on thls subject
w1ll be presented elsewhere Up to now, there has been extensive work on modellng and
}_ analytlcal power ‘of restricted classes of PNs such as State Machmes, Marked
Graphs, and Free Chorce Nets. Most analysrs propertles of these classes of PNs have
| been well formulated [Pet81 Re183] However, there is a trade-oﬂ' between modellng ,
‘power and analytlcal power w1th1n these classes; as the modelmg power mcreases,
analytlcal power decreases For example, with state machlnes we acqulre h1gh analytlcal
‘ deCISIOD power (because they are equlvalent to the finite state machlne a.utomata and
’formal language theory [Pet81]) but very hm1ted modehng power because of 1ts
deﬁclency in modehng concurrency Marked graphs,. on the other hand can model con-
currency or waltlng, whlch characterizes synchronlzatlon, but can not model conflict or
-data-dependent declsxons Most of. the propertles of marked graphs such as safeness, hve-‘- |
j ness, and reachablhty have been well mvestlgated Mur77, Re183] Free chorce nets oﬂ'er‘ -
.'greater modehng power in the way they allow both the conﬂlcts of state machlnes and |
the concurrency of marked graphs but in a more restrlcted way than the general PN.
However, the analytlcal power of th1s class is less than that of state machmes or marked o
graphs | | |
None of the above three classes have sufﬁclent modehng power. for representatlon of"
general computatlon models In- order to 1ncrease ‘modeling power to account for any " :
:_ ‘type of system, zero testlng capablhtles are requlred It is been shown that PNs W1th zero
testlng capablhtles have equxvalent modelmg power to Turxng Machlnes, wh1ch in turn .
can represent any computable functlon [Pet81, C1a87] By 1nclud1ng addltlonal exten- '
d sions to the basm PN, we can achleve a hlgh degree of ﬂexlblhty in modehng power, but
at the expense of analytlcal declslon power.: Several types of extended PN are classlﬁed'

by Clardo [Cla87] These extended PN are categorlzed as:



-11-

1) inhibitor arcs (PN,
2) transttiqn pt'iorities (PNP)
3) _ena.bvlingvfunctiens (PN,)‘
| 4) ‘variable 1nput/ output bags (PN,,) .
with i'ncreaéed~model specification flexibility from first to last. The fourth class is of little
, intef’e,st-_t(_)' 'us because no study on the analysisiof net invariant or other logtcal"p’roperties
of PN wit‘h.'variable }input/output. bags are available to this date. Althdngh-‘f: ease of
express for PN», is greater than for PN, and PN, is ‘greater than for PN; , they all have
the same medel_ing,-power. Further, tney‘are 'eqnivalent in the sense.that' reachability
graphs for ,eaeh of them are the same [Cia87). | |

In our Inodeling technique, we use PNs with 'enabling functions for their high degree |
of exp';essivit}f"and then perform a transformat;lon"en the PN, into their equivalent class-
'PN; ;‘.Frem“:."there we can partition the model further and analyze each “subnet
separat_ely, For exarnple, the snbnet co’rresdponding to the phase component ef the DDM
‘ mecnanisrn'.. dtééuésed in Section 6 can be’analyzed separately. It ‘can be seen that this
‘ subnet- is live and cOnservative (total number of tokens in the set of placee fenlains con-

stant after each tranmtlon ﬁnng) These propertxes can be characterized by a hnear sys-
tem of equatlons and can be ma.mpulated and analyzed easnly

_Some of these' propertles can be related to some well defined terminologiee of classi-
cal and rnodern control theory. For example, Murata [Mur77] defines eontroliability in
tern_le of a tranSition-to-place' incidence matrix — A, for any given PN, and states that a
neceSsary'conditions’ that a PN be completely controllable is ra.nk(A)=p; where p is the
- number of places in that PN. Milner [M1180] deﬁnes observability in terms of hveness of
v the net (every transition can be fired starting from any reachable marklng) Stablhty
and response time of a system can also be deﬁned in terms of liveness of its PN model.
"mna stable system, the response of the system to externally induced pefturBatiene in sys- |

tem state approaches an equilibrium state (whether optimal or not) after some time. In
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a PVN model of a system, stability’can be considered to be the condition when some set of
tran31t10ns are never enabled. For 1nstance, in the load-balancmg example of Section 8,
a decision transxtlon of a processor can become disabled 1f loads of neighboring proces-
sors are,’m balance with respect to the processor’s internal load ’(_Wthh is indication of
steady state for the system). Response time of the system can also be deﬁned in a
related way 1n : terms of number of transition firings before the sequencecomes to halt.
Since respomnse time in the model example of Section 6 is measured in terms of nnmber of
decislon’s transition‘ firings, it can be interpreted both in terms of absolute and relative
measurements. However, relative measurements gives us a more accurate basis of com-
*parlson of one system to an another. We define relative response as the ratio between
number of declsmn tran51tlon ﬁrlngs and total number of transmon ﬁrlngs before the

system arrives at equlhbrmm state or within some specified limits.

In conclus10n, our obJectlves here are to develop transformations that preserve most
| propertles of nets and transform an extended PN model (e.g. PN or PN; ) -

- into. the restrlcted subclasses of PN where the analysis can be performed 'In some
ixnstances, these transformatlons are not pos51ble In such cases tools maybe developed for

dxrect analysxs of a subset of the extended PN model.

6. Ill_'ustra.tive Example

In this section we will vdemonst'rate the use of the modeling techniqne proposed'in'
this paper for the complete specxﬁcatxon of DDM mechanlsms by an example deahng
with dlstnbuted load-balancing [CaK86]. The concept of load may be abstract, and can
represent a varlety of dlfferentactual demands upon the schedulable resources in the sys-
v'k'tem Each node is responsxble for scheduhng its own resources and for maklng declslons

regardxng the commltment of its resources to the use of other processors in the system
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To fully capture all these salient features dealing with transitions, load transfers,

“and phase changes, a PN model with TE functions may be used as shown in Flgure 5.

O#

o
kO

Flgure 5. Petri net model for a dlstnbuted computatlon with

*’n,uﬁ

5 computation nodes and 3 phases associated with each node.

Definition 4: Given a PN model as in Figure 5, we define the following:
Places:

rn +2 'if*yia,.st known phase of node v; is P,
n+1 if last known phase of node v; is P,

Pi=; 1 if last known phase of nodc v; 18 Py |

0o otherwzsc
\

(1 if node v; ts ¢n phase P;
P

' = 10 otherwise
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1 ‘lf new Job arrives at node i
n)i = 1o

1] i otherwzse

: 1 if dijob completion happens at node v;
Jéi = 0 otherwise

Jint denote'.s current load at node v;

l;’-’t denotes the last known value of load of v; as sent v; by vj

Decisione: (neiéhbors of node v; are nodes v,; and v,;)
(1 xf((l"‘t <I% ) and ( g =g ))
diny =

0 o.the rwise

L <1°=f ) and (122 <122 ))
din2 = 0 otherwise '
Transition len'a'.'Blving functions:

- {1 if I"‘t < mazimum limit for node vi
E, =

0 otherw:se

1 if phase Py s completed
B, = 10 otherwise

1 if phase P, zs completed
E‘» S [ -otherwise
o (1 if phase Py, is completed
tat1,0

=  0 otheru_)ise

1 if updating of information on load value of node v; is required
Etcd =
0 otherwtse
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- {1 if updating process is completed
Etint = B
0 otherwise

From Figure 5, we can observe that the topological si;,ructure of the distributed
load-balancmg system, the semantics of each dlstrlbuted node of computation, the com-
munication process between neighboring nodes, the distributed system state evolutxon of
each node, and the interaction between the distributed system and the exter_l_lal world
are fully represented by this PN model with the relevant TE functions. In parti.cula'r, [int
in Flgure 5 corresponds to p, in Flgures 1 and 3. o

The mathematlcal descrlptlon of thls algorithm in the notation of Commumcatmg
Flmte Automata as shown in Figure 5 is included in the appendix. Take note of the

correspondence between certain terms in the mathematical CFA descrlptlon and the PN

model:
Pl = Py or ;P, or Py

lezt Iezt

7.‘ Conclusiens

This paper has presented a modeling technique whieh allows for complete
specification of Distributed Decision-Making (DDM) algorithms. ) ‘These computations
represent a large class of computations critical to the reliable operation of distributed
computing systems. Successful specification and modeling of this class of computations
may pro'vide a basis for formalisms which deal with the class of all distributed computa-
tions. |

The tecilnique described is centered on the niodeling capabilities of extended Petri-
Nets. These extensions are in the dimension of computation modeling power rather than

in time. Semantics and structure of DDMs are modeled with the PN class as extended
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by the use of inhibitor arcs. The uSe of this extension is then rhade muc‘h‘ more practical
from a spec1ﬁcat10n pomt of view by using the notlon of transztton enablmg funct:ons

Thls paper ha.s not covered in detail the analytical use of this modelmg technlque
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- APPENDIX :
- CFA Semantics of mll -

NOTE: This sectlon contains a section of the paper 1dent1ﬁed as [CaK86] in order to
aid the reader in understanding the example of section 6.

~ This example, which will be called ml1, (the distributed environment is an m—node
loop), behaves as follows. ,

mll:  Each node examines the load of itself, and its two neighbors. One unit of load
~will be “given” to the nelghbor with the least load if that load is less than its
own load. Otherwise, no load is “glven” Ties are arbxtrarlly broken in one
direction.

The topology of thls system is defined as follows '
&= (V, 4) o

where - |
| V='{ Yo, V1, "%y Um-1 '}; m=|V]
A= {MMWIU—0+UmMmYV

(5 = (j+1) mod m) }

hence, the nelghbor relatlon is deﬁned as:

N(') = { v(:—-l) mod m» v(1+1) mod m }

| We further refine the decision sets to be:

Dy(s) = r(i) ={0 1 }
Finally, the transutlon function is deﬁned as follows There are six cases of transitions to
consider (n = 1) Even though we are considering a one—pha.se pohcy in this example,
we will maintain the practice of using n to denote the number of phases in order to
allow a simple extension of this example to a multiple phase example in the next section.
locally :‘ Po—"Pn
locally : p,—Pp+1

locally : p,+1—Po
‘at a neighbor : po—p,

at a neighbor : p,—pn 41
at a neighbor : p,1—Po

RIS A
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5(1’” l“ty D, dz ny2 ds,nQ) Pnly pn2a pn, ) pn2:

¢
iv dnl ) dm‘, 1] l;elﬂ’ lrez

@) = |
: (ltnt llnt’ p’u, d‘ n],: di)‘“é"p;h"'p;fz)'
~if (p=po) 8 (P}, =pi") & ’(pnz'.‘Pn )
where: | o -
' (1 if ((Imt lrezt) 8 (lrezt lrezt))
B Ad'f‘»‘!'r , 0 otherwxse
. {1 if ((lmt lnzt) & (lrezt rczt ))

| " |0 -otherwise

'(2)
pnl,pn2)_"
e (p =p.) & (pn, I') 8 (p..;—p""

® e

» POy di,nl’ di no? p;g ng)

if (P Pu+1) g (pnl.v_p ) 8 (pn2 ‘_Pnu)

(lmt lmt :

(4) = (lmt Im: D dl By dx,n2’ Pnp Pnz)
‘ if ((pnl #pm") 8 (Pnl fPo)) 14 ,
((pn2 #p?.';') g (10»2 —Po))
~where: : . o
T (rin it (pn # o )8(pn,,—po)
ri= 'r"_ ‘otherwise :
» for:

int - int . o A SR
(l " tnl - ds’,né’ " - di,n, _'di nyy Pn+l) di,_nll’ di,nzi"_”x-
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(5) (lmt + E 7,49 lut’ b, d‘i,nls dl,ﬂ2! pn,» pne)
: JEC

‘llf ((Pn, # prm) & (Pn, =pa)) V
((Pn2 ?é Pn:) g (Pn2 = Pn))

where: : ' o o
C={jlpj#pi" &pj=ps 85€{n, na}}
and L v o
'. -~ (rin if (Pn #Pnn) & (Pn, —pn)
=1, otherwise
for: 7
(6) ;—.-_; | mt ezt ‘
(l 1 ‘ y Dy &5 Ny d:,nQ’ Pn19 Pnz)
if ((Pn, #pi) 8 (ph, =Pas1)) V
 ((ph, # PR7) & (PR, = Prs1))
where_é;:_ L .
|  [rin i (pn, # PR ") & (pr, —pn+1)
"=1r otherwise
for: = -

ie{1, 2}
During transmon (1), decxslons are made and transmitted to nelghbors The local

record of each neighbor’s state does not change, but the local phase does change to p,.

In (2), the local phase is updated to p,,_,.l and l;,;-and [, are both updated to reflect the

‘local declslons reached during the previous phase change. The purpose of (3) is to
transmit the new value of l;,; to each nelghbor The value which was sent durlng (2)
only reﬁected the. effect of locally made declslons, and not the decisions of any neighbors
which underwent transmons of type (2). This is a very subtle pomt since the full effect
" of the decisions made locally and at neighbors is not felt upon /4 until after transition

*(5) in which each neighbor’s decxslons is used to calculate the next value of internal load.
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Transitions (4) and (6) simply change the internally recorded values of a neighbor’s

current phase.
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